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Abstract—The aim of this paper is to study the effect of Rayleigh fading. Stochastic geometry tools that allow tjoin
cooperation on system delay, quantified as the number of treatment of both channel and location randomness have been
retransmissions required to deliver a broadcast message tall studied in-depth for infinite networks inl[6]. However, thei
intended receivers. Unlike existing works on broadcast scerios, tential h tb lied widely t ) i ’
where distance between nodes is not explicitly consideredye po _en 1a as, no .een applie . widely to COF’Pera ion, arg on
examine the joint effect of small scale fading and propagatin initial anaIySIS of inter-node distances for finite netwomkas
path loss. Also, we study cooperation in application to finik presented in[[7].
networks, i.e. when the number of cooperating nodes is small  Qur main contribution is in the methodology that allows
Stochastic geometry and order statistics are used to devedo 4,4 vsis offinite random networks, incorporating both chan-

analytical models that tightly match the simulation results for | d de locati d We sh that tractabl
non-cooperative scenario and provide a lower bound for delain nel and node location randomness. Vve show that tractable

a cooperative setting. We demonstrate that even for a simple analytical results, that match closely to Monte-Carlo sim-
flooding scenario, cooperative broadcast achieves significtly ulations, can be derived for realistic fading and path loss

lower system delay. conditions. Our results demonstrate that cooperativersebe
Index Terms—Cooperative diversity, network latency, stochas- Can achieve significantly lower system delay compared te non
tic geometry, outage probability, order statistics. cooperative broadcast. We also provide simulation redalts

emphasize the impact of network size and node density on
performance of broadcast schemes. Namely, performance of
the non-cooperative scheme depends primarily on network

Cooperation between wireless nodes has gained wide gke, whereas the cooperative scheme is more sensitivelt® no
tention as it allows trading extra spatial degree of freedogansity.

for reduced outage probability, increased capacity or fowe
power consumption_ [1],[]12]. Several works have studied the Il. SYSTEM MODEL
effects of node cooperation on broadcast scenarios, where a . . . .

source wants to deliver a message to multiple destinatigjns [W I_n this section, we .brlefly describe -broadcast pr-otocols
[4]. However, until recently[[5], explicit network geomgtr hich have been studu_ed,_dlscuss requ|re(_j stochastlc geom-
and associated path loss (PL) effects were either ignorred,e(gry theory and t_ransmlss_lon latency metric. A cwculaﬂ_ cel
considered for some special network settings. Namel\_/.]ila[f-.%StrUCture IS con3|der_ed with th_e source node located in the
framework facilitating outage probability analysis is posed center. The source aims t(.) deliver a common message to all
for cooperative multicast schemes in presence of Rayleié\ﬁrandomly located and highly mobile wireless nodes.

fading in dense wireless networkge. when the number of

nodes is large. In_[4] PL between nodes has been considefedBroadcast protocols

in context of power efficiency of broadcast strategies again e will adopt broadcast schemes previously used[in [3]

the context of dense networks. o as a basis for studied protocols. booperative broadcast
The aim of this work is to analyze the transmission delafie source broadcasts a message in the first time slot, and

for broadcast in networks witfinite number of highly mobile continues until at least one receiver receives it corregtier

nodes and to compare performance of cooperative broadaggt the source remains silent, while all successful recsiv

to conventional non-cooperative protocol. We also aim goperate by simultaneously retransmitting the message to

realistic description of channel conditions, and use sistth remaining nodes in subsequent time slots until all nodes

geometry to account for path loss in addition to small scajgceive the message. Any receiver is assumed to process

_ _ _ signals only from the nearest transmitter. lhon-cooperative
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s __ Number of points of PP =10 the PPP model becomes inappropriate since the node counts
' ’ ! in different locations become dependent (se€ [10, p.27] and
[7]). Therefore we further work with a binomial point proses

+ + (BPP), characterised by having exacify nodes located ran-
domly and independently i (Fig.[d). Since HM is assumed,
05y . " each time slot faces a new realization of the BPP, and we can

treat the nodes that have received the message correctly and
those that have not as two separate BPPs.

C. Latency metric and signal model

1 The metric of our interest is the number of transmission
! | attempts, or time slotsK required to deliver a broadcast
+ . L message to allvV nodes within the observation window'.
A s ) 05 1 15 The expected number of required transmissidfiscan be
X found as -
Fig. 1. A realisation of Binomial point process witN = 10 nodes in a K= l; k- P(K - k|N)’ (1)

circular cell.
where P(K = k|N) denotes the probability that, conditioned
on having N nodes in total, exactly: transmissions will be

improve performance, it is difficult to implement due to st sufficient to reach all nodes.

overhead. Therefore, only the nearest transmitter’s signa We consider joint effect of small scale Rayleigh fading

considered in this paper as its power is expected to dominated propagation loss due to respective node locations. In

the rest. particular, the signal received by nodefrom transmitter;
A high mobility (HM) model [9] is used in this paper, wherecan be expressed as

node positions change randomly and independently in each

time slot. In practice, node locations may be dependent and Yi = hij\/ Pra - 1(rij) - 75 + 1w, 2)

follow certain law. Such mobility models could be describeg,herex, is the message, transmitted byth node, P;, —
J ’ ) x

by more advanced PP constructions, for example, the hagdismission powers,, is zero-mean AWGN with variance
core PP[[10] could be used to capture the effect of minimgb . hi; ~ N(0; 1) represents the effect of small scale fading;

w?

expected node speed. A setting with static nodes was studleﬁmj) _ (1 +T%)—1 is the path loss functiori [4k,; is the

[11],bwhzre Vtoron0| tissesllatltons werfe used to de_lrllvg ?.Gl.Jtn istance between nodeéand; anda is the path loss exponent.
on broadcast capacily. sysiem pertormance will detinitely message is considered to be successfully delivered if the

?heaeg.?f on tthe cttl_lc?ts,en n:jo?”'t%’ modelt,j howzv?r: the Impag pacity of communication channel between the transrgittin
at difierent mobility models have 1s beyon € scope dhd receiving node is sufficient for transmission at reglire

this paper. data rateR:
2
B. Point processes for node location description log (1 + M) >R (3)
a 2 — :
Point processes provide a mechanism to analyze interaction (1 + rij) w

between spatially distributed objects, such as wirelestes0 Probability of such event can be described as probability of
[10], which allows general yet simple results compared #uccess and expressed as

conventional methods [12]. )
Of particular importance is the Poisson point process (PPP) P, — Pr |hij >0 (4)
characterised by two fundamental properties] [10]: (1) the Ltrg = )7

probability of having exactlyV nodes in a Borel subset set

2 R
A of some observation windoW is Poisson distributed with whereh;; andr;; are random variables artd= %ﬂ;l) is
parametei-v4(A); (2) the counts of points in disjoint subsetghe threshold for successful reception.
of W are independent. Herk is the node density and;(A)
is Lebesgue measure (i.e. length, area or volumé)aind W I1l. L ATENCY ANALYSIS FOR NON-COOPERATIVE

is a geometrical construction in space, where the pointge®c BROADCAST

is observed. For our purpo@esw = bz(0, ) denotes @ 2- |, order to find the expected number of required transmis-

dimensional disky, of radius R centered at origir, and A sions K& we need to estimate the probabili(K = k|N)

is a geometrical shape, entirely contained/in described earlier. Le§y, k € [1, K], be the random variable,
While PPPs aILow getgng \;aluzble_reiults for al(symlftOt'r(épresenting the number of successful nodes obtained as a

.. k

scenarios, once the number of nodes in the network is KNOWls it of 1-th transmission stage, anfl, — Zi-:“gi be the
linterested reader can find a general treatment on types tarddtions of total number of successful nodes aftsetransmlgsmns. Then

sets in [10]. the broadcast process completes whgn= > ".", S; = N.



P =P(K=kIN)=P(T, =NIN)= > {PUSKN - Tio1) - P(Tia|N)} = Y {Pl(skuv —Tiy)

(Tr—1,Sk)€ck (Tk—1,Sk)€Eck

X Z {Pl(sk—llN_Tk—2)'---' Z {P1(52|N—T1)'Pl(T1|N)}---}},
(Tk—2,Sk—1)€Ecr—1 (T1,52)€c2

(5)

Therefore, the metric of our interest can be expressed as suow find Fz (6) for the three regions of. For 6 € (0, c0):
of probabilities of all possible outcomes of theransmission

stages which lead to the completion of the process in exactly Fz(0) =Pr(|h]> < 0 (1+7r))
K = k time slots, as can be seen fram (5) on top of this page. y=R® +=0(14y)
The conditions of summations,i € [2,k] in are given
N NS, € [2.6] in @) are g — [ 5@ [ faptodsy
y=0 x=0
ek ={T—1 € [0,N —1],Sx € 1, N] : Tp_1 + S, = N }; “WH e
k1 ={Th—2 €[0,Tr1], k-1 € [0, Th—1] : - / R (1 — ¢ ’ ) dy )
Ti—2 + Sk—1=Te-1}; ©) 0 e N
0 se~*?
Thus to evaluate€{5), we need to calcul@gS;|N — T;_), = R vty — ;d /y5‘1 ce”dy
which denotes the probability of getting exacfly successful 5 0
nodes out of N — T;_; as a result of source transmission. —;1—’
To achieve this we will first obtain the distribution funatiof ;_9
the compound random variahfe= ‘1+  for the independent =1- Wy(& R™0)
and identically distributed (i.i.d.) receivers and thee wsder
statistics. The cases of = 0 andf = oo correspond to the events of the
Proposition 1 (Joint fading-path loss distribution)The path gain being less than zero or less than infinity. Theeefor

cumulative distribution function (CDF) of the compoundve can write:
random variableZ = |h|2I(r), where|h|? is the amplltude of
Rayleigh fading coefficient anlir) (14 r*)~ " is the path Fz(0) =Pr(|h|* <0) =0, Fz(o0)=Pr(|h|* < o) =1.
loss function, is given by
[ |
E (5, R6) ) Next we use the above result to derive the probability
Rigs! Pi(S;|N — T;—1) that there are exactly; successful nodes
out of N — T;_; receivers. For simplicity, we will denote
with y(-) denoting the lower incomplete Gamma functieh, N, = N — T,_;
is the number of dimensions add= d/« is used for brevity.  Corollary 2 (Order statistics): The conditional probability
Proof: We can express the CDF of the random variablef having exactlyS; successful nodes out ¥, receivers is

7Z = l‘ﬂa asFz(0) = Pr(|h|*> < 6 (14 r“)). Let us consider

Fz(0)=1-

components of Z individually and distinguish three cases: N, Se—? Ne=5i

0 € (0,00), 0 =0 andf = oc. Pr(S:|N;) = (S) (1 ~ Rags 1%, 3”9))

The amplitude of Rayleigh fading coefficient is a Chi-square ) s, (10)

distributed random variable with two degrees of freedom, > (66_7(5’ ng))

which is equivalent to the exponential distribution, i? ~ RAG°

Ezp(1). The points of the BPP insidé” are i.i.d. distributed _ ] -

with common density function (segl[6] arid [13]) Proof: Given N,. nodes in the process, the probability

that there are exacthp; successful receivers after the first

) 5y5’1 - o transmission attempt can be expressed as:

Pr(Si|Ny) = P(Z(n,—s,) <0,Z(n,—s,41) > 0), (11)
where A(W) = #{doNW} = g)\(w)dw is the counting where the termsZy, < Zo < ... < Zn_s, <
measure for the originating PPP, witf{-} denoting the Z, _g,11) <... < Z(x,) correspond to ordered realizations
number of elements in a sek{w) is the intensity of points of the random variable, for which probability distributions

in d dimensions, and = g is used for compactness. We carare known. Using order statistics and Proposifibn 1 we can



P;=P(I, = N|IN) = Z {Pi(Sk|N — Ti—1) - P(T—1|N)} = Z {Pk(Sk|N = Ty—1)

(Tke—1,Sk)€Eck (Trk—1,5k)€Eck (14)
X > {Pk_l(Sk_ﬂN—Tk_g)-...- > {P2(52|N—T1)-Pl(T1|N)}...}},
(Tk—2,Sk—1)€Ecr—1 (T1,52)€Ec2
rewrite (11) as successfully receive the message whilé — 7;,_; — S;) do
not.
PHSI|N,) dvd Any particular receiver can be treated as a reference point
| F2n, 50,2 54m) (W5 V) dvdu of a BPP of transmitters, containir_; nodes. As each re-
0

ceiver is restricted to processing signals only from theesa
transmitter, we would like to find correspondidgstribution

O\Q O\%

= (S]\i 1) (FZ(u))NT’Sﬁl dF'z (u) of SNR under joint effect of fading and path lo8ssociated
' (10) difficulty is that the BPP process of the transmitters become
0o anisotropic once the observation point is shifted from the
> /(1 _ FZ(U))Si—l dFyz(v) origin of circular cell. However, we will concentrate on the

; isotropic scenario with the reference point located at tigim
N which will give an approximation of performance, keeping
— < ) (Fz(0)N"5 (1 = Fz(0))"", derivations feasible.
Si Since the distributions of distances from all receivers to
B transmitters are assumed to be identical, we can express the

where F'z(0) is defined in[(¥). Ifé = 1, we gety(s, R*9) = probability P;(S;|N — T;_1) of getting exactlyS; successful

v(1,R40) =1 — e~ R and: nodes givenN — T;_; remaining receivers as
N, 1 _ _o(R? Si N-Ti—1\ 5s, N—T;_1—58;
Pr(SilNT): (S)W (6 0—6 (R +1)) Pz(Sz|N_Tz—1): ( Sl )Ps (1_PS) 1 ,
‘ (11)
N,.—S; (15)
X (Rd9 —e 4 e_e(RdH)) .

where P, = P( P > 9) is the probability of successful

. . . . . 14re
Substitution of [1D) orl(11) intd{5) gives the desired expeC o mynication for transmitter-receiver pair. Next we will
number of required transmissions for non- cooperatwedbroaes“matep

cast. Proposition 3 (Probability of success)Under an isotropic

BPP assumption, the probability of successful commuraoati
IV. LATENCY ANALYSIS FOR COOPERATIVE BROADCAST  between a receiver and its nearest transmitter under the joi
A. General setting effect odeaer_igh fading and path loss &) = (1 + ra)_l
Following the same line of reasoning as foi (5), we fin(f'jor b=l
all possible combinations of outcomes of theransmission ,, _ Pr< L. 9>
stages leading td}, = N using [14) on top of this page, 147re =
where the summation conditions are identical to[(6). Here T—1 (—1)i (_1)T71€7«9Rd
the probability P;(S;|N — T;_;) denotes the chance to get = e T <Z v ~ = T
exactly S; successful nodes as a result ith transmission i=0 (ORE)*HT —1—1)! (0R)
given N — T;_; remaining receivers. The case of= 1 . . _16)
corresponds to non-cooperative transmission by the spurce Proof: The proof has wo main logical steps. First we

which has been analyzed in previous sedfatie will further extend the result, originally reported ih! [7] for distribn
estimateP, = P,(S;|N — Ti_.) for cooperative stages of distances to points of a BPP, to density function caf
oo i ' th powers of distances. Next, the latter is used to derive the

o probability of success of communication of a node with the
B. Estimation ofP; = P;(S;|N —T;_1) nearest transmitter, taking into account both Rayleigtinfad

At the i-th stage the message is retransmitted by all succe88d path loss via a compound random variable.
ful receivers, originated i — 1) previous transmission stages. 1) General distribution of distances anda-th powers of
We are interested in the event when exa&tyof the receivers distances: We start with a general BPP, i.e. with reference
point located arbitrarily (eg. Figure 1 iql[7]). Under redace
2|t has to be mentioned that there is a non-zero probabilay ghnumber point we understand a receiver, and the points of the BPP are

of source transmissions will not reach any of the receivereaning that the T;_, transmitters. We will denot&,_, asT for brevity.
cooperative stage cannot start. Equatior} (14) accountifdr events, with the

probability of throttle transmissions; (S;| N —0) equivalent to the probabilty L€t 7» denote th? random diStance_ from a referer_lce point
of getting zero successful nodes in a non-cooperative soeRa(S; = 0|N). to n-th nearest neighbor, then, conditioned on having exactly




T nodes, the complementary cumulative distribution functic » N =5, Path loss exponent = 2

(CCDF) of Tn is [7] —&— Non-coop, R=1, sim
—A— - Non-coop, R=1, theory
n—1 T —s— Non-coop, R=2, sim
n _ 7 T—1 L —— Non-coop, R=2, theory |
FTn (T) - Z ( i )p (1 - p) ’ (17) 20 —<— Non-coop, R=3, sim

=0 Non-coop, R=3, theory
—&— Coop, R=1, sim
—B— Coop, R=1, theory
. —<— Coop, R=2, sim
D\ —<O— Coop, R=2, theory
S Coop, R=3, sim
—O— Coop, R=3, theory

wherep is the probability that a node falls into a subdet
of the observation windowV. In caseB = by(z,r) is ad-
dimensional ball with radiug and centered at, p can be
expressed in general in terms of counting measure$_as |
p.24]

i
o1
T

Expected number of transmissions
=
o
=

ol

p=plae,r)= 25 _ [ swe as

ba(z,r)NW

where f(r) is the common density function of i.i.d. nodes 10

randomly distributed V.
CAr)  drt?
10 =3y = Rr " €
In case of the nearest neighbor, the CCDF and probabilj I d _ .
density function (PDF) of, are respectively @{Jbstltutng — 7=z we obtain

[0 R]. (19) Fig. 2. Theoretical and simulated system latency.

_ z=R%*—R?
F. (r)=0-p)T7, 20 —0
(r)=01-p) " (20) P(é > 0) = J;BBdT / xTﬂe—e(Rd,z)(_dx)
() =T —p) 1=, 21
frr) =T =-p)" 12 (22) i 8)
With the assumption of an isotropic BPP and the observation Te—0e—0R" R!
. . L. . . e ‘e T—1 0z
point located in the origir, the intersection obg(o,r) and = —fpa /:c e’*dz,
W has an area diy(o,r). Therefore we can expregsas 3
B _ A(ba(o,7)) 7@ Using [15, p.176 5.1.2.1.6] we can find the solution of the
p=p0r) = AW) (ﬁ) (22) integral as
Substituting this mto[(ZO; yields 1 p (é > 0)
n ("N _ L pa T ., . B
Pa) == () V' =g (R =", @) g < IR —”Tz’l (-1 (T-1)! T_l_z-> =
d d = Rar i “1_"
) =T -9 3 (5) R 0 & 0 T-1-i) »
r \R T_1 . d
T (Rd )T—l de_l (24) 2679T' Z )l _( T te 08
~ RiT ' ' ~ (OR9) “rl —1—13)! 9Rd
Using derived distributions property [14, p.208] PDF rdf (29)

can be expressed as
5T, -1 5, Combination of [(1B), [(15) and(14) gives us the expected
fre(y) = RiT (R —4°)" 4y 'ye0,R. (25)  number of transmissions required to reach all nodes using

2) The joint distribution:We can now use the dlstrlbutlonCOOperatNe broadcast protocol.

of compound RV I since each individual distribution is

KNOW. T4rg? V. NUMERICAL RESULTS AND COMPLEXITY ANALYSIS
A. Numerical results
h 2 . . .
Pr | | _ > /fr f‘h|2(x)dxdy In this subsectlen we evaluate performance of.coo_peratlve
1+ RY and non-cooperative broadcast protocols, and verify gigaly

0(1+y) (26) results obtained above. The baseline setting is as follows:

§Te—" R . N nodes are placed uniformly and randomly on a disk with
= v / (R*—y°) gy te Pdy. radiusR, and the source of the broadcasted message is located
s at the center. Target data rate is 1 bit/s/Hz, channel noise

is assumed to be complex Gaussian and path loss exponent

H _ _ d
For the special case af= 1, we getp = y/ " and = 2. Simulation results are averaged over 1000 random

B2 Te—0 R=R" network realizations. The number of intended receiveris s
Pri A >0) = —<__ R — )T e vy, to be N =5 and the set of radius values s € [1,2, 3].
(1 > 0) RAT Yy Y : ) !

T Figure[2 illustrates the expected number of required trans-

(27) missions to complete a broadcast. We observe that simalatio



Non-cooperative broadcast. SNR = 3, Path loss exponent = 2 distant nodes. To emphasize the role of network properties
on studied broadcast protocols a set of simulations was per-
formed. The SNR level was fixed at 5 dB and the number of
nodes was rounded up @6 = [prR?|, with p denoting the
node density. Figurel 3 depicts the dependency of transmissi
delay on network size and node density for non-cooperative
and cooperative schemes. It is evident that performandeeof t
non-cooperative scheme is primarily affected by the ceksi
and the node density has relatively weaker effect. In cehtra
for cooperative scenario the impact of network size on syste
latency diminishes with the increase of node density. These
results suggest that cooperative schemes can be patcular

w
o
o

N
a
o

N
o
o

=
al
o

=
o
o

a1
o

Expected number of retransmissions

=
o

06 effective in geometrically large networks with moderatel@o
04 density. In addition, cooperative scheme achieves sigmifig
Radius, m 00 Node density lower delay compared to non-cooperative scheme in the same
setting.

(a) Non-cooperative broadcast

Cooperative broadcast. SNR = 3, Path loss exponent = 2 B CompIeXity anaIySiS

Presented analytical results are not in closed form and
require multiple iterations of computations. In this sutigm
we estimate the order of computational complexity required
to find the expected number of required transmissidns
using [1). Note that complexities for cooperative and non-
cooperative schemes differ only in calculation of the exact
number of successful nodes after a transmission attempg usi
(I0) or [I5). Therefore, we develop the complexity ordeedas
on the non-cooperative case.

First, to obtaink, summation of infinite number of terms
is required in[(lL). However, the number of terms, contritogiti
significantly to X' can be limited by some threshold’. For

Expected number of retransmissions

0.6

0.4 example, the typical number of transmissialisrequired to
Radius, m 0o Node density reach 10 nodes at 3 dB transmit SNR in Rayleigh fading is
roughly 16, which is far below infinity and does not change

(b) Cooperative broadcast significantly after K/ = 25. Therefore, we will use the

following approximation:
Fig. 3. Transmission delay as a function of network size amdendensity. 9 app

00 K’
K=Y k-P(K=kIN)~> k-P(K=FKN) (30)
k=1 k=1

results for non-cooperative broadcast match tightly tha- anVe will further estimate the number of operatiakis required

lytical calculations, verifying the accuracy of the deysdd 1o evaluate (1)/ as a function of the number of nodésind
model. For cooperative broadcast, analytical results rtepwe threshpIdK. . . .

lower expected system delay compared to simulations. T iSExpres§|on[IB) IS a summat|_on of all possmle outcomes of
mismatch is understood to be caused by the assumption u et [1, K] transmissions I_eadlng 0 dehver_y of broadcasted
in calculation of parametep in (22) that the process of message to al\ nodes. Using methodoI(_)gy_m [16, p.43], one
transmitters is isotropic with respect to any receiver.dality, C%Rﬂ,?i)t!hat the number ‘?f such c_omblnatlonﬂﬁ\l, k) =
receivers closer to cell boundary have larger expectedntist (N—1)(x—D!" Each summation term in (5) consists of a product

to the nearest transmitter. The increase of the mismatdn wiif # Probabilities, calculated using (10). Let us denoteXas

R can be explained by the limit of integration in_{26): for e{he r_1ur;rj1ber of Ioperations (ir.]e. additirc])ns or n]]ultiplicas')_)n .
node shifted from the origin by distana®, the upper outer required to evaluaté (10). Then, each term of summation in

A ) X
integration limit should be adjusted tQR + A)“. Precise () would needX™ operations, and evaluation dfl (5) would

account for above factors significantly complicates anglys!@K€ X5 = X*.C(N, k) such operations. Finally, the number
whereas presented simplified model for cooperative braadc3f OPerations required to evaluaid (1) can be found as

can serve as a reasonable approximation. From Figure 2 we K’

observe that cooperative broadcast achieves lower trasimi X1 =) XF-C(Nk)+e, (31)
delay compared to non-cooperative scenario, especially fo k=1

larger-sized networks. An intuitive explanation is thatdan wheree is the total number of intermediate multiplications and
larger network signal attenuation can be more severe fadditions involved in[{1) and[5). Since order of complexity
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