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Abstract

We consider thei-cell multiple-input multiple-output (MIMO) interferingnultiple-access channel (IMAC)
with time-invariant channel coefficients, where each celtsists of a base station (BS) wifii antennas andv
users havind. antennas each. In this paper, we propose two opportunigéidférence alignment (OIA) techniques
utilizing multiple transmit antennas at each user: antesglaction-based OIA and singular value decomposition
(SVD)-based OIA. Their performance is analyzed in termsisgf scaling law required to achieve(S degrees-
of-freedom (DoF), whereS(< M) denotes the number of simultaneously transmitting userc@é We assume
that each selected user transmits a single data stream hattieseslot. It is shown that the antenna selection-
based OIA does not fundamentally change the user scalindjtcumif L is fixed, compared with the single-input
multiple-output (SIMO) IMAC case, which is given by SR V%, where SNR denotes the signal-to-noise ratio.
In addition, we show that the SVD-based OIA can greatly redine user scaling condition to SRS~ L+1
through optimizing a weight vector at each user. Simulatesults validate the derived scaling laws of the proposed
OIA techniques. The sum-rate performance of the proposed t€thniques is compared with the conventional
techniques in MIMO IMAC channels and it is shown that the m®gd OIA techniques outperform the conventional
techniques.
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I. INTRODUCTION

Interference management is a crucial problem in wirelessngonications. Over the past decade, there
has been a great deal of research to characterize the asiorgapacity inner-bounds of interference
channels (ICs) using the simple notion of degrees-of-vpeedDoF), also known as multiplexing gain.
Recently, interference alignment (IA) [2]-[10] has emerges a fundamental solution to achieve the
optimal degrees-of-freedom (Ddﬂ:)n several IC models. The conventional IA technique for tkie
user IC [2] and theK-user X channel [9], [10] is based on several strict conddi@as follows. Time,
frequency, or space domain extension is required to rerterchannel model multi-dimensional. To
this end, channel randomness, i.e., time-varying or frequeelective channel coefficients, is needed.
Moreover, an arbitrarily large size of the dimension exiemds needed forK greater than 3, which
results in an excessive bandwidth usage is required for ¢oeding of one signal block [6]. In addition,
global channel state information (CSI) is needed at all sd@g [3], [8], [11], [12].

For the interfering multiple-access channel (IMAC) cotisig of K cells, where each cell is composed
of N users and a single base station (BS), Suh and Tse developad FArscheme to characterize the
DoF achievability of the/k'-cell IMAC [6] allowing the rank of the interference spacelie larger than
one. The underlying idea of the IA is to align the interfereno the desired interference spaces at the
receivers by exploiting diversity (i.e., randomness) iy amsource domain. The scheme proposed in [6]
utilized the user domain resource for the 1A in the IMAC. THsscheme based on the user diversity leads
to two interesting results. First, the DoF of the interfeifree network, given bys, can be achieved
as N increases. Second, the size of the time/frequency domaemsien is greatly reduced. Specifically,
the finite size of the extension is given B} V), which is sufficient to operate for giveN. However,
arbitrarily largeN is needed to attai’k’ DoF, which results in an infinite dimension extension in thd.e
Thus, time-varying or frequency-selective fading is g@¢uired for this scheme.

Recently, the concept of opportunistic interference alignt (OIA) was introduced in [13]-[17], for
the K-cell N-user single-input multiple-output (SIMO) IMAC with timi@variant channel coefficients,
where each base station (BS) h&s antennas. In the OIA technique, opportunistic user sclieglul
is combined with the spatial domain 1A to align the interfeze to predefined interference spaces at
each BS by exploiting multiuser diversity. Although seVestadies independently addressed some of the
aforementioned practical problems of the conventional édhnique [6], [18]-[20], the OIA technique
resolved these practical issues simultaneously. The Olsrae employs the spatial domain IA only with
the aid of opportunistic user scheduling and thus operatds avsingle snapshot without any dimension
extension. The purpose of the OlA-related work [13], [18F][is not only to maximize the DoF as in the
conventional schemes, but also to characterize the trideetwveen the achievable DoF and the number
of users required. It was shown in [16] that the OIA schemeexels K'S DoF if N scales faster than
SNR# Y5 in a high SNR regime, wheré(< M) is the number of selected users in each cell.

In this paper, we introduce an OIA for thé-cell MIMO IMAC with time-invariant channel coefficients,
where each cell consists of one BS witth antennas andV users havingl antennas each. Inheriting
the basic OIA principle [13], the proposed OIA operates vittal CSI at the transmitf&rno inter-user
or intercell coordination (i.e., distributed schedulingtnic calculation), no dimension extension, and no
iterative processing. In [21], the outer bound on the DoFhefMIMO IMAC with time-invariant channel
coefficients was characterized, and necessary conditeyn®/fand L needed to achieve the optimal DoF
were derived with global CSI at all nodes. However, the maial @f the proposed OIA is to characterize
a trade-off between the achievable DoF and the number ofusguired in the MIMO IMAC with
arbitrary M and L. That is, the focus is on studying the user scaling law needeathieve the target
DoF, given byK S, which is optimal ifS = M. Scaling conditions required to achieve target perforreanc
have a great impact in providing the convergence rate toatgyet performance with respect to considered

1The optimal DoF denotes the maximum achievable DoF for given channekhnis proved by the converse proof.
2In interference channels, the local CSI at the transmittrotes the information of the channels from the transmitieall receivers,
i.e., its own transmit links [5].
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system parameters, thus yielding an intuitive performaneasure. For instance, it is common in MIMO
systems to evaluate limited feedback schemes by analyhmgeiationship between the codebook size
scaling and the rate-loss [22], [23], and the concept has beplied also to MIMO ICs [24], [25].

In the downlink cellular IC, user scaling laws were devebbger the OIA [21], [26] and for the
opportunistic interference management with limited fesedkb[27], [28]. These schemes cannot be easily
extended to the IMAC, because there exists a mismatch betgererating interferences at each user
and interferences suffered by each BS from multiple usbhtss yielding the difficulty of user scheduling
design.

More specifically, we propose the following two types of Obfitenna selection-based OIA and singular
value decomposition (SVD)-based OIA. We then derive thdirggdaw for required N with respect to
SNR, under whichK'S DoF can be achieved. In the proposed schemes, each selestecmploys
transmit beamforming to mitigate the leakage of interfeee(LIF) it generates. While the alignment was
performed only through user scheduling in the SIMO case,titaesmit beamforming is used for the
MIMO OIA to perform the spatial domain IA along with opporigtic user scheduling. Moreover, the
additional effort for the feedback of the weight vector fr@ach selected user to the corresponding BS
is in general required compared to the SIMO case, excephtoptoposed antenna selection-based OIA.

We show that for the antenna selection-based OIA, where ésettansmit antenna is selected at each
user, requiredV scales asL 'SNR® V% Thus, the user scaling condition with respect to SNR does
not fundamentally change, compared with the SIMO IMAC caBg],[if L is a constant independent
of N. However, the sum-rate gain of the antenna selection-b@a&dover the SIMO OIA increases as
L grows, whereas no additional feedback is required. For ¥B-Based OIA, each user designs the
weight vector that minimizes the leakage of interferencYlusing SVD-based beamforming. We show
that the SVD-based OIA can greatly reduce the user scalingiton to SNRX~1V5=L+1 with the help
of the high-rate feedback. Our schemes are compared witlexis¢éing 1A schemes for multiuser ICs,
and computer simulations are provided to validate the ddracaling laws. From this study, besides the
fundamental trade-off between the user scaling conditr@hthe achievable DoF, we examine that in the
MIMO IMAC, there also exists a trade-off between the amounteedback for the weight vectors and
the user scaling condition.

The organization of this paper is as follows. Secfidn Il diéss the system and channel models of
MIMO IMAC. The proposed the MIMO OIA scheme is presented irct®m [l Both DoF achievability
analyses and user scaling laws are provided in Seftidon I'¥¢. grbposed scheme is compared with the
existing MIMO uplink schemes as well as the converse pro&entior V. Section VI provides simulation
results and Sectiodn VIl concludes the paper.

Notations: C indicates the field of complex number§)? and (-)¥ denote the transpose and the
conjugate transpose, respectively.

1. SYSTEM AND CHANNEL MODELS

Let us consider the time-division duplex (TDB)-cell MIMO IMAC, as depicted in Figl11l. Each cell
consists of a BS with\/ antennas andV users, each witli. antennas. The number of users selected to
transmit uplink signals in each cell is denoted $y< M. It is assumed that each selected user transmits
a single spatial stream. To consider nontrivial cases, waras that, < (K — 1)S + 1, because all the
inter-cell interference can be completely canceled atrdugsmitters otherwiBe The channel matrix from
user; in thei-th cell to BSk (in the k-th cell) is denoted b)HL”] € CMxL wherei,kc K= {1,...,K}
andj € N = {1,..., N}. Time-invariant frequency-flat fading is assumed, i.earetel coefficients are
constant during a transmission block, and channel redigrbetween uplink and downlink channels is
assumed. From pilot signals sent from all the BSs, ysarthe i-th cell can estimate the channé{léj’ﬂ,

k = 1,...,K, utlizing the channel reciprocity, i.e., the local CSI &ettransmitter. Without loss of

3The case wherd, > (K — 1)S 4 1 and where each selected user transmits multiple spatedras is discussed at the end of Section
[V-Bl(see Remark13) and also in Section V-B with the comparitm the existing schemes.



IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, ACCEPTED FOPUBLICATION 4

generality, the indices of selected users in every cell asiraed to bel,...,S). The total DoF are

defined by K oS i
K§5~5  Rli

DoF= lim Lini 2

SNR—00 log SNR

; 1)
where RI“! denotes the achievable rate for ugen the i-th cell.

I1l. PROPOSEDOIA FORMIMO IMAC

We first describe the overall procedure of the proposed Oheise for MIMO IMAC, and then derive
the achievable sum-rate and present the geometric intatjore of the proposed scheme.

A. Overall Procedure

1) Initialization (Reference Basis Broadcast): The interference space for the interference alignment
at the k-th cell is denoted byQx = [qx.1,---,qQk.r—s], Whereqy.,, € CM*! is the orthonormal basis,
ke kK, m=1,...,M — S. BS k independently generateg, ,, from the isotropic distribution over the
M-dimensional unit sphere. For givéd,, BS £ also calculates the null space @f., defined by

Uy = (w1, ..., ups) = null(Qy), (2)

whereu;, ; € CM*! is the orthonormal basis, and broadcasts it to all users fwrithe communication. The
interference basi€), can be chosen arbitrarily such th@, is full rank. A simple way to maximize the
performance of the ZF equalization at the BS, which will becdssed in the sequel, would be choosing
M — S columns of the left or right singular matrix of any x M matrix asQ, and choosing the rest
of the S columns adU,. If S = M, thenU, can be any orthogonal matrix. Note that the calculation and
broadcast ofU,, is required only once prior to the communication@sg is determined only by\/ and
S.

2) Sage 1 (Weight Design and Scheduling Metric Feedback): Let us define the unit-norm weight
vector at usey in thei-th cell by wl, i.e., va[i’j]H2 = 1. Two different methods to desigml*7! shall be

presented in Sectidn ]V along with the corresponding usalirsg law. From the notion otJ, and Hg’ﬂ,
userj in the i-th cell calculates its LIF, which is received at BSand not aligned at the interference
spaceQy, from

~i,j] - A
" = HPrOjLQk <Hk w J)H 3)
2

: 4)

wherei € K, j e N,andk € K\i={1,...,i—1,i+1,..., K}. The scheduling metric of usgrin the
i-th cell, denoted by}, is defined by the sum of LIFs, which are not aligned to therfatence spaces
at neighboring cells. That is,

= )’UgHg’j}w[i’j}

K

= (5)
k=1 ki
All the users report their LIF metrics to corresponding BSs.

3) Sage 2 (User Sdection): Upon receivingN users’ scheduling metrics in the serving cell, each BS
selectsS users having smallest LIF metrics. Note again that we asswiti®ut loss of generality that
userj, 7 =1,...,5, in each cell have the smallest LIF metrics and thus are tegleSubsequently, user
4 in the i-th cell forwards the information ow (/! to BS i for coherent decoding.
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4) Sage 3 (Uplink Communication): The transmit signal vector at usgrin the i-th cell is given by
wliilglbil wherexl7] is the transmit symbol with unit average power, and the wecksignal at BS can
be written as:

S
=1

desired signal

K S
k7m m m
Y S, ©

k=1,k#i m=1

. .
inter-cell interference

where z; € CM*! denotes the additive noise, each element of which is indigenand identically
distributed complex Gaussian with zero mean and the vaiahSNR . As in SIMO IMAC [13], [16],
the linear zero-forcing (ZF) detection is applied at the B&Sswull inter-user interference for the home
cell users’ signals. From the notion HZLZ’”] andwl*J, BS i obtains the sufficient statistics for parallel
decoding

r, = [Ti,l, e ,Ti,S]T = FiHUiHYn (7)

whereU, is multiplied to remove the inter-cell interference comeots that are aligned at the interference
space of BS, Q;, andF; € C°*9 is the ZF equalizer defined by

Fi = [fi,la sy fi,S]
. ‘ 4 oA\ "
E ([UiHHZ[.””w[“”, o ,UiHHEZ’S]w[“S]} ) . 8)

For a comprehensive overview, the overall sequential phaeeis illustrated in Figl]2. Note that we
assume low-rate perfect information exchanges for Stag8sslich as feedback of the scheduling metric,
broadcast of user selection information, feedforward oigivevector information, as in [16], [23]-[26],
[29].

B. Sum-Rate Calculation
From (), thejth spatial strean;; ;, is written as

K S
rij = 2l Z Z meUZ_HHEk,m}W[k,m}x[lam]
k=1,k=i m=1
+1,12, 9)
wherez, 2 U;”z,. Thus, Rl is given by

R = 1og (1 + SINR[M>

SNR
=log {1+ —p—- |, (10)

1511 + L5

where SINR! denotes the signal-to-noise-and-interference ratio efuser; in the i-th cell andl, ; is
the sum-interference defined by

K S
Lj= Y >,

k=1,k#i m=1

2
meUiHHZ[k’m]W[k’m}‘ SNR (11)
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C. Geometric Interpretation
If S < M and the interference from user in the k-th cell to BS: is aligned toQ;, i.e.,

HFwlkbml e spanQ,], (12)

~[km]

then it is nulled inr; becausdj Hygkmlylkml — 0, je., 7™ = 0. If $ = M, the LIF metric is simplified

to ﬁ,&” H[” wll|| . In this case, no IA is conducted and only the opportunistierference nulling
(OIN) is performed as in the OIN for the SIMO IMAC [16]. We do tneeparately describe this OIN
mode, as it can be taken into account by the OIA framework.

?ureB illustrates the proposed MIMO OIA fdt = 2, M = 3, andS = 2. The interference terms
H} w1l andHY? wl2 should be aligned to the interference spgse at BS 2, while we only require
for the signal vectord|"'w1l andH!"?'w[12) to be distinguishable at BS 1. Similarkf\>"'w2! and
H>?'w22 should be aligned te ; at BS 1, whileH, w21l andH}? w22 need to be distinguishable
at BS 2. The main task of the achievability proof is to showt tﬂﬁcé” can be made arbitrarily small for
all cross-links through opportunistic scheduling and bieaming, which proves that the IA conditions
(12) hold true almost surely for all € X, m € S = {1,...,S}, andk € K\ i. Note that for given
wll the signal vectors at each BS are distinguishable, sireehhnnel coefficients are generated from
continuous distributions. Therefore, in such case, the BoK S is achievable.

IV. DOF ACHIEVABILITY

In this section, we present two different beamforming sgas to designw!*/! at each user, and
characterize the DoF achievability for each strategy imseof the user scaling law.

A. Antenna Sdlection

In the antenna selection-based OIA, only one transmit auatés selected to transmit at each user, i.e.,
wlil € {e),..., e}, wheree; denotes thé-th column of the(L x L)-dimensional identity matrix. Let us
denote the- th column ofH[ZJ by h,jl”], l€{1,...,L}. Then, user in thei-th cell chooses the optimal

weight vector aswd! = ej; ;» where the index(i, j) is obtained from

L1112
s Hy, [1,5]
(i, §) = arg 1r<nl1<nL Z HUk h" (13)
Then, the corresponding scheduling metric is given by
K
[l _ Hy, [4,]]
Nas = 25: HIJ hklu]) (14)

k=1,k+#i

and is reported to B& Since thel(i, j)-th column of the channel matri ’l” IS the effective channel

vector at BS;, the feedback is not needed if usein the i-th cell transmits the uplink pilot to BSonly
through thel(i, j)-th antenna after it is selected to transmit.
The following theorem establishes the DoF achievabilityhe antenna selection-based OIA.
Theorem 1 (User scaling law: Antenna selection-based OIA): The antenna selection-based OIA with
the scheduling metri¢ (14) achieves
DoF> K S (15)

with high probability if
N=w <L‘1SNR<K‘1)S) , (16)
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where a functionf(z) defined byf(z) = w(g(z)) implies thatlim,_, % = 0.

Proof: See AppendiXl|. u
Note that in the SIMO IMAC, the OIA scheme achieves the Do if N = w (SNNK‘1)5> [16,

Theorem 1]. Thus, the antenna selection-based OIA doesundamentally change the user scaling.if

is fixed. Note that however, the user scaling condition iziced even without any additional feedback,
compared to the SIMO case, £ scales with respect to SNR. The following remark discusbes t
cooperative feature the opportunistic gain obtained frbm user and antenna diversity in the antenna
selection-based OIA.

Remark 1: If L scales faster than SNR, where;, is a positive scalar, then the user scaling condition
to achieve the DoF ok'S is given byN = w SNR<K‘1)S‘1"L). If ¢, = (K —1)S, then the DoF ofX S is
obtained with high probability for anyv > S. In such case, the opportunistic gain is sufficiently oleédin
only through the antenna diversity. In other words, the oppustic gain can be achieved cooperatively
from the user and antenna diversity.

Now as a corollary to Theorem 1 in [16], we discuss the uppemid on the user scaling law with
the antenna selection by considering the general case where than one transmit spatial stream are
allowed at each user.

Corollary 1: Suppose that usgrin thei-th cell selects:7! transmit antennas with smaller LIF metrics,

L1112
where thel-th antenna’s LIF metric is given bEkK:M# HUthij]L ,le{l,...,L}. Then, thegeneral
antenna selection-based OIA, in which BS i selectsS; users with smaller sum-LIF metrics, achieves
K S DoF with high probability if N = w (L‘lsNR(K‘l)S>, and if nl*/ and S; are chosen such that

S = Ef;l nltl) i € K, and such that the sum-LIF of the selectédpatial channels is minimized at each
cell.

Proof: Since the considered scheme is equivalent to selegétiggatial channels (transmit antennas)
with smaller LIF metrics amongsV L spatial channels, which is also equivalent to the SIMO OlAhwi
N L users, the proof is immediate from [16, Theorem 1]. [ |

Remark 2: In the general antenna selection approach, the optiridl should be determined to find
the bestS spatial channels, which in general requires a joint opttian with global CSI orL times
increased the feedback phases for each user to feed backdalidual LIF metrics for L antennas.
Surprisingly, Theorern]1 indicates that the antenna selediased OIA with single spatial stream at each
user is enough to achieve the same result, in which the sthgduetric is calculated at each user using
local CSI without any cooperation or additional feedbadks Imore surprising that the selection of the
best one out of thé, spatial channels at each user does not degrade the divgasityn terms of the user
scaling law, compared to the selection of the fesiut of VL spatial channels. The result is encouraging,
since we can expect the same benefit of increading N L by simply increasing the number of antennas
at the users.

B. SVD-Based OIA

In the SVD-based OIA, each user finds the optimal weight veittat minimizes its LIF metric. The
same beamforming technique was also considered in [30],f§8the MIMO IMAC, however, our focus
is to derive a user scaling law and thereby to analyticallgnexe the relationship between the number
of users and the beamforming techniques used.

The LIF metric for the SVD-based OIA is defined by

K
= 3 (o < e 0

k=1,k#i
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where Glil ¢ CE-1SxL js the stacked cross-link channel matrix, defined by

. N AN A
Glil 2 [(UlHH[f”}) o (U]

T
N T
(Ui+1HH£f1]> (UKHH[;;J}) ] . (18)
Let us denote the SVD ofil7] as
Gl — Qlidl gy (19)
whereQl"] ¢ CE-D5xL and Vil ¢ CL*E consist ofL orthonormal columns, ang!/) = dlag< 3] a%ﬂ>,
Whereo—”] > . [” . Then, it is apparent that the optimal’’! is determined as
Wg\f,}j = arg min HGW VH = V[LZ’]], (20)

Wherev%’j] is the L-th column of V7. With this choice the LIF metric is simplified to

iy = o (21)
All the users report their LIF metrics to the correspondingsBand BSi selectsS users with smaller
ng\fD values amongV users than the rest. To constritt defined in [(8) at BS for given selected user
jyi=1,....K,j=1,...,5, the information ofwg\fD needs to be known by BSthrough the feedback
with a sufficiently high rate.
At this point, we introduce a useful lemma for the polynongapression of the CDF ofg\fD
Lemma 1 (CDF of ni7): The CDF ofnlil, denoted byF,(z), can be written as

FU(ZL') _ al,(K—l)S—L-l—l +o (l,(K—l)S—L+1) ’ (22)

for 0 < z < 1, where« is a constant determined by, S, and L.
Proof: See Appendix]l. [
Now the following theorem establishes the DoF achievabditthe SVD-based OIA.
Theorem 2 (User scaling law: SVD-based OIA): The proposed SVD-based OIA scheme with the schedul-
ing metric [21) achieves

DoF> K S (23)

with high probability if
R N R (24)
Proof: See AppendixIl. u

Therefore, unlike the antenna selection, the SVD-based fOhdlamentally lowers the power of the SNR
scaling condition required to achieve the DoF/of. Note that however, this reduced scaling is achieved
at the cost of the sufficiently high-rate feedbackwalg{ﬂD from all the selected users to associated BSs.
Noting that the antenna selection-based OIA needs no fekdlbize antenna selection- and SVD-based
OIA schemes are the two extremes of the trade-off betweerettdback amount and the user scaling
condition to achieve the DoF ot S.
The following remark discusses the trivial case of the S\@3dad OIA in terms of the antenna config-
uration, where the inter-cell interference is perfectipazled only through transmit beamforming.
Remark 3: Note that if L > (K — 1)S + 1, then Gl ¢ CE-DS*L jn (I8) becomes a wide matrix
and the singular value correspondlng\tbj is 0. Thereforew!"/] can be chosen such thaﬁVD = 0.
The result is intuitively immediate because the total rahkhe effective interfering channels from each
user to neighboring cells i6X — 1)S and because at least one additional rank is required for eseh
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to transmit one data stream. From this result, it can beyeasién that in the case where each selected
user transmita < M data streams, all the inter-cell interference will be céeat¢hrough the SVD-based
OIAif L > (K —1)Sa+ a. In such case, the number of selected usérshould be equal to or lower
than [ .

C. User Scaling Laws for Cell-Dependent L, M, N, and S

In this subsection, we examine the user scaling laws for #se evherel,, M, N, andS are different
from cells. Let us denote these parameters ai-thecell by L;, M;, N;, andsS;, respectively. The following
theorem establishes the user scaling laws under this soenar

Theorem 3: With the cell-dependent parameters, the antenna seleaih SVD-based OIA schemes
achieveK'S DoF with high probability if

Ni=w <SNRS£K) Jand N, = w (SNRSZ‘K—LM) : (25)
respectively, wheres! = S i k=1 Ok
Proof: See Appendi . [ |

From Theoreni]3, it is seen that growing the number of servsgraiat the-th cell, S;, increases the
number of users required at all other cells for both the argeselection- and SVD-based OIA. This is
because increasing; implies a reduced rank of the interference space atmecell, on which users
from the other cells attempt to align their signals. For théDShased OIA, largel; reduces the user
scaling condition of only the-th cell.

V. COMPARISON WITHUPPERBOUNDS AND EXISTING SCHEMES

In this section, to verify the optimality of the proposed Gd8hemes, we introduce an upper bound on
the DoF. We also compare our schemes with existing schemesnrs of the achievable DoF and the
computational complexity.

A. Upper Bounds for DoF

We now show an upper limit on the DoF in MIMO IMAC and discussvhio achieve the DoF upper
bound. For completeness, we briefly review Corollary 1 of] [@lwhich the outer bound on the DoF of
the MIMO IMAC is given by

NKmax (NL, (K —1)M)

DoF < min {NKL, KM,

N+K-1 ’
NKmax ((K —1)L, M)
N+M-1 ' (26)

Now it is shown that choosing = M, the proposed schemes achigvd/ DoF with arbitrarily large
N scaling according to (16) and _(24). Note again that with tisice, interference nulling is carried
out through opportunistic user scheduling. Asincreases, the outer bourid [(26) is reducedtt/, and
hence, our schemes can asymptotically achieve the optimgl D

B. DoF Comparison with Existing Methods

In this subsection, the proposed OIA schemes are comparthdtig two existing strategies [8], [21]
that also achieve the optimal DoF i-cell MIMO uplink networks. Let us first consider th&-user
MIMO IC [8] with time-invariant or frequency-selective faud), which can be regarded as a MIMO IMAC
with N = 1. Consider the case whete > M. Then both the scheme in [8] and the proposed SVD-
based OIA with each user transmittinig spatial streams achieve the optimal DoF, givenoy/, if
L > KM [8, Theorem 3]. Note that in this case, interference can béegity nulled only through
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SVD-based beamforming and thus no opportunistic gain isleegdrefer to Remark] 3). The achievable
scheme in [8] operates under time-varying or frequencyctie fading channels with global CSI at
all nodes, and the size of the time/frequency domain extenisi given by(L/M + 1)(n + 1)', where
I'= KL/M - (K —L/M —1) andn should be arbitrarily large to obtaik’ A/ DoF. For the K-user
MIMO IC with time-invariant channel coefficients [8], a nassary condition for the parametéf is also
needed to achieve the optimal DoF, which is given\dy< (K —2)L for K > 4. Hence, arbitrarily large
M is also required a# increases, whereas our schemes have no necessary cofaolitibh

Now, let us turn to thekK-cell MIMO IMAC studied in [21]. For K = 2, both the transmit zero
forcing scheme in [21] and the proposed SVD-based OIA with= M achieves the&M DoF if L >
(K—1)M +1 = M+1. However, forK > 2, the scheme in [21] needs the necessary conditior KS
to obtain K'S DoF [21, Theorem 3], which is not needed in the proposed Oltesws. Moreover, the
precoding matrices are designed based on the notion of Igifhlain [21].

C. Computational Complexity

In this subsection, we briefly discuss the computational menrity of the two proposed schemes and
compare it to the complexity of the SISO IMAC scheme, Suh asd’sT scheme. The computational
effort is analyzed in two-fold: the user computation and Bf computation. We omit the analysis of
the detection and decoding complexity after the equabimasit each BS, since it is all the same for the
schemes considered.

1) Antenna selection-based OIA: Each user calculates (13), from which the scheduling métdg can
also be obtained. From the results of [32], [33], it can bélyakown that the calculation of (13) requires
8(K — 1)MLS + 6(K — 1)LS — 2L floating point operations (flops), real additions or multiations;
thus, the complexity can be denoted ®YK LM S).

Upon receivingN scheduling metrics, each BS selestaisers with smaller scheduling metrics out of
N users, which can be performed with linear-time complexigy, O(NV), by the partial sorting algorithm
[34]. Next, the construction of the effective channel matiie., F;7 (See [8)), requireSMS? — 252
flops. The inversion of this effective channel matrix to @etneedsO(S?) flops, and the calculation of
r; given in (7) requiresSM S + 852 — 45 flops. Therefore, noting that < M, the overall computational
complexity at each BS i©(N + MS?).

2) SvD-based OIA: Each user first constructs 7! defined in [(I8), which require$(K — 1)M LS —
2(K —1)LS flops, i.e.,O(K LMS). Note that the weight vector and the scheduling metric casirbelta-
neously obtained from the SVD &7, The efficient and precise SVD method based on the Housaholde
reflections and the QR decomposition can be performed @il SL?) flops [35]. Consequently, the
computational complexity of the SVD-based OIA at each us€l(iK SL> + KLMS).

All the procedure at each BS is the same as that of the antetetien-based OIA except the construc-
tion of the effective channel matrix, which required/LS + 8MS? — 2M S — 252 flops. Consequently,
the overall complexity at each BS is given BY N + M LS + MS?).

Table | summarizes the computational complexity of the Othesnes with the comparison to the
SIMO case. It is obvious that the complexity is the lowest tloe SIMO OIA and is the highest for
the SVD-based OIA. It is seen that &sincreases, the complexity difference between the threenseh
becomes greater.

3) S0 IMAC: Now we briefly discuss the computational complexity of Suld dise’s scheme [6].
Since this scheme applies only to the SISO IMAC, the comparis this scheme is to roughly show
the computational efficiency of the proposed schemes. Eageh im Suh and Tse’s scheme finds the
inversions of —1 (nxn)-dimensional matrices and the Kronecker multiplicatioh&e-1 n-dimensional

vectors, wherex = “+/N + 1. This calculation at each user requi@sN + K KRl/NS) flops. Another
heavy calculation in this scheme is to find th§ — 1)-level decompositions ofi“~! x n =1 matrices,
which cannot be systematically performed. In addition, ¢benplexity for the equalization at each BS
is dominated by the effort to find the inversion of &m*~! x n~!)-dimensional matrix, which needs
O(N?) flops.
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Considering the fact that Suh and Tse’s scheme requires touen dimension extension size than the
conventional 1A schemes and thus is already computatipradttactive, the proposed schemes is more
computationally effective compared to the previous sclerfreaddition, it should be stressed that both
the dimension extension size amd need to be arbitrarily large to achieve the optimal DoF withhS
and Tse’s scheme, whilst arbitrarily largé suffices the condition for the optimal DoF for the proposed
schemes.

VI. SIMULATION RESULTS

In this section, through computer simulations, we evaluhte sum of LIF and the sum-rate of the
proposed OIA schemes, operating with finittand SNR in the MIMO IMAC. The max-SNR scheme
is compared, in which the weight vectors and the scheduliegrios are calculated at each user in a
distributed manner only with local CSI. Specifically, eadeiuemploys eigen-beamforming to maximize
its effective SNR and each BS seledsusers having higher effective SNRs up to thi¢h largest one.
The OIA scheme employing a fixed weight vector, ix!ls/! = e, for all users, is also considered, which
can be treated as the OIA scheme for SIMO IMAC. Thus, we réfer scheme as ‘SIMO OIA.

Figure[3 depicts the log-log plot of the sum of LIF, termed asidIF, i.e.,>"% 7 | nld], versusN
when K =3, M = L = 2, and SNR is 10dB. This performance measurement enablesmsdsure the
quality of the proposed OIA schemes, as shown in [5]. Speadifid-ig.[4 exhibits how rapidly the network
becomes an error-free network with respectMoSince the user selection of the max-SNR scheme does
not contribute to the reduction of the LIF, the sum-LIF of tliax-SNR scheme remains constant for
increasingN. The sum-LIF of the antenna selection-based OIA decreaghsr@gpect toN at the same
rate of the SIMO OIA, because the antenna selection-basAdig8ubject to the user scaling condition
SNRE-DS if [ is fixed. On the other hand, the decreasing rate of the SVBeb@BA is higher, which
is subject to the user scaling condition SNRVS~L+1, As S decreases, the decreasing rates of both the
antenna selection- and SVD-based OIA schemes become hdgketo the lowered scaling conditions.

Figure[® shows the log-log plot of the sum-LIF versisvhen K = 3, M = 3, and N = 100. For
the antenna selection-based OIA, the sum-LIF decreasearlynin log-log scale. On the other hand, the
sum-LIF of the SVD-based OIA decreases much faster than ritenaa selection-based OIA case and
becomes zero if. > (K —1)S + 1 = 5 (refer to RemarkI3). Note that however, the feedback reduryda
for the weight vectors grows ak increases in the SVD-based OIA, whereas no feedback isreshui
regardless of_ in the antenna selection-based OIA.

Figure[6 depicts the sum-rates versus SNR when- 3, and M = L = 2 for (a) N = 20 and (b)

N = 100. The sum-rates of the considered schemes are saturated sufficiently high SNR regime,
because the inter-cell interference cannot approach zerfixed N values. That is, the SINR will be
upper-bounded by a finite value for all schemes. In factletermines the amount of the interference
level as well as the total DoF. For the max-SNR scheme, thexference at each BS increasessas
increases, whereas the sum-rate is increasefl bgnes. The rate at each BS is approximately given by

Slog (1 + %Q, where A denotes the amount of the interference received from aesiaggr in

1+(K—-1)S-
a neighborin(g ce)ll. ince this rate is a monotonically iasreg function ofS, the rate of the max-SNR
scheme grows witly. On the other hand, the proposed schemes can significaibyesss the interference.
Hence, the cases with = 2 show higher sum-rates than the cases Witk 1 in the low SNR regime
where the noise is dominant over the interference, and \ecgavn the high SNR regime where it becomes
more important to minimize the interference. Asincreases, the interference can be more reduced, and
thus the crossover SNR points, where the sum-rates for gesSa= 1 and.S = 2 are identical, become
higher. From FigL, the crossover SNR points of the anteefecson-based OIA appear approximately
at 6dB whenN = 20 and at 9.1dB whenV = 100, whereas those of the SVD-based OIA are 8.1dB
when N = 20 and 12.1dB whenV = 100.

Figure[T depicts the sum-rates versiisvhen K = 3, M = L = 2, and SNR is 20dB. For each of the

scheme, the best value was applied accordingly, which shows higher achievedies. It is apparent that
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for infinitely large IV, the rates of all the OIA schemes will be the same as thoseeointerference-free
network. It can be seen from the figure that the SVD-based GtA % = 1 approaches the upper-bound
most rapidly, since the interference can be made smaller tiinat of the other OIA schemes according
to the given scaling laws. While the SIMO OIA is inferior toetimax-SNR scheme iV < 20, both the
proposed OIA schemes exhibit higher sum-rates than thofieeainax-SNR scheme i > 3.

Finally, Fig.[8 illustrates the symbol error rate (SER) aggd over all users versug when K = 3,
M =L =2,5 =1, and SNR is 20dB. The block length for each channel instarag assumed to
be 50 symbols and quadrature phase shift keying (QPSK) rabdalwas used. For comparison, we
considered the intercell interference-free scheme with tindom user selection, which is labeled as
‘Interference-Free’ in the figure. It is shown that the SERalbthe OIA schemes approach to the SER
of the interference-free scheme asincreases. The trends for the approaching rates comply théh
results of Theorer]1 arid 2; that is, a lower user scaling tmmdimplies better performance, a higher
approaching rate in this case.

VIlI. CONCLUSION

We have proposed two OIA schemes for the MIMO IMAC and haveavddrthe user scaling law
required to achieve the targétS DoF. Although the antenna selection-based OIA cannot foneafdally
change the user scaling law compared to the SIMO case, itrmarase the achievable rate even with
fixed L and with no feedback. Moreover, if scales also with respect to SNR, then the scaling condition
is linearly reduced with respect fa It was also shown that the user scaling condition can befgigntly
reduced to SN ~Y~L+! ysing the SVD-based OIA with help of optimizing a beamforgirector at
each user. Furthermore, the achievable rate of the progobedechniques outperform the conventional
user scheduling schemes including SIMO OIA.

From this study on the user scaling law, we characterizedotier- and upper-bounds for the trade-off
between the number of users required to achieve a target DdRh& amount of the feedback for the
weight vectors. Even with the practical rages of the paramethe user scaling law is a powerful tool
to analytically compare the performance, such as the aabiewates or DoF, of any OIA schemes for
given number of users.

It can be conjectured that the MIMO OIA with limited feedbaitk the weight vectors will make a
bridge between the proposed two OIA schemes. As our futum,wbe scaling law for the number of
users as well as the feedback size will be studied.

APPENDIX |
PROOF OFTHEOREM[I

From [10) and[{T1), SINR! can be written as
SNR

SINRH = ———
1£i511° + L5

(27)
N SNRY/ ||fi,I*
pu— 2 ‘
k,m
14‘25:1,1#2‘ Zi:1 UiHhE,lA(k}m)H SNR

It is apparent that the DoF dt S is achieved if the interference term in the denominator efright-hand
side of [28) remains constant for increasing SNR. At thispdet us defingP,s by

K S
2
Pas = _lim Pr{ Z ZHUHh[.k’m} H SNR <,

SNR— o0 i,i(k,m)
k=1,k#i m=1

(28)

vV userj in thei-th cell: € IC,j € S}, (29)
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wheree > 0 is a positive constant. Then, DoF is bounded as
DOF > K'S - Pas. (30)

When calculating the lower bound (30), we assumed that the &d<S is achieved if the interference
remains constant for increasing SNR, and zero DoF is acthietieerwise.

The essential of the OIA is the fact that the sum of the reckingerference terms is equivalent to the
sum of the LIF metrics of the selected users. That is,

XK: i iHU M H —ZZU[”/]- (31)

i=1 k=1,k#i m=1 i=1 j'=1
Subsequently, defining
K S
P oA Hyleom] |2
IAS’i - Z Z HU hzlkm)‘ ’ (32)
k=1,k#£i m=1
we find the following lower-bound oPas
K S ~
Pas > _lim Pr{ z; 2 IasiSNR < e} (33)
1=1 j=
s K S i)
= i & <
im Pr{;zl .,ZlnAS SNR< e} (34)
= 1=1 j3'=
. SNR™!
2 oail, Pr{"%] < e vie kv € S}’ (59)

where [34) follows from[(31). Unlike in the SIMO case [16, Bhem 1], 77[” is the minimum of L

independent Chi-square random variables with degreésefiom of2(K — 1), HU Hh['“m H [ =

1,..., L. We denote the probablllty that usgin the i-th cell has at least one transmit antenna with the

scheduling metric lower thaﬁ% as

eSNR™*

K
. a2
P L1 Pr{ > ol > ==
k=1,k£i

Vle{l,...,L}}. (36)

It can be easily verified thaP, is identical and independent for all users. Let us denoterittg-hand
side of [35) byPgs. Note thatPy represents the probability that there exist at l&astsers in each cell,
which have the scheduling metrics lower thﬁﬁg, and thus we have

S—1

Phs=1-lim > ( t ) Pyt (1= P)™ (37)

SNR— o0 4
=0

Denoting byF'(x) the cumulative density function (CDF) of a chi-square rand@riable with the degrees-
of-freedom of2(K — 1)S, we have

1 L
per (1P (SR -
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Applying (38) to [37), we gel{(39) and (40) at the bottom of tiext page, wher€’; andC, are constants
independent of SNR and, defined by

e—1o—(K-1)S e \(K-1)S

G1= (K —1)S-T((K=-18) <KS2> ’ (“41)
2—(K—1)S+1 € (K—1)

C = R8T (K =1)8) () (42)

Here, [40) follows from the fact that [15, Lemma 1]

Cr Y s < R (43)
(K —1)S-T((K — 1)) =T

9—(K-1)S+1 (K-1)s

F(x) < W 44

@) s =09 © (44)

and from the fact thag;!(NN—ii)! < N'. Here, if we choose small enough such that, SNR- (K15 < 1/L
for given SNR, we get

L
(1 - CQSNFF(K‘”S) > 1— LC,SNR(K-1S (45)

which follows from the fact that — xy < (1 — x)¥ for any0 < z < 1 < y andzy < 1. Now, inserting

(458) to (40) gives us

S5-1 i LN
Pho>1— tim 3 (NLC,SNR)" (1 — clLsiNFé)
(1 - C,SNR)

SNR—00 <

=0

: (46)

LN
whered = —(K —1)S. If LN = w (SNR“(‘I)S), then (1 — ClsNFF(K‘”S) decreases exponentially

with respect to SNR, wheredsVLC,SNR™ (K-S Z increases polynomially for any > 0. Therefore,

PRs tends to 1 as SNR goes to infinity, and thereBys tends to 1. This proves the theorem together
with (30).

APPENDIX I
PROOF OFLEMMA [1]

SinceUy is chosen from an independent isotropic distribution Hﬁf] is an i.i.d. complex Gaussian
random matrix, for alli,k € K, ] € S, Gl is also an i.i.d. complex Gaussian random matrix.
Furthermore, both ofU, and H” are chosen from the continuous distributions, and thus Hale
ranks almost surely [36]. The LIF metmz’S’VD = o—L”] is the smallest eigen value of tHe x L)-
dimensional central Wishart matrig!i-71” Gl Therefore, from [37, Theorem 4], the polynomial CDF

7

a o (-0-r(sE)) (-r(se)”

0 —1_
51 {N (1 -(1-6- SNR—(K—l)S)L) } (1 - CiSNR--0) LN
>1— lim Z ’ (40)
SNR— o0

Li
pa (1 _ CQSNR_(K_”S)



IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, ACCEPTED FOPUBLICATION 15

of the smallest eigen value of the full-rank Wishart matrikieh is constructed from & K —1)S x L)-
dimensional complex Gaussian matrix has the smallest pofvek — 1)S — L + 1 with the multiplicative
coefficienta defined by

& Lra(l) El

(K —=1)S—L+1)T(L) "~

Here,I's(¢) is the normalized complex multivariate gamma function, Lg(¢t) = [[,_,(t —¢)!, and= is
an (L x L)-dimensional integer matrix defined as

L—i i=1,...,L—1,j=1,...,L,
j—i j>i

(47)

«

0 otherwise
Therefore,« is determined only by, S, and L, which proves the lemma.
APPENDIX IlI
PROOF OFTHEOREM[Z
From the SINR“! lower bound, given by
- NR/ IIf; . [|2
SlNR[z,j] Z S /H Z,]H (49)
1+ Zl[c{:l,k;éi S )’UiHHz[‘k7m]WSVD] H SNR
we again consider the lower bound of the DoF as
DoF > KS- PSVD; (50)
Psvp = S,\}ggoo Pl’{ Isvp;SNR< ¢,
vV userj in thei-th celli € KC,j € S}, (51)
where
~ 2
Tsvos = Z Z HU Hpglhoml g lem H . (52)
k=1,k#i m=1
Similarly to (31) to [3b), the lower bound oRs\p is obtained from
K S
> i <
Psvp > _lim Pr{z; > IsvpiSNR< e} (53)
=1 j=
S K S i1
— 3 7‘7.]/
= lim Pr{j IEEUSVDSNRS e} (54)
= 1=1 j3'=

> lim Pr{né(fD <2 " _‘viekVje 3} (55)
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The right-hand side of (55) is the probability that theresexst leastS users with the scheduling metrics
lower than SN ¢ . Noting that the scheduling metrlaévg,, 1=1,...,K,j=1,...,5, are identically
distributed, the rlght hand side df (55), denoted 7,5, can be expressed as

S—1 1 i
. N eSNR™
Povo = 1= lim < i ) <F"< K52 ))
1=0
1 N—1
X (1 ~F, (%)) (56)

Denotingp £ (K — 1)S + L — 1, we further have

S—1 N
0 _ : :
Pho=1- gl Dy~
(USNR™” + 0 (SNR 7))’
(1 - WSNR™ — 0 (SNR*))’
(1 — USNR — 0 (SNR ™))" (57)
p p
- Z < {N (USNR + 0 (SNR” ))}Z
SNR-+o0 £ (1 — WSNR — 0 (SNR*))
x (1 \IISNFF” — o (SNR?))™ (58)

N € (K-1)S—L+1

Here, [5T) follows from Lemmall and from choosiagmall enough such th% < 1 for given
SNR, and[(5B) follows fromZ!(NN—ii)! < N,
Now, if N =w (SNR’), (1 - USNR” — o (SNFF”))N decreases exponentially as SNR increases. On

the other hand{ N (VSNR” + o0 (SNR*)) }’ increases polynomially for any> 0, and thus, the second
term of (58) tends to zero as SNR oc. Therefore, the lower bound @sp given in (55) tends to 1,
which proves the theorem together with](50).

where

APPENDIX IV
PROOF OFTHEOREM[3

Following (33) to [35) and (83) td (55) and denoting the schendicator byr € {AS, SVD}, P, with
the cell-dependent parameters can be written by

.

i=1 j=1 j'=1

1
%,w € KC,Vj' es} (61)
i'=1 1V

K 1
) NR
= lim Pr{nﬁ’” < SNR”e Vi e S}, (62)

> lim Pr ol <
~— SNR—oo {nT -
= K 27

SNR— o0 - Ei’:l Si’

i=1
apl

-~
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where in [(B:?_),Pf} denote the probability there exist at ledst users with LIF metrics smaller than
1 « . n
SNR_c_ at thei-th cell, which is independent from those of the other cells.

K
S 82

.. 2
i) Antenna selection-based OIA: Sin#PJthZ’;gij))’ is a Chi-square random variable with DoF

of 25, the scheduling metri@)/[jg] in (I4) is a Chi-square random variable with DoF 28’, where
S'=2 Z,ﬁ;i’k:l Sk. The rest of the proof can be done analogously to the prooff@orentll replacing
(K —1)S with 5".

i) SVD-based OIA: SinceUkHHEj’ﬂ is an (S, x L;) dimensional Gaussian matrigG!/! defined in
(@8) is now (S’ x L;)-dimensional. Following the analogous derivation of thegbrfor TheoreniR and
replacing(K — 1)S with S’, we can complete the proof.
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