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Abstract—This paper investigates the distributed power al-
location problem for coordinated multipoint (CoMP) transmiis-
sions in distributed antenna systems (DAS). Traditional dality-
based optimization techniques cannot be directly applied a
this problem, because the non-strict concavity of the CoMP
transmission’s achievable rate with respect to the transnsision
power induces that the local power allocation subproblems &ve
non-unigue optimum solutions. We propose a distributed powr
allocation algorithm to resolve this non-strict concavitydifficulty.
This algorithm only requires local information exchange anong

neighboring base stations serving the same user, and is thus

flexible with respect to network size and topology. The step-
size parameters of this algorithm are determined by only loal
user access relationship (i.e., the number of users served kach
antenna), but do not rely on channel coefficients. Thereforethe
convergence speed of this algorithm is quite robust to charei
fading. We rigorously prove that this algorithm converges b an
optimum solution of the power allocation problem. Simulation
results are presented to demonstrate the effectiveness ohe
proposed power allocation algorithm.

Index Terms—Coordinated multipoint transmission, distribu-
ted power allocation, distributed antenna system.

|. INTRODUCTION

promising network architecture to achieve these goalgBL]-

In this architecture, each base station is equipped withesom
remote antennas which are distributed in the entire cedl, are
shown in Fig[ll. These distributed antennas are connected to
the base station via wired backhaul network. By this, nearby
distributed antennas are able to coordinate with each other
and provide enhanced service experience to the mobile.users
This technique is called the coordination multipoint (CoMP
transmission in the literatur&l[3],1[4].

One of the key techniques to realize high throughput in
wireless networks is power allocation. Traditionally, pow
allocation of wireless networks is handled by centralized
algorithms, e.g.,[[5]=[8]. These algorithms request mindp
signaling mechanisms to gather the channel state informa-
tion (CSI) of all the wireless links at a central processing
unit in a short time period, and then distribute the obtained
power allocation solution to the transmitters. Such meismas
would generate enormous signaling overhead on the backhaul
network, and is probably not scalable when the network size
grows large.

Recently, a great deal of research efforts have focused on
distributed power allocation for various wireless netwsork

The explosive growth of mobile access services has |@hme theory based power allocation techniques were pro-
to a huge demand for enhanced throughput and extengrged in([9]-[1B], which intend to compute Nash equilibrium
coverage in the next generation wireless networks. In tecgypwer allocation solutions. However, these Nash equilibri
years, distributed antenna system (DAS) has emerged asofutions might be far from optimality [12]. Duality-based
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distributed power allocation techniques were proposeltidi-{
[16], where the global power allocation problem is decom-
posed into many local power allocation subproblems, each of
which can be solved by utilizing only locally available netk
information. However, these techniques cannot be directly
applied to CoMP transmissions in DAS — the local power
allocation subproblem may have many optimum solutions,
because the data rate of CoMP transmission is not strictly
concave with respect to the power variables [14]] [17]. 8inc
no global network information is available when solving the
local power allocation subproblems, it is quite difficult to
find a global feasible solution among all the locally optimum
solutions.

One promising method to address this non-strict concavity
problem is the proximal point methadd [18], which adds slyict
concave terms to the objective function without affectihg t
optimum solution. However, typical proximal point algbirits
require a two-layer nested iteration structure, where each
outer-layer update can proceed only after the inner-lagea-i
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Our proposed power allocation algorithm is motivated by
\1/ the work of [19]. However, our work differs from it in several
respects. First, our analysis indicates that a larger Site-
can be used for the algorithm in_[19], which can achieve
a faster convergence speed. Second, while our problem has
additional channel fading coefficients, we show that the-ste
size parameters and the convergence speed of our algorithm
f/ g ) \r A are robust to different channel fading coefficients. Finalur
.. : Antenna . . .
S procedure for solving the local power allocation problem is
' .‘”\1/ @ : Base Station simpler than that proposed in [19].
U For ease of later use, we define the following notations: Let
\1/ \1/ |S| denote the number of elements in Setand letS/T denote
the setS/T" = {x|x € S,z ¢ T}. The projection of a real
. o . . numberz on the sef0, o) is defined agx]™ = max{x,0}.
Fig. 1. System model of coordination multipoint (CoMP) sarissions in L . .
a distributed antenna system (DAS). The remaining parts of this paper are organized as follows:
In Section, the system model and problem formulation are
tions converge [18]. Such a structure is not suitable fotina- Presented. Sectidnlil presents the proposed power altocat
distributed implementation, because it is difficult to decin  @lgorithm and its distributed implementation. Simulatien
a distributed manner when the inner-layer iterations cap.st Sults of the proposed power allocation strategy are predent
In [@], a Sing'e_'ayer proxima| point a|gorithm was propds in Section V. Conclusions are drawn in Section V.
for multi-path routing problems. However, the convergence
analysis in[[19] also cannot be directly utilized for the gow [I. SYSTEM MODEL AND PROBLEM FORMULATION
a:ocati?n pr;_bl_em cgnsidered ttllere, Iovying_f;p tlhe additiong System Model
channel coefficients in our problem. It is difficult to answer . . ) .
whether the channel coefficients have significant impachen t we C(_)n5|der a downlmk DAS withiC pllstrlbuted antennas
convergence behavior of the algorithm mentioned above. andA single antenna mobile users, which are denotefl by

This paper investigates the distributed power aIIocati(tj’Z'” K} and M = {1,2,.--, N}, respectively. Each

j/ \1/ speed of this algorithm is quite robust to channel fading.

b— : Mobile User

problem for a downlink DAS with many antennas and mar! ase station is equipped with several distributed anterass

single antenna users. Each user is served by several neétlB trated in Fig[L. These distributed antennas are cctede

antennas via CoMP transmission techniques. Meanwhilé, e 2 he base sta_ltlon via W.'re.d .backhaul network. The total
roughput of this network is limited by the strong co-chelnn

antenna may serve several users over orthogonal chanhels. terfarence. By allowing several nearby antennas o rémns
main contributions of this paper are summarized as follows) - BY wing sev . Y .
to one user in a coordinated fashion, the CoMP transmission

fechniques, such as space-time block coding or maximum
maximize the weighted sum rate of the downlink DAS aues, P ¢

bi . “ratio transmission[]3], convert the strong interference® i
subject to per-antenna power consumption constrainfg signals and thereby significantly boost the totalvoet

This power allocation algorithm is implemented diStribUtt'hroughput. The set of antennas servingsttie user is denoted

_edly among the bas_e stations inst_ead of being execuWR(n) C K, and the set of users communicating with tle
na centrah_zed f‘?‘Sh'O”- The algolrlth.m POSSESSES A Nigfienna is expressed 8%k) C A. In practice, the number of
single-layer iteration structure, which is desirable far o serving antennas for each aser, i&(n)], is usually small,

line mplementgtlons. Ir.] each iteration, the algorl_thrryoryldue to the limitation of implementation complexity for CoMP

requires local information exchange among ne'ghbor”}pansmissions.

base stations serving the same user, which is flexible WlthWhen the density of the distributed antennas is high, COMP

respect to network13|ze and topology. . transmissions can not mitigate all the strong interference
2) A novel propedure is proposed to compgte the primal OQhich results in some strong residual interferences!Irj, [20

timum solution of the local power allocation subproblen]t was shown that orthogonal transmission is Pareto optimal

3 V\lech IS S|m|pler tr;an t?hat proposed 19]& timalit fqQr strong interference Gaussian channels. Thereforejgbes
) We rigorously analyze the convergence and optimality ith strong mutual interference should be scheduled to com-

:_he prorijcl)sed _(Ij_ihstrigute% algfo:;’][hmtfor the power altloc"i"hunicate over orthogonal channels via frequency (or time)
lon problem. The bounds of the step-size parameters gqjq, multiple access, while geographically separatsers

4 (\a/\?surr(]e co?r\]/ etrgtlﬁncet are _denved. ¢  this alaorit with weak mutual interference are allowed to share the same
) We show that the step-size parameters of this algori annel resource. This scheduling task belongs to the type

are determined by only local user access relationship (i.g¢ timetabling problem, which is a classic problem in the

the number of users _sgrved by each antenna), but do 98anuter science literature with many practical algorghm
rely on channel coefficiefls Therefore, the convergenceﬂzm 22]

1The channel coefficients are only utilized locally to solkie tocal power After §electlng proper antennas for COMP transmlssmn_ and
allocation subproblem. scheduling the users, there are only weak interferencesein t
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network. We consider a slow fading wireless environment. LBAS:
hirn, be the complex coefficient of the wireless channel from

N
the kth antenna to thexth user anqln;m be the transmission max an log, | 1+ Z PlenVen (3)
power of thekth antenna for serving theth user. The data Pkn —~ ke Hln)
rate of CoMP transmission to theth user is given by
s.t. S b <P k=12, K,
neU (k)
n hkn 2pkn —
Cy —logy (14— 2 ke r(n) [Pen] : o Pen >0, k=1,2,.... K, ncUk),
02+ 2 kamye1(n) | kn|*Prm

wherew, > 0 is the weight of thenth user’s data rate and
Py is the maximal allowable transmission power of tki
where I(n) is the set of source antenna and serving usghtenna.
pair which may interfere thexith user, or more specifically, This problem is a convex optimization problem, which can
(k,m) € I(n) represents that thie-th source antenna servingbe solved by standard centralized convex optimization-algo
the m-th user through the same serving channel of #tle rithms such as the interior point methad[24]. However, ¢hes
user. centralized algorithms are hard to be fulfilled in largeksca
There are two difficulties for utilizing the data rate fumcti DAS, due to the heavy signaling overhead over the backhaul
C,, to formulate the power allocation problem: First, it leadsetwork. In contrast, duality-based optimization tecleis)
to a non-convex optimization problem that is NP-hdrd] [23[14]-[16] cannot be directly applied to this problem, eitfize-
for which one may not be able to find a solution that is bottause they require the objective function to be strictlycawe.
fast and global optimal even by centralized optimizatione T However, the objective function if](3) is not strictly comea
design of a distributed optimization algorithm will be evenvith respect to the transmission power variables, since it i
more difficult, if not impossible. In order to reduce the sin ~ constant when the value of, ) PrnVin is fixed. If the
complexity, we need to find an approximate rate function efuality-based optimization techniqués [14]4[16] areizeid,
C,, that is convex. Second, it can be quite difficult to attaithe decomposed local power allocation subproblem may have
the exact expression of the rate functi@r. In practice, the many locally optimum solutions at some special dual points.
number of interfering antennas is usually much larger thahis quite difficult to recover a global feasible solution ang
the number of source antennas. Although the receiver calhthe locally optimum solutions. When the dual variables a
get an accurate estimation of the channel ggip,|?> for updated around these dual points, the primal power allocati
each source antenria € R(n), it may be too demanding variables keep oscillating and hardly converge (seé [18] fo
to estimate the channel gain from the enormous interferingore details).
antennas, especially when the powers of the interference
signals are weak. On the other hand, estimating the noise-ll. DISTRIBUTED POWERALLOCATION ALGORITHM
plus-interference power; = o> + 3 i [hknl*Prm In this section, we propose a power allocation algorithm to
is obviously much easier. For these reasons, we considerstive the probleni{3), which is distributed among the base st
utilize an upper bound of the noise-plus-interference powgons instead of being centralized over the entire netwdhe
o,, which is denoted by .., to derive an approximate key feature of this algorithm is that its step-size paransete
rate function. Letye, = |hxal?/0) .., denote the normalized and convergence speed are robust to different channelgfadin
channel gain from théth antenna to theith user. Then, we coefficients, which makes our algorithm quite conveniemt fo
derive a conservative rate function practical implementations. The details are provided in the
following subsections.

C,=log, | 1+ Z PinYin | < Ch. (2) A. Single-layer Distributed Power Allocation Algorithm

kE€R(n) To circumvent the aforementioned oscillation problem, we
make use of the idea in the proximal point methad] [18],

The key benefit of the conservative rate function is that which is to add some quadratic terms to the objective functio
it is convex and is computable without accurate knowledge 8fd make it strictly concave in the primal variables. We
the channel gailu,|? for the enormous interfering antennasieformulate the original power allocation problei (3) as
which resolves the two difficulties mentioned above. We will N

illustrate the rate loss for using this conservative ratecfion max Z wy, logy (1 + Z DknYkn)

to formulate the power allocation problem in Sectiog IV. | kER(n)

N
=3 Y Foen =) @)

n=1keR(n)

B. Problem Formulation ot Z Pin < P, k=12, ... K, )

The rest of this paper focuses on the following power neU(k)

allocation problem to maximize the weighted sum rate of the Pen >0, k=1,2,..,K, neU(k),



ACCEPTED BY IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONSEB. 2013 4

where we have introduced some quadratic auxiliary terms to Update the auxiliary variables by
make the objective function strictly concave with respect t
the transmission power variables. Hetg,, is the auxiliary
variable corresponding t@x,, ¢, > 0 is the parameter of
the quadratic terms. For notational convenience, let us use
the |R(n)| dimensional vectop,, to denote the transmission

where( < g < 1 is the step-size for auxiliary variable
update.

(10)

power variables of the antennas serving #té users, and
the Y, |R(n)| dimensional vectop = [p7,57,-- - ,i%]"
to denote all the transmission power variables. Similang,
define thel R(n)| dimensional vectog,, and thle]lV:1 |R(n)|
dimensional vectory = [71, 42, - ,7%]T as the auxiliary
variable vectors corresponding & andp. It is known that

the optimum value of the objective function il (4) coincide

with that in [3) [18]. In particular, if7* is the optimum solution
to (), thenp = p*, 4 = p* solves [(#).

The standard proximal point method in general has a tw
layer nested optimization structure: the inner layer tieres

optimizing p’ for fixed ¢ by a Lagrangian dual optimization

method, and the outer layer iterations optimizing the darxil

variabley. Such a layered structure is not suitable for on-lin

distributed implementations, because it is difficult to idec

The value of 8 can be chosen arbitrarily 0, 1]. The
choices ofay, to ensure convergence gigorithm A will be
discussed in Sectidn II[IC. We note that while the convecgen
analysis in [[19] apply for the degenerated caseygf = 1,
it is difficult to answer if practical channel coefficiens,,
would have significant impact on the convergence behavior of
%e algorithm. One major contribution of this paper is towgho
that the step-size parameters, to ensure convergence are
irrelevant of y4,, (see Sectiof III-C). Since the convergence
gpeed of iterative optimization algorithms is mainly afézt
by the step-size, the convergence speed of our algorithm is
quite robust to different values ofx,. We will also show
that step-sizes larger than those[of|[19] can be utilizeduin o
@Igorithm to achieve a faster convergence speed.

in a distributed manner when the inner-layer iterationseha. Distributed Implementation of Algorithm A

converged. In the following, we present a modified proximal

point method with a single-layer optimization structuréene

the outer-layer update gfdoes not request that the inner-layeh)

dual updates have converged.
The Lagrangian of the problerh](4) can be written as:

N
LX) =Y wylogy(1+
n=1

keR(n)
K
- Z/\k( Z Prn — Pr)
k=1 neU(k)
- Z Z pkn ykn)27 (6)
n=1keR( n)

where X = A1, Mgy -

following:

Algorithm A: Single-layer Distributed Power Allocation
Algorithm

At the tth iteration,

Step 1: Dual variable update:

—

Let ¥ = ¢(t) and A = A(¢), maximize L(p, A\, y) with
respect top:
p(t) = argmaxz o L7, X(1), #(1)). @

Update the dual variables by

Me(t+1) = D) +ox( Y pen—P)IT, (8)
neU (k)
whereqy, is the step-size of the dual update.

Step 2: Auxiliary variable update: B
Let ¥ = y(t) and\ = A(t+ 1), maximizeL(p, A, i) with
respect top:

Z(t) = argmax . L(7, A(t + 1), 7(t)). 9)

,A\k|T is the vector of dual variables
corresponding to the constraints il (5). Now we are ablemaXL /\
to present our distributed power allocation algorithm as th >0

We proceed to explain how to implemealgorithm A in

a distributed fashion. The Lagrangian maximization protse
and [[9) can be decomposed into many independent local
power allocation subproblems for each user. Specificdily, t
terms of the Lagrangiafl(6) can be reassembled as

N
7T Z wy, logy (1 + Z PknYkn) — Z AkPkn

n=1 k€eR(n) kE€ER(n)
. K
n 2
- Z ?(pkn — Ykn) +];/\kpk-

keR(n)
Therefore, the Lagrangian maximization problefds (7) aid (9
can be rewritten as

(11)

N K
na)\ n A P, 12
2 glg) (B X, ) +I; 1Py, (12)
where
Bn(ﬁnaxagn) :wn10g2(1+ Z pkn’ykn Z )\kpkn
kER(n) kER(n)

Yin)?. (13)

-

Cn (
2 Pkn
kER(n)

Therefore, problemd{7) and](9) can be decomposed into a
series of local power allocation subproblems.

In practice, the resource allocation of a user is carriecabut
a nearby base station. However, the antennas serving this us
may belong to several base stations, as illustrated in[Fig. 1
Therefore, neighboring base stations need to exchange info
mation during the iterations o&lgorithm A . The distributed
implementation procedure ohlgorithm A is described as
follows:

At the tth iteration of Algorithm A, the base station
assigned to thenth user first utilizes the channel quality
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information {yx» } ke r(n) t0 Solve a subproblem ofl(7), givenSubstituting[(211) into[(118), we obtain the optimum solution

by the subprobleni(14) as
(Pin(O ey = axgmasy, 5B (B, X(0), (1)), (14) { Yon + & [ — M), i e Q).
and forwards the power allocation solutiofisy. (t)} ke r(n) 0, if k€ R(n)/QUn).

to nearby base stations controlling the antenhas R(n). , _ , (22
Then, the base station controlling theh antenna utilizes the 2) /A Novel Procedure to DerivE(n): Until now, the left
power allocation solutiongpy, () },.cur(s) to update the dual task is to determin€(n) in the optimum solution td(14). Let

variable) (¢ + 1) according to[(B), and sends(t + 1) to the YS consider the unconstrained problem correspondinigip (14

base station assigned to th¢h user. Next, the base station-€- ~ oo
assigned to theth user solves a subproblem 61 (9), i.e., Pn,0 = argmax B (Dns As Yn)- (23)

—

{260 () } ke r(n) = argmax <o By (Pn, A(t + 1), 7n (1)), Our research indicates that jfy,, o in the solution to [(23)
(15) satisfiegy,,o < 0, then the solution td (14) must satisfy,, =

and utilizes the resultant solutiqn,, (t) } rc r(») to update the 0 (i.e.,k ¢ Q(n)). This statement is expressed in the following
auxiliary variablesyy., (t + 1) according to [[(ID). Therefore, lemma:
Algorithm A can be implemented in a totally distributed
fashion, and it only requires local exchange of the powéemma 1 Suppose thatg(z) is a differentiable concave
allocation solutionpy,,(t) and the dual variable\y(t + 1) function onz € [0,00), and B(p) is defined asB(p) =
among neighboring base stations in each iteration. In@adit 9(>_; Prve) — Yo (akpy + bkpr + c) with a, > 0. If
when the channel power gaip)., changes, each user send$p;} = argmax;~oB(p) and {px,0} = argmax;B(p), then
the updated channel power gain to its assigned base statiar, = 0 for any k satisfyingp,o < 0.

1) Solution to Local Power Allocation Subproblefid).
The optimum solution to[(14) satisfies the following Karust\-/\/ith
Kuhn-Tucker (KKT) conditions[[24]:

Proof: See Appendix A. [ |
Lemmall, we are able to compute the optimum choice
of Q(n). The detailed procedure is given as follows:

0Bn _ Wn Y o P-1. Initialization: SetQ(n) = R(n).
Oprn 0 2(L 4+ ke gy PhnVien) P-2. Computes,, andpy,, according to[(2l1) and(22), respec-
=0, if pgn > 0; tively.
— Cn(pin —y;m){ <0 if poy =0, "FE R(n)- p.3 if py, > 0 for all k € Q(n), outputQ(n) and exit;
(16) otherwise, sef}(,y = {k|prn > 0,k € R(n)} and return
Define toP-2
Q(n) = {k € R(n)|pn > 0} (17)  Remark 1:Lemmall allows us to rule out all the elements

k with pr, < 0 from Q(n) in one iteration. Therefore, the
as the set of antennas serving ttth user with positive power. proposed procedure can converge much faster than the method
Hence,pr, = 0 for all & € R(n)/Q(n). If Q(n) is known, proposed in[[19],[[25], which is to eliminate only one elernen

the KKT conditions in[(Ib) indicate k with the smallest negative,,, in each iteration. Our method
WnVkn significantly reduces the number of iterations to comgute)
1 L Cn(pkn - ylm) =0, dd ; ; d
n2(1+ Zkeﬂ(n) DinYkn) and does not require sorting procedure{pf., }.

vV keQn). (18) _
C. Convergence Analysis

By cobnd_uctmg a weighted summation of the equation&ih (18), |, this subsection, we obtain the bounds on the step-sizes
we obtain an equation of, ., PknVikn, 1-€., o to ensure convergence. First, we need some notations
Zke(l( )wn%% and definitions to simplify the expressions of our theoggtic
— E Ak — E analysis. Let us consider the function
In 2(1 + Zkeg(n) pkn'}/kn) Ykn Ak Cn YknPkn Yy

keQ(n) keQ(n) .
f(—*) _ Zﬁ;l W, 10g2(1 + ZkGR(n) pkn/ykn)a if Pkn > Oa
+en Y Venlkn =0 (19) 7 —o0, otherwise
keQ(n) (24)

which has incorporated the power constrgiht> 0 in the
definition. The analysis of this subsection applies to any
objective functionf(p) in the form of X" fn. (3", PrnVin)
Cn82 4 (Cn + fn)Sn + fn — Y = 0, (20) with f,.(-) being a concave function. With (P4), the Lagrangian
(6) can be rewritten as

Let us defines, 2 Y ke(n) PenVkn, then [I8) can be
reformulated as

wherey, = 3= cqm) WnVin/ 102, tin = 3 peoim) Yin (M — 1
¢nYkn)- The roots,, of the quadratic equatioﬁlZO) is given by L(p, \, 7 = f( —ﬁTETX—i(ﬁ—g)TV(ﬁ—g')—i—XTﬁ, (25)

1
Sn = H[_(Cn + pin) + v/ (€n + pn)? = 4en(iin —70)l- whereE is aK><Z§.V:1 |R(;)| dimensional matrix with binary
(21) elements representing the relationship between the aamdenn
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and their transmit power variables, i.e., if théh antenna is Theorem 1 If the objective functionf(p) is in the form of
selected to serve theth user, one of th¢R(n)| elements on > f, (3", pPrnvkn) With f,,(-) being a concave function, and
the kth row and the(zy;ll |Rj)[+1)thto the(3"7_, [R(;|)th  the step-sizey; satisfies

columns is 1; otherwise, all of thed&(n)| elements are O.

Moreover, it satisfies ap <

X Rl X where|U (k)| is the number of users served by #th antenna,
Z Eri = |UK)], V1, ZEM =1, Yk (26) the proposed distributed power allocatigdigorithm A will
= k=1 converge to a stationary poir{t/*, X*) of the algorithm, and

because théth antenna serve#/ (k)| users and each trans-p* = ¢ is an optimum solution.

mit power variable belongs to only one antenda.is a
Zjv LRG| % Zjv 1 |R¢;| diagonal matrix with diagonal
elementxn representing the parameters of the quadratic terms.
R = [Py, Py, ..., Pk]T represents the vector of maximal
transmission power of the antennas. Therefore, the Lagrang
maximization problemg{7) an@l(9) can be expressed as

2ming,ecu(k)} Cn

Uk (36)

The proof of Theorerhll relies on the following key result:

Lemma 2 Let (71, A1) and (7, X2) be two maximizers of the
Lagrangian (259) for fixed auxiliary variabley, i.e., p1 =

argmaxL(p,y,)\l) and po, = argmaxL(p,y,/\g), and

7(t) = argmax . L(5, \(¢), (1)), (27)
©) pL (D), 910) (" ,/\*) is a stationary point ofAlgorithm A, then
and
~ — — —nk T /> —nk
Z(t) = argmax; L(F, At + 1), (1)), (28) [Vf (p1) = V@) (B2 =)
respectively. Letd be aK x K diagonal matrix with diagonal < 5 (/\2 - /\1) EV'ET (Xz - Xl) ; (37)

elementsy;, representing the step size for dual update. Bet

be aZj.V:l |Rejl XZ;\; |R(;| diagonal matrix with diagonal whereV f(p1) and v f () are defined inf32) and (33)

elementsj representing the step size for auxiliary update.  Proof: See Appendix B. u
Then, the dual updaté](8) and auxiliary upddte (9) can Rgith Lemmal2, we are able to prove Theorem 1. The details
rephrased as are relegated to Appendix C. Some remarks about Theorem 1
v Y VN are provided as follows:
At +1) = MO + ABRE) — BT (29) Remark 2:If we choosea; = w then the
and step-size parameters, do not rely on ti1e channel coeffi-
gyt +1) =g(t) + B(Z(t) — ¥(t)). (30) cientsyy,. On the contrary, they are only determined by the

number of users served by tléh antenna, i.e U (k)|. Since
the convergence speed of iterative optimization algorithisn
mainly affected by the step-size, the convergence speedrof o
algorithm is quite robust to different values of,,.

Remark 3:lt is worthwhile to note that the channel fading

We also need to define the stationary pointAdforithm
A.

Definition 1 A point (gj*,X*) is a stationary point ofAlgo-

rithm A , if coefficientsyy,, is involved in f(p) on the left hand side of
§* = argmax L(p, X*, i), (31) (B2, by not in the right hand side of (37). This is the key
P reason that the bound on the step-sizein Theorem[1 is
Ej* —R<0, X* >0, (32) irrelevant tovyy,.
N @ (B — R) =0, (33) Remark 4:In [19, Lemma 3], the authors proved that

where i ® i/ represents the Hadamard (elementwise) produf¥ f (71)—V.f(77)]" (Po—7") < ()\1—/\2)TEV TET (X =X2),
of two vectorst and i/ with the same dimension. (38)

for the degenerated case 9f, = 1. One can see thaf (38)
18 looser than the inequality_(B7) in Lemrfih 2. Moreover, in
[19, Proposition 4], the authors only proved the convergenc

Let us further consider a Lagrangian maximization proble
p = argmaxy L(p, A, ¢). The KKT conditions suggest that
there must exist a subgradiewtf () of f(-) satisfying

of their algorithm for the step-sizes; = %
V(D) — ETX — V(p—17) = 0. (34) which are smaller than the step-sizes of our algorithm, i.e.

_ 2ming,eu)} Cn

Similarly. let (7. %) d . int éflaorith ap = 3[R . Therefore, our algorithm can achieve a
imilarly, let (5%, A*) denote a stationary point @figorithm faster speed of convergence than thaf of [19]. Some nunherica
A, then we can get froni_ (81) that

results will be provided in the next section to illustratésth
V(7)) — ETX* =0. (35) Remark 5:Theorent ]l provides a sufficient condition for the
convergence dAlgorithm A | for all the system circumstances.
Now we are ready to introduce the main result of this papgicording to our simulation experiences, there exist some
in the fO”OWing theorem, i.e., the SuffiCient Condition ftbte circumstances that |arger Step_sizes than thosd]f (36) can
convergence oAlgorithm A . also obtain an optimum solution to problef (3). However, it
is difficult to prove that such weaker conditions ensure the
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convergence ofAlgorithm A uniformly for all the system

circumstances. ..® - upper bound R
Remark 6:If the channel gains change before convergeni 5[ —O—rér'giosed algorithm 3
as in the slow fading environment, the resultant power allt o

IS
T
I

cation solution may not be optimum. HowevAigorithm A

is able to track the changes of the slow fading environme
to some extent. For example, suppose that the channel g¢
change after the algorithm has reached a near optimum sc
tion. We can still use the dual variable and auxiliary valeaif
the last iteration as the initial state of the subsequerdtitns.
As long as the changes of channel gains are small, the d
variable and auxiliary variable of the last iteration is et .
from the optimum solution, and the number of iterations fc
convergence is much smaller than using a random initiaé sta

Per-user throughput (Mbps)
N
T
®
L

0 i i i i i
0 5 10 15 20 25 3C

Antenna TX power P(dBm)

IV. NUMERICAL SIMULATIONS

. . . . ig. 2. Simulation results of per-user throughput versaagmission power
In this section, we present some simulation results ¢, n — 7.

demonstrate the efficiency of the proposed power allocation
algorithm. We consider a downlink DAS with 7 cells. Each cell
is equipped with 7 distributed antennas, including 1 arden(EPA) strategy, where each antenna allocates its transmiss
locating at the center of the cell and 6 remote antennpewer equally to serve its users.
distributed near the boundary of the cell. Similar with ly.  Figure [2 illustrates the simulation results of per-user
the locations of these 49 antennas form a hexagonal lattiteroughput versus transmission powerfor different power
The minimal distance between two neighboring antennasalocation strategies, where each cell has 10 users.
D = 1000 meters. The users are distributed uniformly in Figure[3 presents the simulation results of per-user threug
the entire network area, with the extra constraint that tiit versus the number of users per call/7, where the
distance from a user to a nearest antenna is no smaller ti@msmission poweP = 20 dBm. One can observe that the
10 meters. The wireless channel coefficients are composeddsgposed power allocation strategy has a small gap from the
three components: large-scale path loss, shadowing, aalét shperformance upper bound, especially when the transmission
scale Rayleigh fading. The path loss and shadowing are-detgower P is small. However, the simple equal power allocation
mined by the SCM model for Urban Macro environmehts [26kcheme has a lower throughput. The performance of equal
Specifically, the path loss is given By = 34.5+35log,,(d), power allocation is poor, because the wireless links from
whered is the distance in meters between the user and tti#ferent antennas to one user have quite different channel
antenna. The shadowing component satisfies a log-normehlity. The base station should spend more power on the
distribution with zero mean and a standard deviation of 8rong wireless links, instead of using the same power for
dB. For downlink CoMP transmissions, each user is served Bifferent wireless links. Through careful user schedulamgi
|R(n)| = 3 antennas, which are selected based on large-scaédting reasonable threshold of noise amplification, the pr
channel path loss. The maximal transmission power of eagbsed algorithm can achieve performance approaching to tha
antenna is assumed to be the same, Pe= P. The data rate of the ideal non-interference scenario. Therefore, thegsed
weights are chosen as, = 1. Two users are allowed to bepower allocation strategy plays an essential role to redte
scheduled on the same channel, if they are served by differbanefits of downlink CoMP transmissions in DAS.
antennas. The bandwidth of each receiver is 1MHz, and theFigurel4 illustrates the evolutions of the dual optimaligpg
noise figure of each receiver is 5 dB. The conservative noisg-the proposed power allocation algorithm and the distetu
plus-interference power? ., is chosen to be 5 dB greateroptimization algorithm of[[19] fotV' = 175 and > = 30dBm,
than the noise power. Therefore the noise-plus-intenfare where the dual optimality gap is given y(p(t), NORO
power at each receiver g, ., = —174+60+5+5= —104 f(y). The parameters of our distributed power allocation
dBm. We utilizeC,, in (@) to formulate the power allocationalgorithm are chosen as, = 3, ay = 2mingneva) Cn - gng
problem [(B). After the power allocation solution is derived3 = 1. The parameters of the algorithm Cﬁ[lg] are given
we substitute it into the original rate functiod,, in (@) to by ¢, = 3, ap = % (see Remark 3, and
compute the achievable data rate. All the simulation resuft = 1. Since the step-sizes of our proposed power allocation
are obtained by averaging over 1000 system realizations. algorithm are larger than the reference algorithmin [18]; o
We compare our proposed power allocation strategy fafgorithm exhibits a faster convergence speed. We note that
problem [[3) with the following 2 reference strategies: Thstfi this is the convergence speed when the algorithm is cold
strategy considers the optimal power allocation for domknli started. In practice, since the channel condition variealg|
CoMP transmissions witimo interference, which provides athe power allocation solution from the previous run of the
performance upper bound of the practical scenarios with ialgorithm is an excellent initial state for warm-startirtget
terference. The second one is a simple equal power allocatagorithm. By this, the algorithm generally converges much
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@ upper bound

35T, —@— proposed algorithm

APPENDIXA
PROOF OFLEMMA 1

T, —e—EPA Since g(z) is a concave function ofx, B(p) =
z e 9>k prvk) — Do (akp} + brpr + i) is also concave with
= R respect tgp. The KKT conditions indicate
Sal et OB
I~ T : o =0, (A1)
2 3 Pk Pr=Pk,0
52
= and
B =0 if pp >0,
15l ) g_ { P (A.2)
(2 P— <0 if pr=0.

I
15
Num of user per cell N/7

20

25

By taking the weighted summation of the partial derivations

oB
op’
Fig. 3. Simulation results of per-user throughput versesrthmber of users

we obtain

per cell N/7 for P = 20dBm. Vi 8B b Ve
Z o Zpk’Yk Z——Z 2pk’7k+—)
ag pk
(A.3)
Our algorith — TR R i
T qumein || Lets =5, o, @) and T imply
2 b
g(5)Y Tk 9 ST (A.4)
o ] o Ok Ok
g
£ I Fors* =3, pive, (B2) and [AB) suggest
: ] g U gy > bk (A.5)
. PR PR
\\ 1 Comparing[(A.%) and (Al5), we derive that
‘\
I I ~~\ 72
0 100 200 300 400 500 600 700 [g/(S) - )] Z ko 2(5 - S*) > 0. (A-6)
Iteration number % Q.
Fig. 4. Convergence of our proposed algorithm and the atguorin [19] If s —s* £0 then
for N = 175 and P = 25dBm. '
o [9'5) —9'(s*) \~ i
faster. (s =57 [W Xk: ar 2| 20 (A1

V. CONCLUSIONS

We have proposed a distributed power allocation algorith
for downlink CoMP transmissions in DAS. We considere
an approximate power allocation problem with a non- s;nctLI_
concave objective function, which makes traditional dyali

Su

Since g(x) is a concave functlonM < 0. Further,
Q&'/ the positivity ofax, we haves — s* < 0.

ppose there exists sorhesuch thapy, o < 0 andpj, > 0.

hen, [A) and[{AR) imply

based optimization techniques not applicable for this |gmb OB OB

We have resolved this non-strict concavity issue by adding Don = o =0, (A.8)
some quadratic terms to make the objective function syrictl Pk Ipi=pi..0 Ph I p=p;

concave, and developed a distributed algorithm to solve th(_ﬁlch further suggests

power allocation problem. A key merit of this algor|thm

is that its convergence speed is robust to different values 1 . . L

of the channel coefficients. Its implementation only reesir ~ Pk0 = 5 [veg'(s) = bi], pr = an (kg (s™) — bi] -
local information exchange among neighboring base station (A.9)

serving the same user. The convergence and optimality Sihce s — s*

this algorithm has been established rigorously. Our sitiaria ¢'(s)

results have revealed that significant throughput impramm the assumption o o < 0 andpj

can be realized by this power allocation algorithm. i =

< 0 andg(x) is a concave function, we have
> ¢'(s*). Thereforep; < pxo, Which contradicts with
> 0. Therefore, ifp; o <0,
0.
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APPENDIX B Therefore
PROOF OFLEMMA [Z] 1
We need to use the fact that(p) is in the form of @n,10n,2 = 4c,, ke%(: )( k1 k2) (B.9)

> Fn(Ok PrnYkn ), Wheref,, (+) is a concave function. Equa- "

tion (34) can be also written as The statement of Lemnid 2 follows by substituting {B.9) into

B.6).
an( Z pkn’ykn)ﬂ)/kn_)\k_cn(pkn_ykn) = O, Vk € R(n),
keR(n)
(B.1) APPENDIXC

PROOF OFTHEOREMI]
where Vf,(-) is the subgradient of,(-). By conducting a

: ) ) ) Let us define the norm of dual and auxiliary variables:
weighted summation of the equations [n (B.1), we obtain

IXlla = X"ATX, | gllv = 5"V, |§lsv = §"B7'Vi
keR(n) keR(n) kER(n) Suppose thaty™, \*) is a stationary point oflgorithm A,
Z Do Vim + o Z Yenvin = 0. (B.2) we will shozv that thf Lyapimov function
keER(n) KER(n) v(F(t), A(t)) = [A(#) = A" la + () = §" v (C.1)

Let us define(i = 1,2) is non-increasing in iteration number
Qn,j = vfn( Z pkn,i%’cn) - vfn( Z yZn’Ykn)a(Bs) In [IE]' it was shown that

heRin) AR (it + 1), At + 1) — v(i(t), A(¢)
= ;pkn,i'ykn - zk:y?én%n. (B.4) < XE+1) = Xt)|a
Then, [B2) indicates + Xt +1) = XE)TEVIET(X(t +1) — X(t))
— [lg(t) = p(O)[lv
ot S et A S e
= Z (A1 — Me2)Vkns k € R(n). (B.5) Invoking Lemmd®, we have
reRt) , V() = V(G (5(t) - 77)
Then, the formula on the left hand side &f1(37) can be 1 . .
written as Sz(/\(t +1) = X)TEVIET(X(t+1) — X(t). (C.3)
Vi) — VEGT Zan 1bno.  (B.6)  Substituting[[CB) into[{CI2), we obtain

w((t + 1), X(t + 1)) = w(@(), A(¢)
< = (Xt +1) = X)) CAE + 1) = X(t) = 15(0) = 5(¢)llv,

Since f,,(-) is a concave function, we obtaln

an,lbn,l S 07 an,an,Q S 0. (B7) (C4)
Cnbn
Hence,— <= —7. 2 0. whereC = A=t — 3EV-1ET. If C is non-negative definite,
Then then the Lyapunov function(g(t), A(t)) is non-increasing
, ) Cnbn1 in iteration numbert. Then, we can prove thai™, \*) is
Up, 10n,2 - I i I i
an,lzkeR(n) 2 a stationary point ofAlgorithm A by using the standard

Lyapunov drift arguments i {19, Prop. 4]. According to the
I Cnbn,1 b standard duality theory, ifg™, \*) is a stationary point of
ot Ykerm) Yen ) 2 Algorithm A, thenp* = * provides a solution td{3).

b Finally, we need to show that is a non-negative definite
=|ans — 0"7"2 matrix, if (36) is true. LetZ be any vector ofK dimensions,
2 keR(n) Vin according to[(Z2B), we have

3

Ab1 — Ap2)Ven
ZkeR(n)( k1~ Ak,2) Wk “lz 5;ETE\/*1ET5

bno (b
2 keR(n) Vien ] 2 (Y B

ﬂTA 1=
) K 3 N
- —cnbn,z‘i'bn,z ZkeR(n)()\k,l—/\k,z)’Ykn (by an,zbn,z < O) _ Z a/:lxz _ 5 Z Z c;lzci
lg

B > ke R(n) Vin n=1keR(n)

2
{Z’“ER(") At = )\k’r‘))%”} = 3 Z Z e ta?

(by completing the squaye — 2 & ! Tt

Aen 3 ker(n) Vin
1

K
2 3
SI E (A1 — Ak2)? (by Cauchy-Schwajz (B.8) _ Z (akl - Z 051) 22, (C.5)

" keR(n)
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By (38), we can obtain

2 minnGU(k) Cn

ap < (C.6)
3|U (k)|
This further suggests
1.3 1.3 1
> = > = ) .
ap 2 5|UK)| max e’ > > (C.7)

neU (k)

Substituting [CJ7) into [{CI5), we obtain that" A—'% —
3T EV-ETZ > 0 for anyZ. Therefore( is a non-negative
definite matrix.
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Abstract—This paper investigates the distributed power al-
location problem for coordinated multipoint (CoMP) transmiis-
sions in distributed antenna systems (DAS). Traditional dality-
based optimization techniques cannot be directly applied a
this problem, because the non-strict concavity of the CoMP
transmission’s achievable rate with respect to the transnsision
power induces that the local power allocation subproblems &ve
non-unigue optimum solutions. We propose a distributed powr
allocation algorithm to resolve this non-strict concavitydifficulty.
This algorithm only requires local information exchange anong

neighboring base stations serving the same user, and is thus

flexible with respect to network size and topology. The step-
size parameters of this algorithm are determined by only loal
user access relationship (i.e., the number of users served kach
antenna), but do not rely on channel coefficients. Thereforethe
convergence speed of this algorithm is quite robust to charei
fading. We rigorously prove that this algorithm converges b an
optimum solution of the power allocation problem. Simulation
results are presented to demonstrate the effectiveness ohe
proposed power allocation algorithm.

Index Terms—Coordinated multipoint transmission, distribu-
ted power allocation, distributed antenna system.

|. INTRODUCTION

promising network architecture to achieve these goalgBL]-

In this architecture, each base station is equipped withesom
remote antennas which are distributed in the entire cedl, are
shown in Fig[ll. These distributed antennas are connected to
the base station via wired backhaul network. By this, nearby
distributed antennas are able to coordinate with each other
and provide enhanced service experience to the mobile.users
This technique is called the coordination multipoint (CoMP
transmission in the literatur&l[3],1[4].

One of the key techniques to realize high throughput in
wireless networks is power allocation. Traditionally, pow
allocation of wireless networks is handled by centralized
algorithms, e.g.,[[5]=[8]. These algorithms request mindp
signaling mechanisms to gather the channel state informa-
tion (CSI) of all the wireless links at a central processing
unit in a short time period, and then distribute the obtained
power allocation solution to the transmitters. Such meismas
would generate enormous signaling overhead on the backhaul
network, and is probably not scalable when the network size
grows large.

Recently, a great deal of research efforts have focused on
distributed power allocation for various wireless netwsork

The explosive growth of mobile access services has |@hme theory based power allocation techniques were pro-
to a huge demand for enhanced throughput and extengrged in([9]-[1B], which intend to compute Nash equilibrium
coverage in the next generation wireless networks. In tecgypwer allocation solutions. However, these Nash equilibri
years, distributed antenna system (DAS) has emerged asofutions might be far from optimality [12]. Duality-based
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distributed power allocation techniques were proposeltidi-{
[16], where the global power allocation problem is decom-
posed into many local power allocation subproblems, each of
which can be solved by utilizing only locally available netk
information. However, these techniques cannot be directly
applied to CoMP transmissions in DAS — the local power
allocation subproblem may have many optimum solutions,
because the data rate of CoMP transmission is not strictly
concave with respect to the power variables [14]] [17]. 8inc
no global network information is available when solving the
local power allocation subproblems, it is quite difficult to
find a global feasible solution among all the locally optimum
solutions.

One promising method to address this non-strict concavity
problem is the proximal point methadd [18], which adds slyict
concave terms to the objective function without affectihg t
optimum solution. However, typical proximal point algbirits
require a two-layer nested iteration structure, where each
outer-layer update can proceed only after the inner-layer
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speed of this algorithm is quite robust to channel fading.

\1/ Our proposed power allocation algorithm is motivated by
the work of [19]. However, our work differs from it in several
respects. First, our analysis indicates that a larger stap-
can be used for the algorithm ih_[19], which can achieve
a faster convergence speed. Second, while our problem has
additional channel fading coefficients, we show that the-ste
size parameters and the convergence speed of our algorithm
SN are robust to different channel fading coefficients. Finalur
\1/ .”\1/ @ : Base Station procedure for solving the local power allocation problem is
pﬂ simpler than that proposed in [19].
\1/ \1/ For ease of later use, we define the following notations: Let
|S| denote the number of elements in Setand letS/T denote
Fig. 1. System model of coordination multipoint (CoMP) sarissions in the set$/T = {zla € 5, v # T}.' The projection of a real
a distributed antenna system (DAS). numberz on the sef0, co) is defined agz]" = max{x, 0}.
The remaining parts of this paper are organized as follows:
In Section, the system model and problem formulation are
presented. Sectidn]ll presents the proposed power abocat
iterations Con\/ergd:DB]_ Such a structure is not suitable falgorithm and its distributed implementation. Simulati@n
on-line distributed implementation, because it is diffictd Sults of the proposed power allocation strategy are predent
decide in a distributed manner when the inner-layer itersti in Section IV. Conclusions are drawn in Section V.
can stop. In[[19], a single-layer proximal point algorithm
was proposed for multi-path routing problems. However, the ||. SysTEM MODEL AND PROBLEM FORMULATION
convergence analysis in [19] also cannot be directly wtiliz
for the power allocation problem considered here, owinthé& tA' System Madel
additional channel coefficients in our problem. It is diffico We consider a downlink DAS witti distributed antennas
answer if the channel coefficients have significant impact @md N single antenna mobile users, which are denotetl by
the convergence behavior of the algorithm mentioned abovél,2,--- , K} and N = {1,2,--- , N}, respectively. Each
0base station is equipped with several distributed anterass
flustrated in Fig[ll. These distributed antennas are cctede

. . the base station via wired backhaul network. The total
single antenna users. Each user is served by several ne : o

. . . . roughput of this network is limited by the strong co-chelnn
antennas via CoMP transmission techniques. Meanwhilé, eac

ulnterference. By allowing several nearby antennas to mnéns
antenna may serve several users over orthogonal chanhels. . . . .

. S . . to one user in a coordinated fashion, the CoMP transmission
main contributions of this paper are summarized as follow

S‘t:echniques, such as space-time block coding or maximum
éatio transmission[]3], convert the strong interference® i
- . ! seful signals and thereby significantly boost the totalvoet
maximize the weighted sum rate of the downlink DA hroughput. The set of antennas servingskieuser is denoted

subject to per-antenna power consumption constrainiﬁ/R(n) C K, and the set of users communicating with i
This power allocation algorithm is implemented distribut o

. . . anfenna is expressed &%k) C N. In practice, the number of
edly among the base stations instead of being execugeéi P gk) b

, ized fashion. The aldorith ving antennas for each user, iJ&(n)|, is usually small,
n a centra 1zed fashion. 1he ago_nt M POSSESSES a Ni§fe 10 the limitation of implementation complexity for CoMP
single-layer iteration structure, which is desirable far o

line impl ati | h iteration. the alaorith Itransmissions.
In€ impiementations. 1n each iteration, the algorthmyon’ \yap the density of the distributed antennas is high, CoMP

requires !ocal mfolrmatlon exchange among ne'g.hbonqgansmissions can not mitigate all the strong interference

base stations Seving the same user, which is flexible W\Rﬂ’]iCh results in some strong residual interferences/Ir, [20

respect to network.S|ze and topology. . it was shown that orthogonal transmission is Pareto optimal
2) A novel procedure is proposed to compute the primal ORsr strong interference Gaussian channels. Thereforajsbes

timum solution of the local power allocation SUIOprOble”\lvith strong mutual interference should be scheduled to com-

Which is simpler than that proposed [0]19]. o unicate over orthogonal channels via frequency (or time)
3) We rigorously analyze the convergence and optimality gf

th d distributed algorithm for th I vision multiple access, while geographically separateers
he proposed distributed algonithm for the power alloCag;, \yeak mutual interference are allowed to share the same
tion problem. The bounds of the step-size parameters

_ dRannel resource. This scheduling task belongs to the type
ensure convergence are derived.

4) We show that the step-size parameters of this algorith%tl timetabling problem, which is a classic problem in the

are determined by only local user access relationship (i.€.11he channel coefficients are only utilized locally to solke tocal power
the number of users served by each antenna), but do aiakcation subproblem.

j/ \1/ rely on channel coefficieftsTherefore, the convergence

\r : Antenna

f- : Mobile User

This paper investigates the distributed power allocati
problem for a downlink DAS with many antennas and mal

1) A distributed power allocation algorithm is proposed t
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computer science literature with many practical algorgshnmDAS:

[211, [22]. N

After selecting proper antennas for COMP transmission and max Z wy log, [ 1+ Z PrnVikn ©)
scheduling the users, there are only weak interferencdsein t Prn =1 KER(n)
network. We consider a slow fading wireless environment. Le . <P k=19 K
hir, be the complex coefficient of the wireless channel from St Z Pkn = Tk, K=1,2,..., 1%,
the kth antenna to thexth user andp, be the transmission neU(k)
power of thekth antenna for serving theth user. The data Pen >0, k=1,2,..., K, n € U(k),
rate of COMP transmission to theth user is given by wherew, > 0 is the weight of thenth user’'s data rate and

9 Py is the maximal allowable transmission power of tki
ke r(n) |Mtkn|"Prn antenna
Cn - 1Og2 1+ 2 2 ’ (1) . ’ . . . .
0%+ > (kmyer(n) [Ponl*Pem This problem is a convex optimization problem, which can

be solved by standard centralized convex optimization-algo

where I(n) is the set of source antenna and serving Us@fhms such as the interior point methad[24]. However, ¢hes
pair which may interfere theith user, or more specifically, centralized algorithms are hard to be fulfiled in largetsca
(k,m) € I(n) represents that the-th source antenna servingpas, due to the heavy signaling overhead over the backhaul
the m-th user through the same serving channel of #ltie network. In contrast, duality-based optimization techueis
user. [14]-[18] cannot be directly applied to this problem, eithmee-

There are two difficulties for utilizing the data rate fulcti cause they require the objective function to be strictlyczme.
C,, to formulate the power allocation problem: First, it leadgjowever, the objective function if](3) is not strictly comea
to a non-convex optimization problem that is NP-herd| [23With respect to the transmission power variables, sincs it i
for which one may not be able to find a solution that is botfonstant when the value OF 4 r(n) Phnin IS fixed. If the
fast and global optimal even by centralized optimizatione T duality-based optimization techniqués [14]2[16] areizzitl,
design of a distributed optimization algorithm will be everhe decomposed local power allocation subproblem may have
more difficult, if not impossible. In order to reduce the s@o  many locally optimum solutions at some special dual points.
complexity, we need to find an approximate rate function ¢fis quite difficult to recover a global feasible solution ang
C,, that is convex. Second, it can be quite difficult to attaig| the locally optimum solutions. When the dual variables a
the exact expression of the rate functi@. In practice, the ypdated around these dual points, the primal power allocati

number of interfering antennas is usually much larger tha@ariables keep oscillating and hardly converge (seé [18] fo
the number of source antennas. Although the receiver cgjore details).

get an accurate estimation of the channel ggip,|> for
each source antenra € R(n), it may be too demanding |ll. DISTRIBUTED POWERALLOCATION ALGORITHM

to estimate the channel gain from the enormous interfering, ihis section, we propose a power allocation algorithm to

antennas, especially when the powers of the interferengge the problenii3), which is distributed among the base st

signals are weak. On the other hand, estimating the noiggys instead of being centralized over the entire netwohie
key feature of this algorithm is that its step-size paramsete

plus-interference powes? £ o2 + 2 (b m)el(n) |k |2 Pl
is obviously much easier. For these reasons, we considergfoy convergence speed are robust to different channelgfadin
Eoefficients, which makes our algorithm quite conveniemt fo

utilize an upper bound of the noise-plus-interference pow

2 . . 2 . H . . . . . .
o, Which is denoted by .., to derive an approximate y actical implementations. The details are provided in the
rate function. Letyy,, = |hgn| /Ufz,peak denote the normalized following subsections.

channel gain from thé&th antenna to theith user. Then, we

derive a conservative rate function A. Single-layer Distributed Power Allocation Algorithm

~ To circumvent the aforementioned oscillation problem, we
C,=log, [ 1+ Z PrnYin | < Ch. (2) make use of the idea in the proximal point method] [18],
kER(n) which is to add some quadratic terms to the objective functio

and make it strictly concave in the primal variables. We

The key benefit of the conservative rate function is that reformulate the original power allocation problefi (3) as
it is convex and is computable without accurate knowledge of

N

the channel gaifhy,, |* for the enormous interfering antennas

. e . . ! max wy, logs (1 +

which resolves the two difficulties mentioned above. We will Pkn>YUkn nz_:l n 1085 ( ke%(: )pkwkn)

illustrate the rate loss for using this conservative ratecfion N

to formulate the power allocation problem in Section IV. c

P P fon - Y Z -y @
n=1keR(n)

B. Problem Formulation s.t. Z Pin < Py, k=1,2,.... K, (5)

neU (k)

The rest of this paper focuses on the following power
allocation problem to maximize the weighted sum rate of the Pen >0, k=1,2,..,K, neU(k),
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where we have introduced some quadratic auxiliary terms to Update the auxiliary variables by
make the objective function strictly concave with respect t
the transmission power variables. Hetg,, is the auxiliary
variable corresponding t@x,, ¢, > 0 is the parameter of
the quadratic terms. For notational convenience, let us use
the |R(n)| dimensional vectop,, to denote the transmission

where( < g < 1 is the step-size for auxiliary variable
update.

(10)

power variables of the antennas serving #té users, and
the Y, |R(n)| dimensional vectop = [p7,57,-- - ,i%]"
to denote all the transmission power variables. Similang,
define thel R(n)| dimensional vectog,, and thle]lV:1 |R(n)|
dimensional vectory = [71, 42, - ,7%]T as the auxiliary
variable vectors corresponding & andp. It is known that

the optimum value of the objective function il (4) coincide

with that in [3) [18]. In particular, if7* is the optimum solution
to (), thenp = p*, 4 = p* solves [(#).

The standard proximal point method in general has a tw
layer nested optimization structure: the inner layer tieres

optimizing p’ for fixed ¢ by a Lagrangian dual optimization

method, and the outer layer iterations optimizing the darxil

variabley. Such a layered structure is not suitable for on-lin

distributed implementations, because it is difficult to idec

The value of 8 can be chosen arbitrarily 0, 1]. The
choices ofay, to ensure convergence gigorithm A will be
discussed in Sectidn II[IC. We note that while the convecgen
analysis in [[19] apply for the degenerated caseygf = 1,
it is difficult to answer if practical channel coefficiens,,
would have significant impact on the convergence behavior of
%e algorithm. One major contribution of this paper is towgho
that the step-size parameters, to ensure convergence are
irrelevant of y4,, (see Sectiof III-C). Since the convergence
gpeed of iterative optimization algorithms is mainly afézt
by the step-size, the convergence speed of our algorithm is
quite robust to different values ofx,. We will also show
that step-sizes larger than those[of|[19] can be utilizeduin o
@Igorithm to achieve a faster convergence speed.

in a distributed manner when the inner-layer iterationseha. Distributed Implementation of Algorithm A

converged. In the following, we present a modified proximal

point method with a single-layer optimization structuréene

the outer-layer update gfdoes not request that the inner-layeh)

dual updates have converged.
The Lagrangian of the problerh](4) can be written as:

N
LX) =Y wylogy(1+
n=1

keR(n)
K
- Z/\k( Z Prn — Pr)
k=1 neU(k)
- Z Z pkn ykn)27 (6)
n=1keR( n)

where X = A1, Mgy -

following:

Algorithm A: Single-layer Distributed Power Allocation
Algorithm

At the tth iteration,

Step 1: Dual variable update:

—

Let ¥ = ¢(t) and A = A(¢), maximize L(p, A\, y) with
respect top:
p(t) = argmaxz o L7, X(1), #(1)). @

Update the dual variables by

Me(t+1) = D) +ox( Y pen—P)IT, (8)
neU (k)
whereqy, is the step-size of the dual update.

Step 2: Auxiliary variable update: B
Let ¥ = y(t) and\ = A(t+ 1), maximizeL(p, A, i) with
respect top:

Z(t) = argmax . L(7, A(t + 1), 7(t)). 9)

,A\k|T is the vector of dual variables
corresponding to the constraints il (5). Now we are ablemaXL /\
to present our distributed power allocation algorithm as th >0

We proceed to explain how to implemealgorithm A in

a distributed fashion. The Lagrangian maximization protse
and [[9) can be decomposed into many independent local
power allocation subproblems for each user. Specificdily, t
terms of the Lagrangiafl(6) can be reassembled as

N
7T Z wy, logy (1 + Z PknYkn) — Z AkPkn

n=1 k€eR(n) kE€ER(n)
. K
n 2
- Z ?(pkn — Ykn) +];/\kpk-

keR(n)
Therefore, the Lagrangian maximization problefds (7) aid (9
can be rewritten as

(11)

N K
na)\ n A P, 12
2 glg) (B X, ) +I; 1Py, (12)
where
Bn(ﬁnaxagn) :wn10g2(1+ Z pkn’ykn Z )\kpkn
kER(n) kER(n)

Yin)?. (13)

-

Cn (
2 Pkn
kER(n)

Therefore, problemd{7) and](9) can be decomposed into a
series of local power allocation subproblems.

In practice, the resource allocation of a user is carriecabut
a nearby base station. However, the antennas serving this us
may belong to several base stations, as illustrated in[Fig. 1
Therefore, neighboring base stations need to exchange info
mation during the iterations o&lgorithm A . The distributed
implementation procedure ohlgorithm A is described as
follows:

At the tth iteration of Algorithm A, the base station
assigned to thenth user first utilizes the channel quality
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information {yx» } ke r(n) t0 Solve a subproblem ofl(7), givenSubstituting[(211) into[(118), we obtain the optimum solution

by the subprobleni(14) as
(Pin(O ey = axgmasy, 5B (B, X(0), (1)), (14) { Yon + & [ — M), i e Q).
and forwards the power allocation solutiofisy. (t)} ke r(n) 0, if k€ R(n)/QUn).

to nearby base stations controlling the antenhas R(n). , _ , (22
Then, the base station controlling theh antenna utilizes the 2) /A Novel Procedure to DerivE(n): Until now, the left
power allocation solutiongpy, () },.cur(s) to update the dual task is to determin€(n) in the optimum solution td(14). Let

variable) (¢ + 1) according to[(B), and sends(t + 1) to the YS consider the unconstrained problem correspondinigip (14

base station assigned to th¢h user. Next, the base station-€- ~ oo
assigned to theth user solves a subproblem 61 (9), i.e., Pn,0 = argmax B (Dns As Yn)- (23)

—

{260 () } ke r(n) = argmax <o By (Pn, A(t + 1), 7n (1)), Our research indicates that jfy,, o in the solution to [(23)
(15) satisfiegy,,o < 0, then the solution td (14) must satisfy,, =

and utilizes the resultant solutiqn,, (t) } rc r(») to update the 0 (i.e.,k ¢ Q(n)). This statement is expressed in the following
auxiliary variablesyy., (t + 1) according to [[(ID). Therefore, lemma:
Algorithm A can be implemented in a totally distributed
fashion, and it only requires local exchange of the powéemma 1 Suppose thatg(z) is a differentiable concave
allocation solutionpy,,(t) and the dual variable\y(t + 1) function onz € [0,00), and B(p) is defined asB(p) =
among neighboring base stations in each iteration. In@adit 9(>_; Prve) — Yo (akpy + bkpr + c) with a, > 0. If
when the channel power gaip)., changes, each user send$p;} = argmax;~oB(p) and {px,0} = argmax;B(p), then
the updated channel power gain to its assigned base statiar, = 0 for any k satisfyingp,o < 0.

1) Solution to Local Power Allocation Subproblefid).
The optimum solution to[(14) satisfies the following Karust\-/\/ith
Kuhn-Tucker (KKT) conditions[[24]:

Proof: See Appendix A. [ |
Lemmall, we are able to compute the optimum choice
of Q(n). The detailed procedure is given as follows:

0Bn _ Wn Y o P-1. Initialization: SetQ(n) = R(n).
Oprn 0 2(L 4+ ke gy PhnVien) P-2. Computes,, andpy,, according to[(2l1) and(22), respec-
=0, if pgn > 0; tively.
— Cn(pin —y;m){ <0 if poy =0, "FE R(n)- p.3 if py, > 0 for all k € Q(n), outputQ(n) and exit;
(16) otherwise, sef}(,y = {k|prn > 0,k € R(n)} and return
Define toP-2
Q(n) = {k € R(n)|pn > 0} (17)  Remark 1:Lemmall allows us to rule out all the elements

k with pr, < 0 from Q(n) in one iteration. Therefore, the
as the set of antennas serving ttth user with positive power. proposed procedure can converge much faster than the method
Hence,pr, = 0 for all & € R(n)/Q(n). If Q(n) is known, proposed in[[19],[[25], which is to eliminate only one elernen

the KKT conditions in[(Ib) indicate k with the smallest negative,,, in each iteration. Our method
WnVkn significantly reduces the number of iterations to comgute)
1 L Cn(pkn - ylm) =0, dd ; ; d
n2(1+ Zkeﬂ(n) DinYkn) and does not require sorting procedure{pf., }.

vV keQn). (18) _
C. Convergence Analysis

By cobnd_uctmg a weighted summation of the equation&ih (18), |, this subsection, we obtain the bounds on the step-sizes
we obtain an equation of, ., PknVikn, 1-€., o to ensure convergence. First, we need some notations
Zke(l( )wn%% and definitions to simplify the expressions of our theoggtic
— E Ak — E analysis. Let us consider the function
In 2(1 + Zkeg(n) pkn'}/kn) Ykn Ak Cn YknPkn Yy

keQ(n) keQ(n) .
f(—*) _ Zﬁ;l W, 10g2(1 + ZkGR(n) pkn/ykn)a if Pkn > Oa
+en Y Venlkn =0 (19) 7 —o0, otherwise
keQ(n) (24)

which has incorporated the power constrgiht> 0 in the
definition. The analysis of this subsection applies to any
objective functionf(p) in the form of X" fn. (3", PrnVin)
Cn82 4 (Cn + fn)Sn + fn — Y = 0, (20) with f,.(-) being a concave function. With (P4), the Lagrangian
(6) can be rewritten as

Let us defines, 2 Y ke(n) PenVkn, then [I8) can be
reformulated as

wherey, = 3= cqm) WnVin/ 102, tin = 3 peoim) Yin (M — 1
¢nYkn)- The roots,, of the quadratic equatioﬁlZO) is given by L(p, \, 7 = f( —ﬁTETX—i(ﬁ—g)TV(ﬁ—g')—i—XTﬁ, (25)

1
Sn = H[_(Cn + pin) + v/ (€n + pn)? = 4en(iin —70)l- whereE is aK><Z§.V:1 |R(;)| dimensional matrix with binary
(21) elements representing the relationship between the aamdenn
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and their transmit power variables, i.e., if théh antenna is Theorem 1 If the objective functionf(p) is in the form of
selected to serve theth user, one of th¢R(n)| elements on > f, (3", pPrnvkn) With f,,(-) being a concave function, and
the kth row and the(zy;ll |Rj)[+1)thto the(3"7_, [R(;|)th  the step-sizey; satisfies

columns is 1; otherwise, all of thed&(n)| elements are O.

Moreover, it satisfies ap <

X Rl X where|U (k)| is the number of users served by #th antenna,
Z Eri = |UK)], V1, ZEM =1, Yk (26) the proposed distributed power allocatigdigorithm A will
= k=1 converge to a stationary poir{t/*, X*) of the algorithm, and

because théth antenna serve#/ (k)| users and each trans-p* = ¢ is an optimum solution.

mit power variable belongs to only one antenda.is a
Zjv LRG| % Zjv 1 |R¢;| diagonal matrix with diagonal
elementxn representing the parameters of the quadratic terms.
R = [Py, Py, ..., Pk]T represents the vector of maximal
transmission power of the antennas. Therefore, the Lagrang
maximization problemg{7) an@l(9) can be expressed as

2ming,ecu(k)} Cn

Uk (36)

The proof of Theorerhll relies on the following key result:

Lemma 2 Let (71, A1) and (7, X2) be two maximizers of the
Lagrangian (259) for fixed auxiliary variabley, i.e., p1 =

argmaxL(p,y,)\l) and po, = argmaxL(p,y,/\g), and

7(t) = argmax . L(5, \(¢), (1)), (27)
©) pL (D), 910) (" ,/\*) is a stationary point ofAlgorithm A, then
and
~ — — —nk T /> —nk
Z(t) = argmax; L(F, At + 1), (1)), (28) [Vf (p1) = V@) (B2 =)
respectively. Letd be aK x K diagonal matrix with diagonal < 5 (/\2 - /\1) EV'ET (Xz - Xl) ; (37)

elementsy;, representing the step size for dual update. Bet

be aZj.V:l |Rejl XZ;\; |R(;| diagonal matrix with diagonal whereV f(p1) and v f () are defined inf32) and (33)

elementsj representing the step size for auxiliary update.  Proof: See Appendix B. u
Then, the dual updaté](8) and auxiliary upddte (9) can Rgith Lemmal2, we are able to prove Theorem 1. The details
rephrased as are relegated to Appendix C. Some remarks about Theorem 1
v Y VN are provided as follows:
At +1) = MO + ABRE) — BT (29) Remark 2:If we choosea; = w then the
and step-size parameters, do not rely on ti1e channel coeffi-
gyt +1) =g(t) + B(Z(t) — ¥(t)). (30) cientsyy,. On the contrary, they are only determined by the

number of users served by tléh antenna, i.e U (k)|. Since
the convergence speed of iterative optimization algorithisn
mainly affected by the step-size, the convergence speedrof o
algorithm is quite robust to different values of,,.

Remark 3:lt is worthwhile to note that the channel fading

We also need to define the stationary pointAdforithm
A.

Definition 1 A point (gj*,X*) is a stationary point ofAlgo-

rithm A , if coefficientsyy,, is involved in f(p) on the left hand side of
§* = argmax L(p, X*, i), (31) (B2, by not in the right hand side of (37). This is the key
P reason that the bound on the step-sizein Theorem[1 is
Ej* —R<0, X* >0, (32) irrelevant tovyy,.
N @ (B — R) =0, (33) Remark 4:In [19, Lemma 3], the authors proved that

where i ® i/ represents the Hadamard (elementwise) produf¥ f (71)—V.f(77)]" (Po—7") < ()\1—/\2)TEV TET (X =X2),
of two vectorst and i/ with the same dimension. (38)

for the degenerated case 9f, = 1. One can see thaf (38)
18 looser than the inequality_(B7) in Lemrfih 2. Moreover, in
[19, Proposition 4], the authors only proved the convergenc

Let us further consider a Lagrangian maximization proble
p = argmaxy L(p, A, ¢). The KKT conditions suggest that
there must exist a subgradiewtf () of f(-) satisfying

of their algorithm for the step-sizes; = %
V(D) — ETX — V(p—17) = 0. (34) which are smaller than the step-sizes of our algorithm, i.e.

_ 2ming,eu)} Cn

Similarly. let (7. %) d . int éflaorith ap = 3[R . Therefore, our algorithm can achieve a
imilarly, let (5%, A*) denote a stationary point @figorithm faster speed of convergence than thaf of [19]. Some nunherica
A, then we can get froni_ (81) that

results will be provided in the next section to illustratésth
V(7)) — ETX* =0. (35) Remark 5:Theorent ]l provides a sufficient condition for the
convergence dAlgorithm A | for all the system circumstances.
Now we are ready to introduce the main result of this papgicording to our simulation experiences, there exist some
in the fO”OWing theorem, i.e., the SuffiCient Condition ftbte circumstances that |arger Step_sizes than thosd]f (36) can
convergence oAlgorithm A . also obtain an optimum solution to problef (3). However, it
is difficult to prove that such weaker conditions ensure the
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convergence ofAlgorithm A uniformly for all the system

circumstances. ..® - upper bound R
Remark 6:If the channel gains change before convergeni 5[ —O—rér'giosed algorithm 3
as in the slow fading environment, the resultant power allt o

IS
T
I

cation solution may not be optimum. HowevAigorithm A

is able to track the changes of the slow fading environme
to some extent. For example, suppose that the channel g¢
change after the algorithm has reached a near optimum sc
tion. We can still use the dual variable and auxiliary valeaif
the last iteration as the initial state of the subsequerdtitns.
As long as the changes of channel gains are small, the d
variable and auxiliary variable of the last iteration is et .
from the optimum solution, and the number of iterations fc
convergence is much smaller than using a random initiaé sta

Per-user throughput (Mbps)
N
T
®
L

0 i i i i i
0 5 10 15 20 25 3C

Antenna TX power P(dBm)

IV. NUMERICAL SIMULATIONS

. . . . ig. 2. Simulation results of per-user throughput versaagmission power
In this section, we present some simulation results ¢, n — 7.

demonstrate the efficiency of the proposed power allocation
algorithm. We consider a downlink DAS with 7 cells. Each cell
is equipped with 7 distributed antennas, including 1 arden(EPA) strategy, where each antenna allocates its transmiss
locating at the center of the cell and 6 remote antennpewer equally to serve its users.
distributed near the boundary of the cell. Similar with ly.  Figure [2 illustrates the simulation results of per-user
the locations of these 49 antennas form a hexagonal lattiteroughput versus transmission powerfor different power
The minimal distance between two neighboring antennasalocation strategies, where each cell has 10 users.
D = 1000 meters. The users are distributed uniformly in Figure[3 presents the simulation results of per-user threug
the entire network area, with the extra constraint that tiit versus the number of users per call/7, where the
distance from a user to a nearest antenna is no smaller ti@msmission poweP = 20 dBm. One can observe that the
10 meters. The wireless channel coefficients are composeddsgposed power allocation strategy has a small gap from the
three components: large-scale path loss, shadowing, aalét shperformance upper bound, especially when the transmission
scale Rayleigh fading. The path loss and shadowing are-detgower P is small. However, the simple equal power allocation
mined by the SCM model for Urban Macro environmehts [26kcheme has a lower throughput. The performance of equal
Specifically, the path loss is given By = 34.5+35log,,(d), power allocation is poor, because the wireless links from
whered is the distance in meters between the user and tti#ferent antennas to one user have quite different channel
antenna. The shadowing component satisfies a log-normehlity. The base station should spend more power on the
distribution with zero mean and a standard deviation of 8rong wireless links, instead of using the same power for
dB. For downlink CoMP transmissions, each user is served Bifferent wireless links. Through careful user schedulamgi
|R(n)| = 3 antennas, which are selected based on large-scaédting reasonable threshold of noise amplification, the pr
channel path loss. The maximal transmission power of eagbsed algorithm can achieve performance approaching to tha
antenna is assumed to be the same, Pe= P. The data rate of the ideal non-interference scenario. Therefore, thegsed
weights are chosen as, = 1. Two users are allowed to bepower allocation strategy plays an essential role to redte
scheduled on the same channel, if they are served by differbanefits of downlink CoMP transmissions in DAS.
antennas. The bandwidth of each receiver is 1MHz, and theFigurel4 illustrates the evolutions of the dual optimaligpg
noise figure of each receiver is 5 dB. The conservative noisg-the proposed power allocation algorithm and the distetu
plus-interference power? ., is chosen to be 5 dB greateroptimization algorithm of[[19] fotV' = 175 and > = 30dBm,
than the noise power. Therefore the noise-plus-intenfare where the dual optimality gap is given y(p(t), NORO
power at each receiver g, ., = —174+60+5+5= —104 f(y). The parameters of our distributed power allocation
dBm. We utilizeC,, in (@) to formulate the power allocationalgorithm are chosen as, = 3, ay = 2mingneva) Cn - gng
problem [(B). After the power allocation solution is derived3 = 1. The parameters of the algorithm Cﬁ[lg] are given
we substitute it into the original rate functiod,, in (@) to by ¢, = 3, ap = % (see Remark 3, and
compute the achievable data rate. All the simulation resuft = 1. Since the step-sizes of our proposed power allocation
are obtained by averaging over 1000 system realizations. algorithm are larger than the reference algorithmin [18]; o
We compare our proposed power allocation strategy fafgorithm exhibits a faster convergence speed. We note that
problem [[3) with the following 2 reference strategies: Thstfi this is the convergence speed when the algorithm is cold
strategy considers the optimal power allocation for domknli started. In practice, since the channel condition variealg|
CoMP transmissions witimo interference, which provides athe power allocation solution from the previous run of the
performance upper bound of the practical scenarios with ialgorithm is an excellent initial state for warm-startirtget
terference. The second one is a simple equal power allocatagorithm. By this, the algorithm generally converges much
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@ upper bound

35T, —@— proposed algorithm

APPENDIXA
PROOF OFLEMMA 1

T, —e—EPA Since g(z) is a concave function ofx, B(p) =
z e 9>k prvk) — Do (akp} + brpr + i) is also concave with
= R respect tgp. The KKT conditions indicate
Sal et OB
I~ T : o =0, (A1)
2 3 Pk Pr=Pk,0
52
= and
B =0 if pp >0,
15l ) g_ { P (A.2)
(2 P— <0 if pr=0.

I
15
Num of user per cell N/7

20

25

By taking the weighted summation of the partial derivations

oB
op’
Fig. 3. Simulation results of per-user throughput versesrthmber of users

we obtain

per cell N/7 for P = 20dBm. Vi 8B b Ve
Z o Zpk’Yk Z——Z 2pk’7k+—)
ag pk
(A.3)
Our algorith — TR R i
T qumein || Lets =5, o, @) and T imply
2 b
g(5)Y Tk 9 ST (A.4)
o ] o Ok Ok
g
£ I Fors* =3, pive, (B2) and [AB) suggest
: ] g U gy > bk (A.5)
. PR PR
\\ 1 Comparing[(A.%) and (Al5), we derive that
‘\
I I ~~\ 72
0 100 200 300 400 500 600 700 [g/(S) - )] Z ko 2(5 - S*) > 0. (A-6)
Iteration number % Q.
Fig. 4. Convergence of our proposed algorithm and the atguorin [19] If s —s* £0 then
for N = 175 and P = 25dBm. '
o [9'5) —9'(s*) \~ i
faster. (s =57 [W Xk: ar 2| 20 (A1

V. CONCLUSIONS

We have proposed a distributed power allocation algorith
for downlink CoMP transmissions in DAS. We considere
an approximate power allocation problem with a non- s;nctLI_
concave objective function, which makes traditional dyali

Su

Since g(x) is a concave functlonM < 0. Further,
Q&'/ the positivity ofax, we haves — s* < 0.

ppose there exists sorhesuch thapy, o < 0 andpj, > 0.

hen, [A) and[{AR) imply

based optimization techniques not applicable for this |gmb OB OB

We have resolved this non-strict concavity issue by adding Don = o =0, (A.8)
some quadratic terms to make the objective function syrictl Pk Ipi=pi..0 Ph I p=p;

concave, and developed a distributed algorithm to solve th(_ﬁlch further suggests

power allocation problem. A key merit of this algor|thm

is that its convergence speed is robust to different values 1 . . L

of the channel coefficients. Its implementation only reesir ~ Pk0 = 5 [veg'(s) = bi], pr = an (kg (s™) — bi] -
local information exchange among neighboring base station (A.9)

serving the same user. The convergence and optimality Sihce s — s*

this algorithm has been established rigorously. Our sitiaria ¢'(s)

results have revealed that significant throughput impramm the assumption o o < 0 andpj

can be realized by this power allocation algorithm. i =

< 0 andg(x) is a concave function, we have
> ¢'(s*). Thereforep; < pxo, Which contradicts with
> 0. Therefore, ifp; o <0,
0.
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APPENDIX B Therefore
PROOF OFLEMMA [Z] 1
We need to use the fact that(p) is in the form of @n,10n,2 = 4c,, ke%(: )( k1 k2) (B.9)

> Fn(Ok PrnYkn ), Wheref,, (+) is a concave function. Equa- "

tion (34) can be also written as The statement of Lemnid 2 follows by substituting {B.9) into

B.6).
an( Z pkn’ykn)ﬂ)/kn_)\k_cn(pkn_ykn) = O, Vk € R(n),
keR(n)
(B.1) APPENDIXC

PROOF OFTHEOREMI]
where Vf,(-) is the subgradient of,(-). By conducting a

: ) ) ) Let us define the norm of dual and auxiliary variables:
weighted summation of the equations [n (B.1), we obtain

IXlla = X"ATX, | gllv = 5"V, |§lsv = §"B7'Vi
keR(n) keR(n) kER(n) Suppose thaty™, \*) is a stationary point oflgorithm A,
Z Do Vim + o Z Yenvin = 0. (B.2) we will shozv that thf Lyapimov function
keER(n) KER(n) v(F(t), A(t)) = [A(#) = A" la + () = §" v (C.1)

Let us define(i = 1,2) is non-increasing in iteration number
Qn,j = vfn( Z pkn,i%’cn) - vfn( Z yZn’Ykn)a(Bs) In [IE]' it was shown that

heRin) AR (it + 1), At + 1) — v(i(t), A(¢)
= ;pkn,i'ykn - zk:y?én%n. (B.4) < XE+1) = Xt)|a
Then, [B2) indicates + Xt +1) = XE)TEVIET(X(t +1) — X(t))
— [lg(t) = p(O)[lv
ot S et A S e
= Z (A1 — Me2)Vkns k € R(n). (B.5) Invoking Lemmd®, we have
reRt) , V() = V(G (5(t) - 77)
Then, the formula on the left hand side &f1(37) can be 1 . .
written as Sz(/\(t +1) = X)TEVIET(X(t+1) — X(t). (C.3)
Vi) — VEGT Zan 1bno.  (B.6)  Substituting[[CB) into[{CI2), we obtain

w((t + 1), X(t + 1)) = w(@(), A(¢)
< = (Xt +1) = X)) CAE + 1) = X(t) = 15(0) = 5(¢)llv,

Since f,,(-) is a concave function, we obtaln

an,lbn,l S 07 an,an,Q S 0. (B7) (C4)
Cnbn
Hence,— <= —7. 2 0. whereC = A=t — 3EV-1ET. If C is non-negative definite,
Then then the Lyapunov function(g(t), A(t)) is non-increasing
, ) Cnbn1 in iteration numbert. Then, we can prove thai™, \*) is
Up, 10n,2 - I i I i
an,lzkeR(n) 2 a stationary point ofAlgorithm A by using the standard

Lyapunov drift arguments i {19, Prop. 4]. According to the
I Cnbn,1 b standard duality theory, ifg™, \*) is a stationary point of
ot Ykerm) Yen ) 2 Algorithm A, thenp* = * provides a solution td{3).

b Finally, we need to show that is a non-negative definite
=|ans — 0"7"2 matrix, if (36) is true. LetZ be any vector ofK dimensions,
2 keR(n) Vin according to[(Z2B), we have

3

Ab1 — Ap2)Ven
ZkeR(n)( k1~ Ak,2) Wk “lz 5;ETE\/*1ET5

bno (b
2 keR(n) Vien ] 2 (Y B

ﬂTA 1=
) K 3 N
- —cnbn,z‘i'bn,z ZkeR(n)()\k,l—/\k,z)’Ykn (by an,zbn,z < O) _ Z a/:lxz _ 5 Z Z c;lzci
lg

B > ke R(n) Vin n=1keR(n)

2
{Z’“ER(") At = )\k’r‘))%”} = 3 Z Z e ta?

(by completing the squaye — 2 & ! Tt

Aen 3 ker(n) Vin
1

K
2 3
SI E (A1 — Ak2)? (by Cauchy-Schwajz (B.8) _ Z (akl - Z 051) 22, (C.5)

" keR(n)
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By (38), we can obtain

< 2ming,ey (k) Cn
3|U (k)|
This further suggests

(C.6)

Qg

0 > SIU(k) (c.7)

3 ~1
LY

neU (k)
Substituting [CJ7) into [{CI5), we obtain that" A—'% —
3T EV-ETZ > 0 for anyZ. Therefore( is a non-negative
definite matrix.

max cgl >
neU(k)
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