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Abstract—In this paper, we contribute to the theoretical
understanding, the design, and the performance evaluatiorof
multi-source multi—relay network—coded cooperative divesity
protocols. These protocols are useful to counteract the sptal
inefficiency of repetition—based cooperation. We provide aen-
eral analytical framework for analysis and design of wireless
networks using the Demodulate—and—Forward (DemF) protodo
with binary Network Coding (NC) at the relays and Cooperative
Maximal Ratio Combining (C—MRC) at the destination. Our
system model encompasses an arbitrary number of relays whic
offer two cooperation levels: i) full-cooperative relays which
postpone the transmission of their own data frames to help th
transmission of the sources via DemF relaying and binary NC;
and ii) partial-cooperative relayswhich exploit NC to transmit
their own data frames along with the packets received from te
sources. The relays can apply NC on different subsets of satgs,
which is shown to provide the sources with unequal diversity
orders. Guidelines to choose the packets to be combinede.,
the network code, to achieve the desired diversity order are
given. Our study shows that partial-cooperative relays proide
no contribution to the diversity order of the sources. Theoketical
findings and design guidelines are validated through extemse
Monte Carlo simulations.

Index Terms— Cooperative Diversity, Relaying, Network Cod-
ing, Cooperative Maximal Ratio Combining, Performance Andy-
sis, Diversity Analysis, Unequal Error Protection Network Codes.

I. INTRODUCTION

network nodes (usually known as relays) willing to help
the sources [2]. Early transmission protocols for coopezat
diversity were mainly based on the repetition coding ppiei
with transmissions over orthogonal channels [3], [4]. Tremm
limitation of these protocols is that the diversity gain asm
at the cost of low spectral efficiency. Motivated by these
considerations, during the last few years many solutiong ha
been proposed to overcome, at least in part, the throughput
reduction of repetition—based orthogonal relaying protec
Some examples are distributed space—time coded prot&@jpls [
non-orthogonal protocols [6], successive relaying profoc
[7], [8], shifted successive relaying protocols [9], twaayw
relay protocols [10], and cognitive cooperation [11]. Adva
tages and disadvantage of these cooperative diversityggoist
are discussed in [2].

More recently, a new family of cooperative diversity pro-
tocols has been introduced to overcome the throughput limi-
tations of repetition—based protocols, while still keeptheir
affordable implementation complexity. They are today know
as network—coded cooperative diversity protocols, as they
exploit the emerging concept of Network Coding (NC) [12] for
a better diversity and throughput tradeoff [13]. Some exXasp
where the achievable diversity of network—coded coopegrati
diversity protocols is studied are [14]-[19] for erasurarhel
models and [20]-[23] for error channel models. These papers
have all shown that NC can be especially beneficial to improve

ELAYING and distributed cooperation have recentlyhe spectral efficiency of multi-user cooperative netwprks
emerged as potential candidate technologies for mampere the available relays must simultaneously serve many
future wireless applications and standards [1]. Fundaahenihdependent sources. For example: i) in [14] and [16], it
design objective of these systems is to maximally proteist shown that NC—aided cooperative protocols are useful to
the transmission of some network nodes (usually known agercome the accurate frequency and timing synchronizatio
sources) while minimizing: i) the extra bandwidth demandeequirements of distributed space—time coded protocglIs) i
to accomplish this protection; and ii) the resources of tH{&7], it is shown that network—coded cooperation provides a
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better diversity—multiplexing tradeoff than distributegace—
time coded, repetition—based, and selection relayingopois;
iii) in [20] and [22], it is shown that NC can reduce the number
of channel uses from2Ng to Ng + 1 in multiple—access
single relay networks withVg sources, while still achieving
second-order diversity for every source; and iv) in [23]sit
shown that, in a multi-source multi-relay network setug, th
network code can be adequately chosen to provide each source
a different diversity order, and, thus, a different robeswto
multipath fading. A comprehensive state—of-the—art suofe
advantages and disadvantages of these protocols is deailab
in [23].

Motivated by these potential advantages of network—coded
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cooperative diversity protocols against repetition—dasmsop- dedicated network elements. Finally, the destination dosh
erative diversity protocols, in the present paper we cbute all the packets received from sources and relays by using
to the theoretical understanding and the design of multire®® a generalized Cooperative Maximal Ratio Combining (C—
multi—relay cooperative networks with generic binary N@anMRC) receiver [22], [24], which accounts for both the DemF
non-identically distributed fading over all the wirelessk. In  relaying protocol and the binary encoding vectors usedat th
our system modelNg sources are assumed to broadcast, relays. For analytical tractability, it is assumed thatrses
orthogonal time—slots, their data to the availablg relays and relays use binary modulatione. Binary Phase Shift
and to the single destination. The relays first demodulateying (BPSK). Even though this assumption might seem
and then perform NC on the estimated data by applyimgstrictive, it is worth mentioning that BPSK modulation is
a Demodulate—and—Forward (DemF) relaying protocol [244urrently used in many wireless standards, such as WiMax
[25]. More specifically, NC is applied to all received packet(Worldwide Interoperability for Microwave Access) and LTE
regardless of correct or incorrect data demodulation ferriong Term Evolution) for control channels. Furthermore,
channel model). Each relay can apply a different binary dncdt is commonly used for first analytical investigations of
ing vector to the received packets, thus being able to apfly Nery complex communication systems. The generalization of
only on the packets received from a subset of sources. In thathematical framework and analytical diversity assessihoe
present paper, it is shown that this degree of freedom esabt®n—binary modulations and non—binary encoding vectors is
the sources to achieve unequal diversity orders, which ceamrrently under investigation. Some comments are provided
be useful for application to heterogenous networks [26] atlkroughout the manuscript. Some preliminary Monte Carlo
green communications [27]. From our analytical frameworkjmulation results are available in [31]. Furthermore erdc
guidelines for the design of network codes to allow eadimulation results including channel coding are availahle
source to achieve the desired distributed diversity order §32]-[35]. In particular, recent results in [35] have shothiat
derived. channel coding does not contribute to the diversity order of
Two classes of relay nodes are considered in the prest sources if the channel is assumed to be quasi—static over
paper: full-cooperativeand partial-cooperativerelays. The all the wireless links.
relays in the first class are willing to help the sources by de-The main findings of our analysis can be summarized as
laying the transmission of their own data frames. Theseyseldollows: i) the diversity order of each source is given by the
demodulate the packets received from the sources and tlseparation vector [36] of the distributed network code, and
apply binary NC on a subset of received packets. The reldyreear block codes with Unequal Error Protection (UEP) prop
in the second class are willing to relaying the packets vecki erties [37] can be used as network codes even in the presence
from the sources if and only if the transmission of their dataf demodulation errors at the relays; ii) only full-coopem
frames is not delayed. To this end, these relays demodtlate telays contribute to the diversity order of the sources. bn t
packets received from the sources and then apply binary M@er hand, partial-cooperative relays contribute netiln¢he
on both a subset of these received packets and the first packeérsity order nor to the coding gain of the sources, irre-
available in their own buffer. Thus, full-cooperative geda spective of the binary encoding vectors; iii) properly desid
transmit only redundant bits, while partial-cooperatigkays (deterministic) binary network codes provide greater diitg
transmit, on the same channel use, redundant bits and raaers than random binary network codes, which achieve
information packets. As a consequence, partial-cooperatonly first—order diversity; iv) the C—MRC receiver provides
relays entail no reduction of the network rate. The inveditgm error performance very close to the Maximum-Likelihood
of how these two classes of relays contribute to the diwersifML) optimum receiver, but with reduced signal processing
order of each source is motivated by the recent results domplexity; v) the C-MRC receiver with BPSK modulation
[28] and [29], where partial-cooperative relays are shown is shown to satisfy the so—called uniform error property][38
be useful to avoid dedicated resources to forward only téhich greatly simplifies the analysis of the error perforean
packets of the sources, as well as to reduce the transmissao the design of binary network codes with UEP properties;
delay of their own data frames. However, in [29] the impa&ind vi) compared with repetition—based cooperative ratpyi
of partial-cooperative relays on the achievable diversitthe network—coded cooperative diversity protocols are showvn t
sources is not explicitly investigated. Furthermore, dudg achieve a larger range of diversity orders for the same numbe
is motivated by [12] and [30], where, to achieve the networdf total channel uses.
capacity, all network nodes are assumed to encode the datkinally, we emphasize that compared with state—of-the-
available in their buffers with the incoming data transedtt art papers, which investigate the design and the analysis of
from other nodes. However, [12] and [30] focus their atimti network—coded cooperative diversity protocols under aarer
on the solvability of the NC problem, and, on the other handhannel model [20]-[23], the novelty and contributions v t
diversity is not investigated. Finally, we mention that theta present paper are as follows: i) in [20]-[22], the analysis i
frames available in the buffers of the partial-cooperatilays restricted to a single relay node that combines the pacKets o
can be the data frames received, in proceeding time—slaili,the sources. In the present paper, we consider an agbitra
from other (than theVg of the cooperative network) sourcesnumber of relays, each of them using a different encoding
Understanding how the partial-cooperative relays couteib vector to selectively applying NC on the packets received
to the diversity order of theNg sources is important to from the sources according to the desired diversity order. |
understand whether they can help these sources withouj bedarticular, the system model in [20], [22] can provide only



IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS 3

second—order diversity, while our system model guarardeesuffer. Thus, full-cooperative relays transmit only redant
larger range of diversity orders for each source. Furtheemodata packets (parity bits), while partial-cooperativeaysl
two classes of relays are considered, and their role on tin@nsmit redundant and new data packets. Among he
end-to—end diversity is discussed; and ii) in [23], a défer relays, N5¢ and NEF¢ act as full- and partial-cooperative
and sub-optimal demodulator is investigated, as well ag omelays, respectively, withV ;¢ + NE¢ = Np. The sets of full-
full-cooperative relays are considered. In the presenepapand partial-cooperative relays are denoted\y” and NV E <,
we show that the C-MRC receiver not only provides betteespectively. It is worth noticing that in our system modued t
performance than the demodulator in [23], but it also needslays do not listen, in the relaying phase, to the trandoniss
lower signal processing complexity. of other relays. In other words, relay—to-relay transrissi
The remainder of the present paper is organized as follovese neglected in our protocol, and, thus, in our performance
In Section[], system model, transmission protocol, and Gind diversity analysis. This makes our communication palto
MRC receiver are introduced. In Sectibnl lll, the error pesub—optimal. In fact, the parity bits transmitted by theaysl
formance of network—coded cooperative diversity protecomay be exploited by other relays to provide better estimates
is studied, and an asymptotically—tight analytical framoewv the data transmitted from the sources. This option is, hewev
is developed. In Sectiopn 1V, the diversity order is studiedeyond the scope of this paper and its analysis is postponed
and guidelines for network code design are given. Furtheo future research.
more, the role played by full- and partial-cooperativeygla Let @gc) =1- 213%0) be the BPSK-modulated signal
is discussed. In Sectidn]V, numerical results are shown #Qnsmitted fromR, in time—slot Ty ,,, and 3%\10) be the

substantiate our analytical derivation and findings. Bnal qatwork—coded bit estimated a,. This latter’ coded bit

Sectio concludes this paper. , ' o o -
iv) pap is defined asbgc) = gisqb(S]fq) @ gszqug}fQ) B ...
7 (Rq) L .
Il. SYSTEM MODEL AND TRANSMISSION PROTOCOL 95ng ROy © 9R,R,OR,, Where: ()& denotes exclusive OR
A multi-source multi-relay network wittNs sources §; (XOR) operations; ii)g = [gisq,gsmq, e ,gsNSRq} is

fort =1,2,...,Ng), Ng relays @, for ¢ = 1,2,..., Ng), thel x Ng binary encoding vector ak, [12], with gs,r, €
and a single destination’)) is considered. Transmissions of{0, 1}; iii) br, is the data available in the buffer aR,;
sources and relays occur in orthogonal time-slots. In timend ) gr.r, = 0 if R, € NEC, while 9r,r, = 1 if
slot T3, the sourceS; broadcasts its data packetidand to R, € N }pf ¢. Full-cooperative relays are allowed to transmit
the Ny relays. This transmission (broadcast) phase |145fs their own data packets in the first available time-slot at the
time—slots. The signals received &, and D are ys,r, = end of the cooperation (broadcast—plus—relaying) phasehw
VEs,hs,r,xs, +ns,r, andys,p = \/Es,hs,prs, +ns,p, lasts Ng + Ng time-slots. Thus, the signal received &t
respectively, where: iys, = 1 — 2bs, is the BPSK-modulated is yr,p = /EthRqugc) + ngr,p, Where Er_ is the
signal transmitted bySy; ii) bs, € {0,1} is the bit emitted transmitted energy per bit d®,,.
by S;, iii) Es, is the transmitted energy per bit ¢f; iv) In our system model, Channel State Information (CSI) is
hxy is the fading coefficient from nod& to nodeY’, which available at the receiver but not at the transmitter. Thus,
is a circular symmetric complex Gaussian Random Variabde uniform energy allocation scheme at the sources and at
(RV) with zero mean and varianeg, . /2 per real dimension the relays is assumed. In formulaBs, = FE,, for t =
(Rayleigh fading). Independent but non—identically distted 1,2,...,Ng, Eg, = E,, if R, € N{¢, andEg, = E,,/2
(i.n.i.d.) fading is considered; and v)xy is the complex if R, € NEC for ¢ = 1,2,..., Ng. This energy allocation
Additive White Gaussian Noise (AWGN) at the input of nodgcheme takes into account that full-cooperative relayst mus
Y and related to the transmission from nadeThe AWGN is  split their available energy to help the sources and to tniins
independent and identically distributed (i.i.d.) with aenean their own data at the end of the cooperation phase.
and varianceV, /2 per real dimension.

Upon reception ofys,r, in time-slot 7;, the relay R,

applies ML—optimum demodulation: A. Diversity Combining at the Destination
. - Upon reception of all signalgs,p and yr p in time—
(Ry) _ : 2 , Y5, L R,
bg,” = argmin {‘ysth —V Es,hs,r, (1 - 2bSt)‘ } slotsT; andT'n 4, respectively,D jointly estimates the data

bs. 0.1} L transmitted from the sources and thg“ relays. The data of

the NEC relays is transmitted at the end of the cooperation
_Slotphase,i.e., from time—slotT x4 n,+1. Since the data of the

full-cooperative relays is independent of the data tratisrhi

Tng+q, @ data packet t&. This transmission (relaying) phas ! . :
lasts N g time—slots. Two classes of relays are considefitdt: eby _the sources _and by the part|al—cooper§1t|ve_ relays, i bean
estimated individually, without loss of optimality, by ngi a

cooperativeand partial-cooperativerelays. Full-cooperative . . -
relays transmit a linear combination of the data packe‘i?gmc’dl.Jlator S|m|la_r to[{l)._ Demodulation of fuII—cooparat
Slfi\ys is not considered in the present paper, as it can be

received from a subset of sources and delay the transmis ? . - (D) (D)
of their own data packets. Partial-cooperative relaysstrana ound( 1|Dr1c)textbooks [39]. Leb_S aAnd)b R belxNgand
linear combination of the data packets received from a subde< Vg~ vectors whose entries abé? fort=1,2,...,Ns

of sources and the first available data packet in their ovamdl;g) for R, € N}(%PC) andg =1,2,..., Ng, respectively.

whereégffq} denotes the estimate 6f, at R,.
After Ng time—slots R, takes turn transmitting, in time
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AML) (63763) = ﬁ exp (_ ’yStD B VT&};VS;D (1 - 253f) 2)
t=1

A [ch) ( oo 4 /Frghren (1~ ZBQL‘”)‘Q) (P e ( brao /PRl 25%0))’2)]
q=1

No No

©)

NC 5 . .
PI(:{,q ) — pr {gSIquSI ©g5yReb5y @ - D YSy ReOSN, B IRGROR, 7 951 ReOS1 © 9S2R DS, @ - B gy RebSN GBHRqquRq}

(@) - . A
= Pr {gisqbs1 B9S2 R.05; @ -+ B Sy RSNy 7 9S1ReDS1 B IS2R U5, @ - B g5y qusNS}

”3, {gsqu (\/@) ﬁ [1 ~29s.R,@ (\/ 2757‘&1)] } < gs:gstR"Q (V 275”2‘1)
t=1 =1

4

r=t+1

More specifically'”’ andb'’”’ denote the estimates & of

the information bitspg andbg, actually transmitted from the ‘ Ns =2 Ns=3
Ng sources and th&/ ¢ relays. The vectorbs andby have o _ 03
similar definition ash;”) andb”), respectively. By assuming £ g 02
an ML—optimum diversity combiner, they can be computed a: . HH** N 01 H%
0 ’I‘ X% x x x x % x x x
(D) (D " " _ _
{b(s )abge )} = argmax {A(ML) (bsva)} 0057510 15 20 25 30 0057510 15 20 25 30
bs,€{0,1}, t=1,2,...,Ns E,,/N, [dB] E, N, [dB]
bry€{0,1}, RyeN{ 05 0.7
PC (2) 0.4 Ns =4 0.6 Ns =5
where bgs and bR are 1 x Ng and 1 x N( ) vectors 03 e
whose entries arést and bR respectively, and\(ML () 2 o2 2 o3 ]
is shown in [[B) at the top of this page, Whe&)@qC = 0.1 HJ[ o2 H%
~ ~ ~ ~ (NC) 0 {‘%*Xxxxxxxx | %% XX X X XX X X
951R, 051 D95, R,05, D . Dgsn R, bsng DIR,R,OR, O N 0055 10 15 20 25 30 008 0 5 10 *15 20 25 30
9sir,bs, @ gs,r,bs, © ... D gsy R,OSng D 9R,R,OR, IS E_/N, [dB] E, /N, [dB]

the network—coded bits aR, in the absence of demod-
(NC ~(NC NO)\
ulation errors, andP R, ) = ( )5&17( 'L is the Fig. 1. Mean and standard deviation of the error functionf@h Getup:
probability that R, forwards a wrong “network—coded bit to) JIsiRg = 1 for ¢ = 1,2,..., Ng; and ii) channel fading is i.i.d. with
D, which is shown in[[4) at the top of this page, where™:r, =1 fort =12, N,
) vs.r, = \hSth| (Es,/Np) is an exponential RV with
parameterys,r, = agth (Es,/Np) and probability den-
sity function frs,n, (g) = (1/3s.r,) exp (—&/7s.r,); 1) the SNR oft_he point-to—point equivalent channekat v.4r,
= (1/v2n) [ exp (~1%/2) dt is the Q—function; iii) ©&" be obtained as:

= follows because the data of the partial-cooperative relays ng Q (\/m)
tR tilq

are not affected by demodulation errors; Pe% follows from t=1
[23, Proposition 1]; and v§z holds for high Signal-to—Noise— (ﬁ) max {Q( /29§1R VSR )} (5)
Ratio (SNR), where[["%, | [1 - 2¢s,7,Q (\/2Vs,Rr,)] — T t=1.2,..,Ns thtq 1ot
1. . 1
= 2  min
Even though ML-optimum, the diversity combiner [ (3) @ (\/ =120 N {gstRﬂSth})

is computationally complex. Thus, similar to [22] and [24], (@)
low—complexity diversity combiners are needed. We considehere: i) > holds because the Q—function is a non—negative

a low—complexity diversity combiner that is best known agnction; and ||)— holds because the Q—function is monoton-

C-MRC [24], and provide the main steps of its derivation fag.iv decreasin Thus, frorﬁ' (NC) /5~ ). we ob-
the specific transmission protocol under analysis. Acoay ti y g @ ( %qR")’

[2(4 Section 11-B], the C-MRC can be derived by regardm@“”%fﬂ% = Mil=12,. Ny {gstR 7S: Rq } which is an expo-
NQC) —1
PRq in (@) as the error probability of an equivalent pomt hential RV with parametef, s, = (Zt:sl 9S.R ﬁgthq

to—point, rather than multipoint—to—point, channel wi We note thathth — oo if gs,m, = 0. This implies that
at its input andb (NC) NC)

at its output. In formulasPy ) ~ bs, is not network—coded at relai,, and, thus, the related
SN gsir,Q (1/275%) ~ Q (\/2Veqr, ) where%qRq is demodulation error probability has no impact i (5).
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~ 2 B 2
N Jys.p = VEsihsio (1=20s,)| " N Jyn,p — /B (1- 2507
(C-MRC) (1 . R — i ot q a "fiq q
A (bs7 bR) Z N + Z AR, g 8)
t=1 por
PEP (¢ = &/h) = Pr { ACMRY) (g Br) < ACTMRO) (b bp) b = Pr{ AR (¢,) < 0| n}
2NrR 1
@ Pr { ACNRO) (¢ ) 0‘ 5m,h} Pr{ &y h} o
m=0
2"r—1 §+j00 (C—MRC) (. =
1 E —sA ) 5mah
P [ [ e s
m=0 27T.] d—joo S
57(7;)1() - {Bgc) = bgc)‘ m = 20/L0 + 21;“ +...+ 2NR71‘LLNR71 and pig—1 =0forg=1,2,.. '7NR} 10

57(7?01() = {E%\ZC) # b%\ic)‘ m = 20/10 + 21/,L1 + ...+ 2NR71/,LNR71 and Hg—1 = 1 for q= 1,27 - .,NR}

The accuracy of the bound ifl(5) is studied in Fify. 1 as dll. AsSYMPTOTIC END—-TO—END ERROR PERFORMANCE
function of Ng and SNR. In particular, Fig]1 shows mean and oF C-MRC

standard deviation of the error function defined as follows: . .
In this section, the end—to—end error performance of the C—

Ns . . . . .
B MRC in (8) is studied. The analytical development comprises
Error = ZgSquQ(V 273'13“1) two steps: i) first, the Average Pairwise Error Probability
= (6) (APEP) is introduced and computed in Secfion TlI-A; and ii)
-Q (\/2 __min {gsthﬂSthD >0 then, the Average Bit Error Probability (ABEP) of the data
=12, Ns transmitted from the sources and the partial-cooperatieg's

is estimated in Sectidn 1114B and in Sectibn 1MI-C, respeely.
Figure[1 clearly shows thaf](5) is increasing tight with
the SNR, and, thus, it is useful for high—SNR analysis), ) o »
to study the diversity order. Furthermore, we note that, A& Computation of the Average Pairwise Error Probability
expected, the accuracy of the bound decreases with the mumbg et ¢ — |pg , bg,, -,bsNS,bgC)ab(NC) "'vngC)J‘ be

. . . Ry
of network—coded sources. The error function fég = 1 is the actual bits transmitted from th¥s sources anth o

not shown as it would be equal to zero. relays, ance — le,l;sz, - .’BSNS’Bgc)jgc)’ o ,IS%\Q
By using the same arguments as in [24, Section II-C], tfR€¢ the hypothesis iri{8). Codewordsand¢ are1 x (Ns +
C-MRC with binary NC at the relays is: Ng) binary vectors, and their entngs arg and Cp .for
p = 1,2,...,Ng + Ni. The APEP is the probability of
{B(SD), B%D)} = argmin {A(C*MRC) (BS,BR)} detectingé in lieu of ¢ under the assumption that they are the
bs, €{0,1}, t=1,2,...,Ns only two codewords possibly being transmitted. In formulas
br,€{0,1}, RyeN APEP (c — &) = E, {PEP (¢ — & h)}, where: i) Ex {-}

. ] ) is the expectation operator computed over the RV ii)
with A(C~MRE) (+,-) shown in (8) at the top of this page.y, js a short—hand that denotes all channel gains; and iii)
where ;‘Rq = min {Yeqr,: V8,0 }/¥r,0, 8N Ym0 = pgp (c — €| h) is the PEP conditioned upon channel fading.
\hr,p|” (ERr,/No) is an exponential RV with parameterFrom [8), PEP (¢ — & h) is given in [3) at the top of this
YrR,D = Oh.,p Egr,/No). In what follows, we use the page, where: DA(C-MRO) (¢ &) = A(C-MRO) (BS,BR) _
notationzs, = 1 —2bs, andzgr, = 1 — 2b§§qc). AC=MRO) (b br): i) Em, With m = 2000 + 21y + ... +

) o _ o 2Nr=ly N1 and pg_1 € {0,1} for ¢ = 1,2,...,Ng,

It is worth noticing that the C-MRC in[8) is differentyengteg the joint event that{the };elays with indesuch that
from and Ies_s computationally complex _than the two-ste ), = 0 transmit correct bitsj.e., B%\IC) _ b%\IC), and
demodulator in [23, Eq. (6)]. In Sectign V, it is shown thaeththe relays with index; such thaty, , —"1 transmit wrong
C-MRC in [8) also outperforms the two—step demodulator 'nl,[S e HINC) ” pNO) |n formulqas £ — glok) | glnok)
[23, Eq. (6)]. Furthermore, the C-MRC inl(8) is similar to the ' " "Fa L m ?) m m
diversity combiner in [22, Eq. (4)]. The difference is th8) ( shown in [ID) at the top of this page; iiéL: follows from
accounts for arbitrary binary encoding vectors, and, teash the total probability theorem by taking into account &&=
relay can apply NC on a different subset of packets receivediependent demodulation everfis, at the Ny relays; iv)
from the sources. j = +/—1 is the imaginary unit; vh is a short—-hand to denote
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Jff(l—Péf“) ﬁ(l—zgsth (m)) it m=0

q—l q=1
Pr{&n|h} = H P NC) ql:[ (E 9s.r, @ (\/275:R, if m=2Nr -1
NR NS
~ H1 <1— ZlgsthQ(\/%StR )> X H <ZlgSthQ(\/2’Ysth)) if 0<m<2Vr—1
;qu,le u —1=1
(11)
Ns Nr
ACTMEE) (¢8|, h) = 3 (45,02, + 4y/Fs,pds, Re {ns,p}) + > Ar, (41r,0d5" +4y/7R,5dr,Re {nk,p | )
-1 -1
t q 12)
Ns
Maw©-uro) (8]¢,8,En,h) = H [exp (—475tpdg~ts) exp (475th§32)}
t=1
; (13)
X H [exp (—4/\Rq7Rqug§)s) exp (4/\%q7Rqu%qsz)]
g=1

all AWGNSs atD; and V|) Y follows from the inverse Laplace shown in [18) at the top of the next page. Frdm] (15)(17),
transform [40, Eq. (5)] withs defined in [40, Sec. 2]. Lo (c,&) = (2m5) 7" [2T7%° Maemo) (8¢, & Em) s~ lds
From [@) and the independence of the demodulation oiff-@4) can be Computeé by using either the residues theorem
comes at the relayr { &,/ h} in (@0) is explicitly given Via the computation of the positive poles M ac-wxe) ()
in (LI) shown at the top of this page. Froml (8) antft0. Eq. (6)] or the Gauss—Chebyshev quadrature rule vith
some algebraA(C—MRC) (¢ &/ &,,,h) in (@) can be sim- being chosen equal to one—half of the smallest real parteof th
p|lfled as shown in[{12) at the top of this page, where: [Jon—negative poles ok c-uno) (+|-) [39, Sec. 9B.2], [40,
Re{-} is the real part operator; iiy (-) denotes the phaseEd- (10)]. The residues theorem is to be preferred for simple
of a complex number; iii)(-)* is the complex conjugate Ne€twork topologies (with one or two relays) and specific

operator; V) 7%, — (ngtplhst )/\/]vo and anD — network codes that result in expressions\dfx «c-amrcy (] )
with simple poles. In this case, the integral expression of

(”EqDlhR D)/V : V) ds, = bs, —bs, € {~1,0,1} Z(+;-) in (I7) is more convenient to be used compared to

and dr, = b(NC) b(NC) € {—1,0,1}; and vi) dj, (m) — its closed—form expression. The reason is that closed—form
B%NC)dRq _ b%\fc) b(NC) € {0,1}if g1 =0 andd m) expressions of,, (-,-) can be obtaine_d by firs_t applying the
A(l\?c) (NC) _,(0NC) residues theorem and then computing the integralid (17).
br, 'dr, = — ’qu —bpg, ‘ €{-1,0}if pg—1 =1. An example is given in Appendixlil, where it is shown that
From [12), Ma@e-mro) (5], & Em,h) — our framework coincides with [22, Eq. (32)] for single—rela
E, {exp (—sA(C*MR@(c,aEm,h))} in @) reduces network—coded cooperative networks with encoding vector
to (I3), shown at the top of this page, by using the identi§r, = [1,1,...,1]. Another example is available in [41,
Eyn {exp (—KRe {1y })} = exp (K2/4) [40, Eq. (19)]. Table 1] for one—source two-relay networks. On the other

Finally, by inserting[[2B) in[{9), the APEP can be re— _writtef@nd, the Gauss—Chebyshev quadrature rule is an efficient

as shown in[{14) at the top of the next page, whet, single—integral numerical method that can be used for gener
and 5, are short-hands to denote all channels from ihetwork topologies and binary encoding vectors. Its aagura

Ng sources to theNy relays, and from theV relays to and convergence speed dep(_end&)_rwhich,_ from [39, Sec.
D, respectively. For high-SNFE, (-, -) andg (s| ¢, &, En) = 9B.2], [40, Eqg. (10)] and by direct inspection &f{18), can be
[12% G, (sl c.&,&y) can be computed in closed—form a&hosen as follows:

shown in AppendiXll. The final result is: 1/2 if m=0
- Nr .
Fo (] ¢,€) ~ [47s,ps (1 — s)] " 1Psebs:l (15) 1/2 if m#0 and Y ‘bg@ - bg@‘ —0
5= =L
andg, (+|-,-,-) andZ (-;-) are given in[(16) and(17), respec- “q;,; ( o)
a . 7(NC NC

tively, at the top of the next page, ar(mf follows form [39, 1/8 if m#0 and q; ‘qu — b, ‘ 70
Eq. (5A.9)]. ha=1 19

From [I5)-IV) M s c-ure) (- -) in (I4) can be written as
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_ Ns
MA(C—MR,C) (S| C,é,gm) = Eh {MA(C—MRC) (S| C,E,Em,h) Pr{5m| h}} = H ]:t (S| C,é) X g (S| C,E,Em)
t=1

2Nr 1

2wy Jo—joo s

APEP(c—8) = X (5 [{1 Macmmalietin) g)
m=0

(14)
Fi(sle,€) =By, {exp (—4vs,0d%, s) exp (4vs,0d%,5%) }
c pE (m) 2 2 2
G(slc,€.8m) =Efyopvnn} ]:[ [exp (—4AquRquRq s) exp (4/\Rq73quRqs )} x Pr{&n|vsr}
-1 -1 -1 |5%NC)—Z’§%NC)
G, (s|c,& Em) ~ [(4%4&5) + (4R, 05 (1= 8))  — (49eqr,)  Z(sipg—1 = O)} S if pg-1=0
q » T &m ) - 7(NC) _; (NC)
(4ﬁeqRq) ' [Z (83 pg—1 = 1)]‘qu iy ‘ it pg—1=1
(16)
4 ) = (2s)7" [1 —4/(1 +4$)1} if g1y 1 = 0and s > — (1/4)
Z(s;pg-1) = ;/ (279 +4(=1)1? s) do = i -
0 sin” (6) —(2s)” {1— (1—4s) ] if pg—1 =1lands<1/4
(17)
Ns Nr -
- P _ (NO)_,(NO)
Maene (s]e.& &) ] Wisoos (1 = )] Pl T (4eqm,) ™ 12 s g = 1) 2
t=1 q=1, pg—1=1
Ng . . . |55?NC)_b§?NC)
X H {(4%q3qs) + (49r, 05 (1 = 5)) = (HYeqr,) L (sipg—1 = O)} ! !
q=1, pg—1=0
(18)

B. Computation of the Average Bit Error Probability of thdoss of generality, the zero codeworice., ¢ = 0, can be

Sources

assumed to be transmitted. As described in [38], the uniform

From [13) and[{T8), the ABEP of the sources can be coffyror property does not depend only on the linearity of the

puted by applying the Union—-Bound method [39, Sec. 13.1.
Letb = [bg, bg] andb = [BS,BR} bel x
binary vectors defined according to Sect
assuming equiprobable transmitted bits, the ABERSpfs:

ABEPY® < 27 (V) SOS 0  APEP (¢ - @)

etwork code, but it also depends on the code, the modulation
EONT_SI‘F N}(%pc)) the demodulator, and the fading channel. The validity of
the uniform error property for our system model can be
I-A. Then, By oved by direct inspection of {1L8). More specifically, for a
given pair(c, ¢), (18) uniquely depends on: i) the number of
distinct binary digits betweer and c¢; and ii) the position
where these binary digits are different. The latter propert

b b originates from the considered arbitrary network topology
@ ZEStAPEP (0 —¢©) and the i.n.i.d assumption of channel fading. L&t (c,¢) =
- {plley —cpl =, ®cp, =0, p=1,2,...,Ns + Nr}  and
(20) Jp(c,c)={p|lép —cp| = D, =1, p=1,2,...,Ns + Ng}
~ be the sets ofNp and Ns + Nr — Np positions where
where |dg,| = ‘bst - bst’ € {0,1}, which is introduced in ¢ and ¢ are equal and different, respectively. By direct

(12), takes into account that a wrong decoded codewaad, inspection and under the assumption of linear network
¢ # ¢, does not necessarily result in a bit eriige,, bs, # bg,, codes, it can be verified thaf (c,¢) = J(0,c®c) and

for S;.

J (c,&) = J(0,e®c) for every pair(c,c). Furthermore,

The equality in | which greatly reduces the computationaf"C€ the network code is assumed to be linéar; ¢ still

complexity,

(@)

deserves some comments and a proof. First Rglongs to the codebook. This allows us to affirm that the
communication system under analysis satisfies the uniform

all, = holds for communication systems that satisfy the so— (a) .
; i, i error property and, thuss in (20) can be used to compute
called uniform error property [38],e., the error probability is property ' 7 p

independent of the transmitted codeword, and, thus, withd}® ABEP of the sources.
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Q((]PC) — {E| Z;Rq = CNg+q @ (gSIqu)Sl b gS2qu~)52 b... @gSNSqu;SNS) =1, R; € NI(%PC)’ "y (é) _ 1} (22)

R,e50%)
- (/wgf>(e)+w7({ )(6)+card (55,;“"‘)))
MA(C—MRC) (8]0,&,Em) = MA(C—MRC) (8| €,Em) = (Em/No) U (s|€Em)
£,£(n0K)
)<6> N

Ng - way _
W (518, = 51— 9] O T (axsod,p) " x =97 (1= -7 I (2e)" o

t=1 q=1
Hg—1=1

Ng FINC)

X H |:<40'quqs>71 + <4Xng%qu(1 - 3)>71 - (4‘7qu41>71 (28)71 (1 N m)} b

C. Computation of the Average Bit Error Probability of theyhere (é) is proved in AppendiXTll by using the residues
Partial-Cooperative Relays theorem to computé (14).
From [23), the ABEP of the partial-cooperative relays can

_ -1 _ -1 (UB)
With arguments similar td (20) and using the uniform errd}€ bounded aiyr,p)  + (Pear,) < ABEPR,” <

property, the ABEP ofR, € N is: Srs (495,0) "+ (49R,p) "+ (49eqr,) g Thuls, two con-
(UB) _ _ clusions can be drawn: ABEP%B) > (49gr,p)  for every
ABEPRq < ZquAPEP (0—¢) network topology, network codes, and fading channels.&inc
b 21) ABEP, ~ (4:quD)71 is the high—SNR approximation of the
~ Z APEP (0 — ) error probability of a single-hop transmission fray to D
seQ(PO [39], it follows that the partial-cooperative relays urgeil

o performance loss, compared to single—hop transmissioichwh
where{" is de}‘\ifnetjtlvianZIZ) shown at the top of this pages the price they pay for helping the sources; and ii) this
and wy (€) = ijj "¢, is the Hamming weight o. performance loss decreases for good source—to—relay elsann
More specifically2") is the set of possible codewords withsince in this casey_ i, — 0, while it increases with the
unit Hamming weight andz = 1 for R, € NIgPC) The Nnumber of sources that are network—coded at the relay. In
q N . . . . . .
reason why only codewords with unit Hamming weight argectiorlIV-A and in Section IV-D, we investigate whethessthi
considered is that the diversity order of partial-coopeeat Performance loss is offset by a better diversity order and/o
relays is equal to one. Even though this is intuitive from th@eding gain for the sources.
working operation of our transmission protocol, a formalqdr
of the diversity order of partia—cooperative relays istpoged V- DIVERSITY ANALYSIS AND NETWORK CODE DESIGN
to Sectio 1V-C. The objective of this section is threefold: i) to study the
By construction, the s P contains. at the most thig diversity order of sources and partial-cooperative rel@ys
codewordss(t) — [’O Oql 0 0] fort — 1.9 N o provide design criteria for binary network codes suctt,tha
where only thet—tk; eniry’ i:c, ’non’—zero, and fhé co’deworaq addition to having a solvable NC pro_b'e_”?’ the diversity
&@ = [0,---,0,1,0,...,0] where only the Ns +¢)—th entry order of each source can be as§|gn.ed |nd_|_\_/|dually (unequal
is non—zero. It is worth noticing that® is always present in error robustness to multipath fading); and iii) to summeariz
relevant performance trends that can be inferred from our

QP while the presence @ fort = 1,2, ..., Ng depends : L )
0; the codeboolfi) e., the network code. To accoSunt ?or this analytlcal framework. A byproduct of our diversity analysi

we introduce the indicator variab? for ¢ = 1,2, .... Ns, is a simplified expression of the ABEP of the sources.

such that® = 1if ¢® is in the codebook ang®) = 0 if &) _ o
is not in the codebook. Accordingly_{21) can be re—written & Achievable Diversity Order

follows: We introduce the notatiortls, = xs,E, and Er, =
Ng Xr, Em. With the equal energy allocation policy described in
ABEPY” <3 ¢WAPEP (o = a<t>) Section[D, we havexs, = 1, xz, = 1 if R, € N7,
=1 and xgr, = 1/2 if R, € J\/}gc). By assumingc = 0
+ APEP (0—>6(Q)) according to the uniform error property in Sectibn TlI-B,
(23) M e (+]+)in simplified to shown at the top of
(@) s A
a _ . . _ _ —1 .
~ Z{“(t) (495,p) " this page, where: iy? , = (fol gsthXstszq) i)
t=1

B . B . w;_[S) (&) = S7%, bs, is the Hamming weight of the systematic
+ [(47RqD) + (#9eqr,) } bits of ¢, i.e, the bits transmitted from the sources; iii)
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a (ok) (nok)
Ga @ Em) Ll @) + i) (@) + (w?(f’gm )

(€)+w

c (nok)
Ga (&) L ming {G4 (& En)} = ming,. {w§f> @)+ wil” (@) + m&f’gm ) (e)} = wlf

_(R.ELpR) ()

_(R,g{me)

() (&) + 1wy,

wt?) (€) + wy,

" (©) "
@

(©)
(5)

(€) +wy? (€)
(25)

ABER™) ~ ABEREY = (5, /)

>

E), EstZI, wH(E):SV(St) m=0

2NR 1

>

((m’)‘l /5 51:0

\Il(s|é,5m)s_1ds> (27)

RERD) N ~(NC RERM)
w?(_[ )(c) = Zq:Ri,pq,lzobg%q ) and w?(_[ ) ¢) =
Zé\g =1 b%\rc) are the Hamming weights of the parity

s L
bits of ¢, i.e., the'bits transmitted from the relays forwarding &

correct and an in(cor)rect network—(cc;ded bit, respectivdio,
R) - R,gmeR)) R,ELCWY Ngr 7(NC) -
wff? (@) = wi ) @) 4l ) (@) = S Y is

the Hamming weights of all parity bits; and igrd (57(5’ ok)

is the cardinality of&(ﬁ’“’k), i.e., the number of relays that

transmit an incorrect network—coded bit.

In summary, from[(Z6) two main conclusions can be drawn:
i) the C-MRC in [8) provides nod& with a diversity order
qual toSV®; and ii) by properly choosing the codebook
and, thus, the network code, each node can achieve a differen
diversity order, which provides it with a different robuess to
multipath fading and flexibility for improved energy efficiey
[27]. In Section[IV-C, we provide guidelines to design the
network code such that the sources can achieve the desired
diversity order.

From ([23), it follows that the diversity order of theg simplified Average Bit Error Probability of the Sources

APEP linked to M c-mro) (¢]€,&,,) depends oné and

Em, and it is equal to G4 (¢, &n) = w§f> (e +
(R75'Er?k)) ~ (nok)

wy, (€) +card (Em

G;Z), of nodeZ = <S5, R, GNI%I:C) is determined by

the APEP with the smallest decaying exponent, we ha

G;Z) ming ¢, {Gd (€,Em)| bz = 1}. The conditioning

The analysis of the diversity order in Section TV-A allows
us to simplify the ABEP in[{20). In fact, for networks with

) [42]. Since the diversity order, a large number of sources and partial-cooperative relays th

number of codewords can be very large, which results in the
computation of many APEPs. Since, for high—-SNR, the ABEP

) is dominated by the APEPs with decaying exponent
SV(59) | then [20) can be simplified to{R7) shown at the top of

uponby = 1 originates from[(20) and{21), which show thathis page, where only the codewords resulting in a bit ewor f

the APEP( co)ntributes to the ABEP #@fif and( or)1|y if by, = 1.
nok nok
Let o) (@) = card (579?"1") ~ ) (@) be the
(nok)
complement oqu(f’gm )(é). Then, G4 (+,-) simplifies to

(25) shown at the top of t(his))page, where(: (%
nok LR _(R.EGex
from card (&(n )) = w"(rt ?({ )

follows
() +w (€); ii)
© follows from wgf) (€) = &R’E”(:OH) (©) + wq(jg;;m) (€);
iii) in (:c), the minimum is computed only with respectdg,
for a fixed codeword; and iv) @ follows from the fact that

(REEWY) . _
> (€) > 0 by definition. Thus, from[(25):

G = méin{Gd @) bz = 1}

— i (S)
= min { Wy

(R)

@) + w'! (a)‘ by — 1}

“rin {wy @)y =1} 2 sV
c

(26)

where: i)@ originates from the definition of Hamming weight

of ¢, i.e, wy (€) = wg_f) ©) + wgf) (¢); and ii) © follows

the sources,e. bg, = 1, and providing the smallest decaying
exponent with the SNR,e,, SV are retained.

C. Network Code Design for Cooperative Diversity

In Section[1V-4, it is proved that sources and partial—
cooperative relays achieve a diversity order equal to the
separation vector of the codebook (network code). Thisltresu
is relevant from thesystem analysipoint of view. In this
section, we look into two importastystem desigissues: i) to
construct the network code such that the sources have &desir
separation vector; and ii) to understand which relays dountts
to the diversity order of the sources. The first design probte
relevant because a bigger separation vector could be askign
to sources either subject to deeper fading conditions oingav
less residual energy [26], [27]. The second design problem
is important because nodes that contribute to the diversity
order of none of the sources provide a marginal contribution
to their end—to—end performance, and, thus, they may be
excluded from the relaying phase to reduce the cooperation
overhead. In our implementation, this decision is madenduri
the initialization phase, before actual data transmisséonl,

from [43, Def. 1] withsv (@ denoting the so—called separatiorthus, these excluded nodes will be allowed to transmit the da

vector (SV) of Z. Let a codeboolC = {¢}, SV is the

available in their own buffers in the next available timetsl

minimum Hamming weight among the codewords of th®lore specifically, three situations can arise for these apde

codebook withby, = 1.

i) they will act as sources and will transmit their data to the
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destination; ii) they will act as sources and will ask othedes and [43, Eq. (4)], the following considerations for the desi
to act as relays on their behalf for performance improvemenf the network code can be drawn:

and iii) they will act as relays for other sources for which
they can effectively contribute to their performance. Asda

this latter case is concerned, a possible scenario is asv&ll . L (NC)

To better understand, we anticipate that partial—coo'pveratl'ne‘;’jIr cgmrt:lnatéc_)n yulatlds tg&é@%{ I)urrfm O;H | '.]!ntf? ther
relays do not contribute to the diversity order of the som,rce\t’\rllor T ! ﬁ{(l\l]\gr_& ); or (T d Id ant only If N LE
while full-cooperative relays do contribute. Accordinglgme column o 'S linearly dependent on no fewer than

. . . — (St) _ (NC) ;
partial-cooperative relays may agree to act as full-caagjwer "¢t — SV 1 columns of H [36, Lemma 4]. This

relays for other sources, from which they may have receiv%&owdes a clear criterion to choose the encoding vectors of

S i . — ' FC) j
special incentives for cooperation. In other words, thay®l the full-cooperative relays, and, thus, the maé n

may decide their level of cooperation depending on the smlr@) a_nd_[IZQ). . . (PC)
that ask for cooperation. e Similar to the sources, the diversity order®f € N,

i (Rq) _ (Rg) _ ;
Since the diversity order coincides with the separation ve:(z a(;fin m_befzf cqu ;nlfscgﬁa\?c;r 1;}(‘)’;2??}5;?33 |gn tl)sng:% N
tor of the codebook, it follows that it is uniquely determihe u u w ; inatl

by the generator matrixG(N®), of the network code. Note yields the(Ng + ¢)-th column of HN®), Since the(Ng +

e . . , _ (NC) j - (PC)
that this is not true, in general, for the coding gain [42f/)~th column of HI™™ is zero forg —(Rl)’Qv"'v](\;R) o I
In fact, it also depends on the demodulation errors at tf@llows thatncygy, = 0 and, thus,G;;™*" = SV7 = 1

relays and the fading channels. In particulgHN® is an for all partial-cooperative relays. This confirms the asily

(NS + NI(%PC) x (Ns + Ng) matrix such that = bGN9. in SchtioriE. it foll that th fial i |
By direct inspection of the transmission protocol in Sattio * From [29), it follows that the partial-cooperative relays

: do not contribute to the diversity order of the sources. bt,fa
(NC) ( ;
0 G can be constructed as the block matrix as foIIowsH(NC) is independent of the encoding vectdrs,, the matrix

[ TN xNs G(ro) GO ] G(P%) in (28). Only the full-cooperative relays contribute to

e The diversity order ofS, is G&S') =SV — e, + 1,
wherenc; is the least number of columns #NC) whose

NC) _
G! ~— 10 the diversity order of the sources, and, by properly chapsin

the encoding vectors inG(©), the range of achievable

G diversity orders ofS; is 1 < SV < N9 1136, Lemma
t = = R ’

Oy rer ngre 5.

(28) ¢ In addition to the analytical derivation, it is interesting
to provide intuition about the result that partial-coopiesa
relays do not contribute to the diversity order of the sosirce
For simplicity, let us assume that there are no decoding®rro
(PC) - ] T (FO) _at j[h_e relaysi(e., the_SNR_ of_ the source—to—r_elgy links goes to
Ry € Ny, is the encoding vectag, ; and V)G is the jnfinity). As far as diversity is concerned, this is the bestse
Ng x NI(%FC) matrix whoseg—th column forR, ngc) is scenario. If the diversity order is equal to one in this case,
the encoding vectog?, . In (28), it is implicitly assumed that then it will be equal to one for every SNR of the source-
partial-cooperative relays transmit in time—sldts, ., for to-relays links. However, this no longer holds if the divigrs
g=1,2,.. .,N}(%PC[ while full-cooperative relays transmit inOrder is greater t_han one, since decoding errors at thesrelay
time—slotsT i, 4, for ¢ = NI(%PC)—H, NI(%PC)_i_?’ ... Ng.This may reduce the dlvers_lty ord_er. To start with, let us condiade
assumption is retained only for simplicity of writing. Ind  SIMPlest case study with a single source and a single refegy. T
the performance does not change with the transmission orfg/?y acts as partial-cooperative, and, thus, it netwarées
of the relays if the channels are quasi—static during thelevhd€ Pit received from the source with its own bit. Accordingl

cooperation phasé,e., for Ng + Ny time—slots. By direct the codewords of the codebook are: 00", “01", “10", "11"
inspection of [[2B), we notice thaB ™ is in row—echelon where the first bit is sent by the source and the second bit is

. R ON . _ the XOR of the bits of source and relay. It is apparent that the
form. The _|dent|ty ('1[?5_ is obtained by applying elementarycodebook contains all the possible codewords, and, thes, th
row operations t&'"" in order to get a reduced row—echelon 5 ming distance of the information bits can only be equal to
form. one. More in general, if all the relays are partial-coopegat

From [36, Lemma 4] and [43, Eq. (4)], it is known thaj e, the network rate is equal to one, the intuitive reason why
the separation vector && () can be directly inferred from partial-cooperative relays do not contribute to the divgrst

I 0
N D xNs  INFORNGD ENGT O N

—~
s}
=

[I<Ns+zvgc>>x<zvs+wsc>>

where: i) I,,«,, IS ann x n identity matrix; ii) 0;x, iS an
I x n all-zero matrix; iii) g-)T is the transpose operator; iv)
G(FO) is the Ng x N matrix whoseg—th column for

its relatedN}; ) x (Ns + Ng) parity—check matrixdH (M), the sources is that the codebook of the equivalent distribut
From [28), HNY) is: code contains all possible codewords of the universe set. As

HNO) _ (G(FC>)T o I a consequence, the Hamming distance of each information
{ NI NFO  INFDRNED } bit can only be one. If the network rate is less than one,
T ) (29) i.e., some relays are full-cooperative and some others are
where the rows o GI"“))" are the encoding vectors of thepartial-cooperative, then providing an intuitive expliom is
full-cooperative relays. more complicated and the equivalent codebook needs to be
By direct inspection ofHNC), and from [36, Lemma 4] investigated by direct inspection. Our understanding & th
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when a partial-cooperative relay network—codes its own Rigreement with [22] and [23], as well as with intuition.
with the bits received from the sources the net effect is thistathematically speaking, this originates from the factttha
the transmitted network—coded bit no longer acts as a gaitity increasing the number of network—coded sources results in
because of the presence of the information bit of the partiad larger probabilityngC) in (@), of transmitting an incorrect
cooperative relay. On the other hand, the transmitted m&two | .. o rk_coded bit. Thus, the matrGG(Fc))T in (29) should

cc_)ded bit is an actua! information b_'t’ and, thus, the Hangn”}]ot only be designed to provide the desired diversity order,
distance of the equivalent code is reduced compar_ed Wﬁnt its rows should be as sparse as possible in order to
the case _study where all the relays are full-cooperative. %inimize the error accumulation problem at the relays, and,
researchlls currently devoted_to understand_ whgther parti us, to improve the coding gain [42]. In general, the design
cooperative fe'a}’s can_contrlbute t‘? the diversity order @iterion on the diversity order has a more pronounced impac
the sources by increasing the Galois field and/or for som& ihe end—to—end performance. Furthermore, the closed—
modulation orders. We are particularly interested in SYSte o rm expression ofo2 , in (@4) confirms that the error

. . cq
Setups \.N'th network_ rates Iess_ than one. In fact, if aII_ @Ia%ccumulation problem at the relays is inversely propodion
are partial-cooperative the equivalent codebooks maycitten the quality of the sourcetorelay linke., o2 ;. . This result

] + .

Witr:j tlhe. univ%rse ?et forr] mda}ny (’thOiCZS of thanis ﬁe:;; and \vell-known for DemF—based relaying protocols [24], [25]
modulation order. If o, the diversity order of the Sourcés W, it can e considered as a sanity check for our analytical
never be greater than one. derivation

From these considerations, the following design critef@n  ©2) |n Section[IV=G, it is shown thaBVS?) > 1 for
the network code is proposed. Let us consider a network WEt}ery choice Of(G(FC))T in 29). In particular S, enjoys
Ng sources requesting diversity ordéf™ and N full- - S P T

S : q 9 y ordst; R no diversity gain if and only ifSV(°) = 1, which implies
cooperative relays. Partial-cooperative relays can bectegl SV — he, 41 = 1 = ney = 0. This is possible if and
since they do not contribute 1©.°". Then,GFX), j.e, the : ! . T L

ey d - U= A only if the t—th column of (GF?))" is all-zero, which, in

encoding vectors of the full-cooperative relays, can beseho turn, implies thatS; is network—coded by none of the full—

: (FC)
as the generator matrix of a systemati¥s + N ™", Ns)  cooperative relays. This result is expected and agrees with

linear block code with separation yectSN(S') = GY. intition. In fact, if S, is network—coded by none of the
Known techniques for the construction of these codes, a'°ﬂﬂ|—cooperative relays this implies that it is only presém
with the conditions for their existence for a given choicghe direct link, and, thus, the diversity order can only be
of Ns and Ng, are available in the literature [36], [44].equal to one. This sanity check confirms the consistency of
Examples of such systematic codes are listed in [37, Tableghir analytical derivation. In addition, and, more impottgn

for various network topologies and separation vectors. AgnOjt provides an interesting conclusion. It is sufficient ttzat
the possible choices, an important case study is when eqchst one entry of all columns o(fG(FC))T is non—zero

Soe needs the largest separation vedter, SV = guarantee that each source enjoys at least second—order
Np 7+ 1.for t=1,2,...,Ng. This case stgdy CorrESpondEiversity, e, GElSt) — SV(5) > 2. In other words, if each

to the design of the so-called Maximum Distance Separalig,cq i network—coded by at least one full-cooperatiag,re
(MDS) codes [44, Ch. 11], which are known to attain th%en its diversity order is at least equal to two regardldss o

Singleton bound [45]. From [44, Ch. 11_' Corollary _7]’ the specific choice of the network code, which can also be
follows that for Ng¢ > 2, binary modulations, and bmaryrandomly generated

network codes the Singleton bound can be attained only for,
single—relay networks. If more relays are available, namesty have the same encoding vector and that at least two of its

codes should be used to attain the Singleton bound. For a two .« o non—zerde, at least two sources are network—
source two—relay network with binary NC, this result hasrbe%oded. If the encoding vectors are all the same and only one

pr:oyed, ufsmg smul;tlons, T [262)bytr<]:onfrllderr|1ng gllfpb&sl Iof its entries is non—zero, the system reduces to a cooperati
choices otthe encoding vectors. ©n the other hand, Tor&ig, oy 6k without NC. This latter case study is considered in

relay r!etworks the .pOSSib”ity to attain thg Singleton b“bunC6) below. Under these assumptions, the sources that are
for arbitrary Galois fields has been proved in [22]. In fabf; t network—coded have diversity order two, while the sourhas t

ngt_work code used in [2_2] IS an example of the the so—ca_llg e not network—coded have diversity order one. In fact, the
trivial MDS codes described in [44, Ch. 11, Problem 1] with trix (GFONT | @3 h b £ all |
code type(n, n — 1,2) andn = Ng + 1. matrix ( )" in (29) has a number of all-one columns

equal to the sources that are network—coded, and the other
, ) columns are all-zero. The all-zero columns are resporfsible
D. Insights From the Analytical Framework the first—order diversity of the sources that are not network
We close this section by providing some conclusions thagded. On the other hand, the all-one columns, since lipearl
can be drawn from our analytical framework and can help tRpendent, are responsible for the second—order divessity
understanding, the analysis, and the design of networleecodhe network—coded sources.
cooperative networks. C4) Let us consider that thﬁf}(f 9 full-cooperative relays
C1) From the definition ofo—quq in (24), it follows, as network—code the data received from all Tthe sources. This
expected, that the larger the number of network—coded esurcesults in having an all-ones matrpG )" in (239). Ac-
at each relay, the worse the performance. This result is dordingly, its columns are linearly dependent and the diter

C3) Let us assume that thN}LF 9 full-cooperative relays
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2NR -1 S
S (@) w (51870, 65,) 57 ds)
bs, bs, =1, wy (8FO))=sv(5r) m=0
Ns -
- _ . (S) (=(FC) _i
v (s|c<Fc),gm> =[s(1—s) "™ G H (4xs,0%,p) "5t
t=1

SV _gv(St)
ABEPSY) & (Ep /No) SV

R,Egy?()k)) (E(FC)) Ng

X [— (25)71 (1 -/ (1= 48)71” e H (403‘1%)71

FC
a=1, RgeN D, pg_1=1

Nr -1 -1 -1 EEQNC)
x I1 {(40311&1 S) + <4XRqU%{,qDS(1 - S)) - <4quRq> (25)7" (1 -yva +4S)71)} !
q=1, RquI(%FC), pg—1=0
(30)
order of each source @;Sf) =SV =2, that these nodes have on the coding gain of the sources.slo thi

C5) In [22], it is shown that one relay is sufficient for allend, let us consider two network topologies: 1) the first one
network—coded sources to achieve second-order divef$igy. with Ng sources /N }(%F 9 full-cooperative relays, and/ I(f )
diversity analysis in Sectidn IVAC reveals that this enogds = 0 partial-cooperative relays; and 2) the second one Wih
optimum from the diversity point of view. In fact, we havesources, N/ full-cooperative relays, anav'; <) partial-
proved thatl < SV < N9 L1 0f N9 = 1, cooperative relays. In both networks, the full-coopegativ

then1 < SV < 2. In [22], it is proved thatGElSt = relays have the same encoding vectors, while in the second
SV — 2 which is the best achievable diversity withnetwork theN}(%PC) partial-cooperative relays have arbitrary

one full-cooperative relay. Fro3), it follows that multiple encoding vectors. Laf; andC, denote the codebooks of the
relays can be useless, from the diversity point of view, éith two network topologies. In general; # C,. From Section
encoding vectors are all the same since diversity orders [BAC] it is known that, in both networks, the sources have the
greater than two can be achieved. In the presence of multiskeme diversity ordei.e., SV&S') = SVéS') = SV, From
relays, the encoding vectors should be carefully designed(&4), we know that for high—-SNR the ABEP &, depends
order to enjoy the benefits of cooperative diversity. Thegies only on the codeword$; € C; with SVl(St) = wy () =
guidelines provided in Sectidn IV}C are useful to this end. wﬁrf) @) + wi (&) for I = 1,2. For these codewords, the

C6) As mentioned in Sectidi |, network—coded cooperatingnstraimsv?ﬂ — SVéSt) implies wgf) &) = wgf) @)
is a generalization of repetition—based relaying. In patér, .4 wgrLR) &) = wgrLR) (&), which stems from the fact that

the former reduces to the latter if there is onl%/F%r)le NON—2853th codebooks have, by construction, the same systematic
entry in each encoding vect_(gRq for R, € N 7. Thus, bits. In addition, we can writeugf) &) = W BFO) &) +

the frameworks developed in the present pageg, (24), W BPC) @) wherew B-FC) (&) and w(R,PJ}‘(é*) are the

and the diversity analysis in Sectibn IV-A can be applied t&;{\tribu L H ! H !

repetition—based relaying as well. In this case,tith column tions to the Hamming weight related to full- and
P N ying ’ ' partial-cooperative relays, respectively. By constorctii)

of (G(FC))T in (29) has a number of non—zero entries equ%!(R,FC) @) = W BFC (&), since in both networks the
. . H 1 - H 2/

to the fuII—cooperatl\(/St)relays 5*;2} forward th-e data re}m'vfuII—cooperative relays use the same encoding vectors; and
frc:m St- ILet 0= Ng hS lNR d]?note ctihli ”LémberfOf i) w9 (&) = 0, since in the first network there are
relays. Also, since each relay can torwarc the data of opg artial-cooperative relays. In conclusion, the coindtra
and only o;we source, it follows that the firdfg columns (RE(E*) — B (&) implies W BPC) (&) = 0, which

. 1) — 2 2) = ’ ’
of (G9))" are independent of each other and that = inHturn, implies?,{ for these codevaord&gNC) =0 for R, €
NS Thus, G0 = SV = ne, +1 = N 4+ 1. This !
result is in agreement with state—of-the—art diversityl\ais,

J\/}(%PC). In other words, in the second network, the partial—
. . _ cooperative relays do not contribute to the Hamming weight
of repetition—based relaying [24]. However, unlike [24}ro P 4 g g
frameworks provide also an accurate estimate of the codi

of the codewords§?} € Cy. FromV¥ (-] €5, -) in (24), we notice
gain it the relays witth,NC) = 0 do not contribute to the coding
C7) In Section [1II-C, it is proved that the partial—g

ain of the ABEP. Thus, the partial-cooperative relays do no
. ?ntribute to the coding gain of the sources.

cooperative relays undergo a performance loss, compareq£ 0

single—hop transmission, which can be interpreted as tlee pr

n-summary, our analytical study clearly shows that the
they pay for helping the sources. Furthermore, in Selvpamal—cooperatlve rel_ays co_ntnbute to neither the @W?.

. . : : order nor to the coding gain of the sources. In addition,
it is shown that the partial-cooperative relays do not ¢bute these relavs underdo a performance loss due to aoplvin
to the diversity order of the sources. Thus, a fundaments-qu Y g P pplyIng
tion is whether the partial-cooperative relays are usefidl a

NC on the data received from the sources. In conclusion,
whether they should be exploited during the relaying phase

our analysis reveals that only full-cooperative relaysustho
4 L . . . "be used during the relaying phase. This result allows us
answer to this question, it is important to investigate thpact g ying p

to further simplify the computation ofl (-|-,-) in (24)
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and ABEP(SV) in (24). Since the partial-cooperative relaysssumptions of binary modulation and binary NC. The im-
contribute to neither the diversity order nor to the codingact of nhon—binary modulation and non—binary NC on these
gain, they can be completely neglected from the computatioanclusions is currently being investigated by the authors

of ¥(+-,-) and ABEP(SV) Thus, [24) and[{27) simplify

as shown in[(30) at the top of the previous page, Whe||::e Generalization to Non-Binary Modulation and Non-

e(FCO) _ b(NC) b(NC) b(NC)

bsl,bsza-- bsN 1 OR, YR (e ac- Binary Network Code: Thoughts and Conjectures

counts only for sources and full-cooperative refays Ireoth  Diversity analysis and related network code design dis-
words, in the high-SNR the performance of the sources dassed in the previous sections are applicable only to the
determined by the sub—network containing only the sourcegstem setup with binary modulation and binary network
and the full-cooperative relays. The partial-cooperat@ys codes. In the present paper, these assumptions are retaityed
can be neglected regardless of the binary encoding vectfiss analytical tractability and to provide sound proofs abo
they use. the achievable diversity for generic network topologiesl an
Finally, some remarks about the usefulness of partialealistic channel models over all the communications links
cooperative relays are needed. In the present paper, we higvéhis section, we provide some thoughts (or conjectures)
focused our attention on the contribution of these relays &out the impact of the Galois field on the expected diversity
diversity order and coding gain. Our results have clearbrder. The departing point of our thoughts moves from the
shown that these relays have a negligible contribution &utcomes obtained in the binary case. We have shown that if
these performance metrics. However, other papers havenshewproper demodulator at the destination is used, then ctassi
that partial-cooperative relays have many advantageshwhéystematic linear block codes can be used as network codes.
include energy efficiency, low transmission delay, as wellore specifically, the design of diversity—achieving netkvo
as the possibility to avoid dedicated network elements febdes is equivalent to the design of linear systematic block
data relaying [29]. Furthermore, partial-cooperativayslare codes over fully— interleaved point—to-point links (seetim
always present in the general NC framework [12], [30]. AS[B/-C] and [23]). In other words, if the demodulator is well
consequence, our framework has highlighted importanbperf designed to account for demodulation errors at the relags, t
mance tradeoffs for different types of relays. Full-coapge network codes for distributed diversity can be construdtgd
relays seem to be more useful for diversity and end-to—eagsuming ideal (error—free) source—to—relay links. Intviia
performance. On the other hand, partial-cooperative seldgws, we call this demodulator, assuming that it exists ferg
seem to be more useful for energy efficiency, higher ratgystem setup, genie—aided detector. The two—step dentodula
and low transmission delay. How these tradeoffs are affect [23] and the C-MRC demodulator in Section 1l-A are two
by non-binary modulation and non-binary Galois field iractical examples of detectors for binary modulation and
currently being investigated by the authors. binary network codes. Likewise, the C—-MRC demodulator in
C8) So far, the encoding vectors at the relays have begrp] for single—relay networks is another practical exanpl
assumed to be fixed a priori,e., deterministic NC. This under the assumption that modulation order and Galois field
implies that the encoding vectors must be agreed by relasi® the same, as well as that a MDS network code is used
and destination before transmission. A different optiortois [44, Ch. 11]. Let us now assume that such demodulator exists,
use random NC, which allows the relays to generate at randeggardless of its computational complexity and network CSI
the encoding vectors. This solution is suitable for distiéi needed at the destination to counteract the error promagati
implementations [46], [47]. However, random binary NC carproblem. Under these assumptions and if modulation order
not guarantee that the sources achieve a given diversigrordnd Galois field are the same, we expect that the results for
since there is no a priori structure on the network code.dt fathe binary case can be generalized to the non—binary case.
in random binary NC the worst case scenario for the diversilly particular, we conjecture that non—binary linear systtem
of sourceS; happens when none of the encoding vectors Block codes can be used as diversity—achieving networkscode
the relays includes;, i.e, whengg,r, = 0 for R, € N ) This implies that existence conditions and code constosti
andg =1,2,..., Ng. In C2), it is shown that in thls case thefor equal €.g, MDS code design) and unequal (based on the
sources have diversity order one. Singeis network—coded separation vector) diversity apply. For example, from [@A4,
in none of the relays, this implies that its error perform@and 1, Corollary 7] and [45] this would imply that the Singleton
is equal to the error probability of a single—hop transmISS| bound can be achieved for the design of MDS codes if the
multiplied by the probability thaySth =0for R, € N size,q, of the Galois field of the network code (and, thus, the
andg = 1,2,...,Ng, i.e, 1 oNC . Thus, for high—-SNR, modul?tmn order) satisfies the |nequal|t|¢s> Ng + 1 and
candom (FO) 1 q¢>Np 74+1if Ng>2 andN ) > 2. This conjecture
ABEP(SV, dom) (1 /9Nk ) [4XS,05 p( m/NO)] is 3|m|lar to the results recently obtained in [15], J[17]911
As a result random binary NC allows the sources to achieyg the erasure channel model. On the other hand, the asalysi
better end—to—end error performance than single-hop-tragg the system setup where Galois field and modulation order
mission. Also, the performance gain increases wit - are different is more complicated to be conjectured since it
However, it does not help increasing the diversity order.  ould need further assumptions on how modulation and NC
Finally, we would like to emphasize that the conclusionare mixed together. Formal proofs of these conjectures, as
drawn in the present paper depend in many cases on tel as the design of practical demodulators to obtain these
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Fig. 2. ABEP of a 2-source 2-relay network. Both relays ark-fu Fig. 3. ABEP of a 2—source 5-relay network. All relays aré-tdoperative.
cooperative. Performance comparison of three diversitghiners at the des- The C-MRC in[() is used at the destination. Setup: i) chafaukhg is i.i.d.
tination: i) the ML—optimum demodulator ifl(3); i) the twstep demodulator with o2 = 1; and ii) the encoding vectors ager, = [1,0], gr, = [1,0],

in [23, Eqg. (6)]; and iii) the C-MRC in[{8). Setup: i) channeldfng is i.i.d. grs = [1,1], gr, = [1,1], gr, = [0,1], which yield SVgSl) = 5,
with 0§ = 1; and ii) the encoding vectors aggr, = [1,0], gr, = [1,1], andSV(52) = 4. Markers show Monte Carlo simulations, solid lines show
which yield SV(51) = 3 and SV(52) = 2. For clarity, only Monte Carlo ABEP(U) and dotted lines showBEPSY) .

simulations are shown. St St

diversity gains for realistic source—to—relays links anddn some codewords are not considered in the computation. How-
arbitrary number of sources and relays are currently beisger, ABEP(SStV) asymptotically (high—-SNR) overlaps with

investigated by the authors. ABEP’™, as discussed in Sectign IV-B. The ABEP of the
partial-cooperative relays obtained frdml(23) is shown als w
V. NUMERICAL AND SIMULATION RESULTS The figures confirm the correctness of the diversity analpsis

In this section, analytical framework and findings ar&ectior 1V. More specifically, Fig.l4 shows the diversity erd
validated through Monte Carlo simulations. For simplicitydegradation caused when two relays in Fig. 3 are no longer
numerical examples for i.i.d. fading channels are desdribdull-cooperative but become partial-cooperative. The RBIE
However, the framework has been verified for various chanrfép.[4 coincides with that of the sub—network without pastia
conditions. In all analyzed scenarios, we have obtainedoa gacooperative relays. In Figl 5 and FIg. 7, the same analysis is
accuracy for high—SNR. An example for i.n.i.d fading chdaneconducted for a network topology with three sources ancethre
is shown in Fig[B. The encoding vectors are obtained, feglays. Conclusions similar to Figl 3 and Hig. 4 can be drawn.
a given network topology and SV, from [37]. As far as th&urthermore, Figl16 shows an example for i.n.i.d. fading by
analytical framework is concerned, the ABEP of the sourceassuming the same network topology and network code as
ABEP(SSPV), is computed using (30) and the Gauss—ChebyshéFig.[5. More specifically, the source—to-relay channets a
quadrature rule in [39, Sec. 95,29, [40, Eq. (10)] witlgiven assumed to be of better quality than the other channels. We
in (I9). For completenessABEPSIfB) in (20) is shown as Observe a very good accuracy of our framework. In addition,
well. It is obtained from[{30) by neglecting the condition oy comparing Figl5 and Fi@] 6 we observe, as expected, that
gy (Se) the ABEP in Fig[6 is better since error propagation is less

In Fig. [, a network topology with two sources and tw@®ronounced for this setup.
relays is studied, and the ABEP of three diversity combiiers In Fig.[8, the ABEP of repetition—based cooperative relgyin
compared. It can be observed that the C-MRC provides neand random binary NC is shown. A network topology with
ML performance with reduced signal processing complexitfhree sources and three relays is investigated. Figuref@mwesn
Furthermore, it provides, with lower implementation comgpl that repetition—based cooperative relaying is a speciak ca
ity, better performance than the two—step demodulator3j. [2 of network—coded cooperation, and that our framework can
In fact, the weighting factors of the C-MRC are simpler to bee used to provide good estimates of both diversity order
computed. Other network topologies with more sources aafd coding gain. Also, Fid.18 confirms the first-order di-
relays have been studied, and the same performance trendteisity of random binary NC, as well as the accuracy of
in Fig.[2 has been observed in all analyzed case studies. ABEP(S%V’m“dOm) computed in Section IV-D.

In Fig.[3 and Fig[4, a network topology with two sources In Fig.[9 and Figl_10, the ABEP of network—coded (NC) and
and five relays is considered, and the analytical frameworkspetition—based (RepCod) cooperative diversity is coegpba
are compared with Monte Carlo simulations. For high—-SNRBy assuming the same network topology (two sources and five
we observe a good accuracy. It is worth mentioning thaklays) and the same number of time—slots. Fiilire 9 and Fig.
unlike ABEP(SIfB , ABEP(SStV) is not an upper-bound sincdIQ show that, by properly choosing the encoding vectors, the
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Fig. 4. ABEP of a 2-source 5-relay network; and R, are partial- Fig. 6. ABEP of a 3—source 3—relay network. All relays aré-tdoperative.
cooperative relays, anft3, R4, and R5 are full-cooperative relays. The C—The C-MRC in [[) is used at the destination. Setup: i) charfading is
MRC in (8) is used at the destination. Setup: i) channel fadini.i.d. with inid. with o = 1, 02 , = 0% , = 03, ando? , = (100000)>

2 B . . t q N titq .
o5 = 1; and ii) the encoding vectors agr, = [1,0], gr, = [1,0], fort = 1,2,...,Ng, ¢ = 1,2,...,Ng, i.e, the source-to—relay links
gr, = [1,1], gr, = [1,1], gry; = [0,1], which yield SV(51) = are better than the other links; and ii) the encoding vecwrsgr, =
SV(52) = 3. As for the sources, markers show Monte Carlo simulationsi, 0, 1], gr, = [1,1,0], gr, = [1,0,0], which yield SV(51) = 4, and
solid lines showABEngB), and dotted lines shovaBEP(SStV). More SV(52) = S\lég?’) = 2. Markers show Monte Csa\r/lo simulations, solid lines
specifically,ABEP(SIjB) and ABEPgStV) are computed by considering only ShOWABEPgt ), and dotted lines Sho‘ABEP(st ).

the sub—network with sources and full-cooperative relagsfor the partial—
cooperative relays, markers show Monte Carlo simulatiansl dotted lines
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Fig. 7. ABEP of a 3—source 3-relay network; is a partial-cooperative
relay, andRy and R3 are full-cooperative relays. The C-MRC [{ (8) is used
at the destination. Setup: i) channel fading is i.i.d. vmigl = 1; and ii)
Fig. 5. ABEP of a 3—source 3-relay network. All relays aré-fudoperative. the encoding vectors agr, = [1,0,1], gr, = [1,1,0], gr, = [1,0,0],
The C-MRC in [) is used at the destination. Setup: i) charfmeing is  which yieldSV(51) = 3, SV(52) = 2, andSV(S3) = 1. As for the sources,
iid. with 03 = 1; and ii) the encoding vectors argr, = [1,0,1], markers show Monte Carlo simulations, solid lines sh(AIBEPgB),
gR% = [1,1,0], gr, = [1,0,0], which yield SV(51) = 4, andSV (%) = and dotted lines showABEPEY). More specifically, ABEPL®) and
Sv(8s) = 2. Markers show Monte Carlo simulations, solid lines show (sV) Se ’ St

BEPS, are computed by considering only the sub—network with sesirc

ABEP%UB), and dotted lines showo;BEPgSV). : - h "
t t and full-cooperative relays. As for the partial-coopegatielay, markers show
Monte Carlo simulations, and dotted lines are obtained f(@2H).

E,/N, [dB]

transmission protocol described in Secfidn Il is flexibleegh

to accommodate various performance tradeoffs for the ssurcuseful when both sources require almost the same ABEP. In
For example, the setup denoted by NC-3 outperforms the sefagt, compared with NC-3 and RepCod-3, the performance
denoted by RepCod-3. In fact, the ABEP 6f is almost degradation ofS; is tolerable, and the performance gain of
the same and the ABEP &, is much better thanks to the S, is significant. Furthermore, NC-2 outperforms RepCod-1,
higher diversity order. This choice of the encoding veciers and it provides a good alternative to RepCod-2. In fact, the
convenient whet$; needs high robustness to multipath fadindgiig performance gain enjoyed I8 is obtained with a small
On the other hand, the setup denoted by NC-2 appears topeeformance loss fof;. Finally, it is apparent that random
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; ; 10 ‘ ‘
—#— C-MRC (S1) —#— NC-1 - SV=(2,2)

10

—&— C-MRC (S2) —6— NC-2 - SV=(5,4)
0 C-MRC (53) . L Rendom NG =)
— - 10 andom -Sv=(1,1) |4
g —&— C-MRC - Random NC (S1, S2, S3) RepCod-1 — SV=(4.3)
& 8 RepCod-2 - SV=(5,2)
10 L ] RepCod-3 - SV=(6,1)
107} E
o5 &
m 10°F E )
< <
107 E
—4
107 E
9
5 10k i
10°} E -
D\‘\ﬂ
10° i i 10° i =
0 5 10 15 20 25 30 0 5 10 15 20 25 30

E, /N, [dB] E,/N, [d8]

Fig. 8. ABEP of a 3—source 3-relay network. The relays usetitegn— Fig. 10. ABEP of a 2-source 5-relay network (soug. All relays are
based cooperation. The C-MRC [ (8) is used at the destimaBetup: i) full-cooperative. The C-MRC il 18) is used at the destimatidhannel fading
channel fading is i.i.d. Withrg = 1; and ii) the encoding vectors (only oneis i.i.d. with ag = 1. Various encoding vectors are considered to compare
source is relayed) argr, = [1,0,0], gr, = [1,0,0], gr; = [0,1,0], network—coded (NC) and repetition-based (RepCod) cotperdiversity, as
which yield Sv(S1) = 3 8Vv(S2) — 2 andSV(S3) = 1. Markers show described in the caption of Fiil 9. The separation vectorsotti sources are
Monte Carlo simulations, solid lines shQMBEPSjB), and dotted lines show Shown in the legend of the figure. For clarity, only Monte Gasimulations

are shown.
ABEPgStV). The figure shows also the ABEP when the relays generate at

random the binary encoding vectors: random binary NC. Is ¢thse, markers

show Monte Carlo simulations and dotted lines shﬁBEP(SStV’ra"dO"‘) in
Section1V-D. Monte Carlo simulations. An example is NC-1 shown in Fig.
and Fig[ID, which confirm&4) in Sectior IV-D. The other
o ‘ ‘ results are not shown due to space limitations.
- mgii:gzgig Finally, We_would like to em_phasize that_in the present paper
NC-3 - SV=(6.2) many numerical results are given only as illustrative exasip
107 B +§ngc%r§_“‘l‘i‘s§‘:’a%”’ which are aimed at substantiating analytical derivationd a
RepCod-2 - SV=(5,2) main findings. However, many other options are possible for

RepCod-3 - SV=(6,1)

network code design, which depend on the application—Bpeci
robustness to multipath fading requested by each source. In
particular, it is interesting to comment on how close to the
E Singleton bound (full-diversity) the network codes copsél

in this section are. From Sectidn TJ-C and Sectlon IV-E,
we know that for binary network codes full-diversity can be

ABEP

i i ] achieved by all the sources only for single-relay networks.
N However, full-diversity may be achieved bpmesources. For
107 : " " = = =N % example, t_he magimum_achievable dive_rsity order is equal to
E, /N, [0B] three in Fig[2, six in Figl]3, and four in Figl 4 and Fig. 5.

Similar comments apply to the other figures, but comments
Fig. 9. ABEP of a 2—source 5-relay network (sougg). All relays are are here omitted for the sake of conciseness. The network
full-cooperative. The S—MRC irEIS)di_s used ?t the destimat_tghan(;wil fading code in Fig[2 is an example where the Singleton bound can
e Codod (NG} and opemon-piocs (Repnd) commriuergt 5 achieved by at least one Source. This network code can
NC-1 with gr, = gr, = Er, = 8r, = 8rs = [1,0; i) NC-2 with be considered to be near—optimum since the second source
gr, = 8r, = (1,0}, gry = gr, = [1,1], gr; = [0,1]; iii) NC-3 with  achieves, at least, second—order diversity. The netwode co
ggl = [gl;—cl}’:g}gRZZgHﬁ ay ggzla; ::ggz;s = [[16 01}};_18 ggggggi Vx'.ttﬂ in Fig. [ is an example where the Singleton bound is not
gr. = En. = 8n, = g1;4 o), gr. = [0, 1]; vi) RepCod—3 with achieved by any sources, but they both have a quite high
gR, = B8R, = 8R; = 8R, = BR; = [1,0]; and vi) Random NC with diversity order. From [37, Table I, row 7], it follows thathar
binary encoding vectors generated at random. The sepanagitiors of both - atyork codes are available to allow one source to achieve
sources are shown in the legend of the figure. For clarityy Mdnte Carlo i . . .
simulations are shown. full-diversity order equal to six. However, the price to pay

is that the diversity order of the other source is only equal

to two. Thus, even though the network code in [Fig. 3 is not
binary NC is, in general, not a good solution, especially istrong enough to attain the Singleton bound for none of the
the high—SNR, because of the single—order diversity order.sources, it provides a good diversity—multiplexing treftléar

In addition to the numerical examples depicted in El¢. 2-16pth sources. The network code in Hig. 4 offers a trade—off

the considerations in Sectién IM-D have been verified thhougimilar to the network code in Figl 3, where no source aclsieve
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Fi(s|c,€) = Eys, b {exp (—475th§3) exp (475th§32)}

a oo
(_)/o exp (—4¢d3, s) exp (4¢d§, s*) [(1/7s,0) exp (—¢/Fs,0)] dC (31)

_ —1(e) Npe. —
= [1 + 475th25ts (1- s)} ~ [47s,ps (1 — s)] [bs, —bs.|

—~
=

Ngr Ngr
g(s\c7é7c€m): ]._[ gfI(s‘Cvévgmvuqfl :O)X H gq(8‘076,€m,uq71 :1)
q=1, pg—1=0 q=1, pg—1=1

Ng
Gq (s]¢,& Em,pg—1 =0) = E{,YSRq g} | P (—4>\Rq’YRqu%eqs> exp <4>\§zq’mqu%q32> ( - tgl 95, Ry @ <\/2’75th>> } (32)
N,

9507, @ (m))}

Gq(sle, € Em,pq—1 =1)= E{,,SR - exp (4)‘Rq’YRqu%?q8) exp (4>\?2qVRqu§2q52) <t )
o Ra -

T(s)= E{'vsgqﬂaqa} {exp (—4 min {%qRq,quD} d%qs) exp (4 (min {%qquRqD})? %;qlDd%%qﬁ)}

T:(s) = ]E{’YSqu'YRqD} {exp (—4 min {%qRq,quD} dg-:)s) exp (4 (min {%qRq,WRqD})Q 7§:Dd§%q32> Q (‘ /275th)}
(33)

full-diversity but both have diversity order equal to thr@me vectors, as well as with the end—to—end code design over
source could achieve full-diversity equal to four by usihg t more general fading channels.g, block—fading channels)
network code in [37, Table I, row 2]. However, the diversityith channel coding [35], [48].

order of the other source is limited to two. Similar to Fig.

[, the network code in Fid.]5 allows at least one source to APPENDIX |

obtain full-diversity. In conclusion, our numerical exde® ;c4_SNR GOMPUTATION OFF, (-|-) AND G (-] ) IN (@3)
clearly show that using NC allows cooperative networks to ) _ )

achieve a wide range of diversity orders, which can be choser " Nigh-SNRF; ([ ) in (I4) can be computed in closed—
in agreement with the robustness to multipath fading relgdesform as shown in[(31) at the top of this page, where: igi)m

by each source. Furthermore, these diversity orders canibis taken into account thats, p is an exponential RV with

achieved with the same number of time-slots, and, thus, tﬁ‘&rameteﬁs o i) ® follows from [49, Eq. (3.310)]; and
same network rate. B ' ;

iii) © holds for high—-SNRj.e., 4s,p > 1. This concludes
VI. CONCLUSION the proof of [15).
In (@4), let us consider the generic evest, for

In this paper, we have contributed to the theoretical und?{—< m < 2N2 _ 1. The casesn — 0 andm — 2N — 1

standing of network—coded cooperative diversity protecdle can be obtained with similar analytical steps. Thér,|-)

have shown that these networks generalize repet|t|0nelba'|sne () can be rewritten as shown [132) at the top of this

cooperative relaying protocols, and that they can offer, b here: | . hort—hand to d Il ch |
roperly choosing the encoding vectors at the relays, go 896’ where. '”SRQ Isas ort—__an_ _to enot_e all channels
P ’ m the Ng sources toR,; and ii) it is taken into account

: . : r
design flexibility to accommodate various performance ariﬁo m) _ o (m) o
rate tradeoffs. For a fixed network topology and desired end'&t dp, =dp I pg1=0anddy = —dp if pg_1=1.

. 4q .
to—end diversity order, the encoding vectors can be coctstu To ComP”tggﬁm in closed—form,_ the expectatioh) and_
from linear UEP block codes. By assuming the C-MRC at tHe(5) = 22:=1 9., I« (s) shown in [3B) at the top of this
destination, an asymptotically—tight analytical framekvéor P29€ need to be studied. When computing-), we assume
arbitrary network topologies and binary encoding vectsrs §5:k, = 1 @s only in this case it contributes 1o().
developed, and its achievable diversity is studied arljii 1 () can be computed in closed—formdgs) = T, (s) +
It is shown that the diversity order of each source coincidd (¢): T1() is s(h?wn in [(34) at the top of the next
with the separation vector of the distributed network cddee page, where: i) in=, it is taken into account thatr, p
framework accounts for two classes of relays, partial~ and ..z, are exponential RVs with parametefg, p and
and full-cooperative, and it is shown that the former cla%%qRq; i) ® tollows from [49, Eq. (3.310)]; and i“)g
contributes to neither the diversity order nor to the diitgrs |\ 4o" (o high-SNR,i.e, Em/No > 1. To(-) is shown
gain of the sources. Thus, partial-cooperative relays fn®o 1%) (¢)
use for binary network—coded cooperative diversity protac N (35) at the top of the next page, where and =
Ongoing research is concerned with the analysis of these rfgflow from considerations similar to[ (84). On the other

works with non—binary modulations and non—binary encodirand, @) and (22) deserve further clarifications. I(r?:l), we
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(a) +00  rCeqRq 2 2 9 _ ~ _ ~
Ti(s) = / / exp <—4CRquRq8> exp <4CRquRqS ) [((1/Ar,D) exp (—Cr,D /¥R, D)] [(1/Feqr,) €XP (—Ceqra/Feary )] 4R, DAleqRq
( ) -1 _ _ _ _ _ (c) - _ —[pNO) _p(NC)
[1+4VRquR s(1— )] [l—'quD/(Zl'quD'yeqqu%qs(l—s)—i—'yeqRq +7RQD)] ~ 4R, ps (1 — 5)] B =G|
(34)

T2 (s (al)/ T2 ( CeqRq) exp ( 4CEqquR ) [(1/:}/5qRq) exXp (_CeqRq/:YEqRq)] dCeqRrq

(az) +oo o0 _ _ 2 - =
/ {/ (1/4r,p) exp (—CryD /AR, D) dCRqD} exp (—4CeqquRq S) (1/%eqry) €xp (—CeqRq/FeqRry) Aeqrqg (39

€q

R (NC) ,(NC)
(:) [1 +4:ququ12(15+ (:YEqRq/:YRqD)] ' ( ) [4'quR s ‘b “bhy ‘
+oo 9 2 9 I/CeqRq
T2 (85 Ceqrq) = /C exp [4 (CeqRq/<RqD) dRqS } (1/§RqD) €xp (_<RqD//7RqD) dCr,p = /0 g(z) f(z)dz (36)
eqRq

T (s;0) = IE{'YSRq"YRqD} {exp (—4 min {’quRq,’YRqD} dgz)s) exp (4 (min {’quRq7’YRqD}) 'YR Dd%? s ) exp (—'ygth /sin2 (9))}

(@) A (\t) (m) : (\t) 2 1 2 2 _ US¢Rq
= E{vsaq rgp ) {exp( 4 min {'YSthy'ququ'YRqD}dRq S) exp | 4 (mm {'YSthv'ququ'YRqD}) Yr,D9R,S" ) eXP sin? (9)

b
D1 (5,6) + T (5;0) + TP (5;0)

@7

define f (z) = (7Rqu2)_lexp [-1/(2%r,p)], g(z) = Thus,T'\" (-;-) is the dominant term for high—-SNR. In con-
exp (4{8qqu§% s2z), and Y5 (+;-) is given in [36) shown at clusion, we have:

the top of this p?g? From these definitions, the high— SNRF ) ~ Fgl) (5:0) ~ [’_YStR (1/sin2 o) +d§{,’2)s” 1
approximation in =" follows by noticing, with arguments (38)
similar to [42, Fig. 1], that the behavior ¢f(x) aroundz — 0 Finally, by inserting[(38)£35)[(37), and (38) [ {32)( - -)
mainly determines the high—SNR behaviorof (-). With this i (I4) can be obtained after some algebra and by taking into

in mind, %) is obtained by replacing (-) with its first—order account thaﬂévjl, tg1=0 {1 - (4"yeq3q)71} — 1 for high—

Taylor expansioni.e., g (z — 0) ~ 1. SNR. This concludes the proof.

Using the Craig representatlon of the Q—function [39, Eq. APPENDIX I
(4.2)], we havel; (s) = [;/* Ty (s;60)df, whereT; () is HIGH—SNR ABEPOF SINGLE—RELAY NETWORKS
defined in [(37) at the top of this page, and::rﬂ is obtained  Let us consider the same system model as in [22] with
by introducing ﬁ;gq = min;z—12,.. Ng {gglR vs.r, (» Vs sources and one full-cooperative relay{ = 1) with

C . . _(\t) __ encoding vectogr, = [1,1,...,1]. By direct inspection of
which is an exponeTaI RV W|th parametey,,z = the codebook and from SectibllV, we ha(\?gst) —qy(s) —
(Zﬁ;ﬁt:l gsTRq'_V;Tqu) ; and II) fOllOWS by decom- 2fort=1,2,..., Ng. Since there is just one relay, by using
posing T; (-;+) into the summation of three terms.e, G (:|-)in 32), theAPEP (0 — ¢) in (14) simplifies as shown
F(l)( ) for min {”YSth,”Yéégq,’YR D} = Yo, F(2) () in J\(;SE) at tfle top of the~next page, W?ere:/‘i/)ll (s|¢) =
¢ an) Y 3) [[.Z Fi (s]€); i) M3 (s]€,&0) = Gi (s]€, &, po = 0); and
or mm{vstRﬂeqRﬂRqD} = Yegr, ATV (50) for iy ay (s]8,6) =Gy (518 &1 p0 = ).

SV L .
min {vsthﬁiégquqD} — g, p. Similar to the compu-  From [27),ABEP "’ can be explicitly written as follows:

Ns+1

tation of T (-), each of the three summands i can be ABEP SV) Z APEP (0 s T)) (40)

decomposed into the summation of two terms, and each of
them can be computed in closed—form and for high—SNR by
resorting the same analytical steps and approximations useherec") denotes the codeword whose entries@re ¢, =

to compute; () and Y5 (-). The details of the derivation 1, andé, =0if p#tandp # 7 forp=1,2,...,Ng + 1.

are here omitted due to space limitations. In particular, oThis simplified expression QABEP(SV) 0r|g|nates from the
analysis has shown that, for h|gh SI\IF§2) andF(g) ( -) fact thate(*™) are the only codewords of the codebook with
decay agE,,/No) 2, whileT{M () decays a$E INo)™h wy (807 =2,



IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS 19

d+joo d+joo
APEP (0—>e):(2wj)*1/ M1(5|6)M2(s|e,50)s—1ds+(2@)*1/ My (s]€) M3 (s|E,E)s tds (39)
4 4

—joo —joo

/2 §+jo0 1
(4/77)/0 l(QWj)_l /5 s (1—s) (sin™?(0) +4s) ds] de

@ (4/m) /077/2 (4+sin2(6) " do = (5-V5) /10

w/2 L d+joo . (43)
(4/77)/ (2mj)~ / 572(1 —s) (sin_2 (0) —4s) ds| df
0 d—joo
0 w/2 s -2 -1 -4 . -2 -1
= (4/m) [(—4 +sin~?(0))  + 16sin* (A) (4 —sin~?(6)) } dfd =1
0
Ns NS
1|1 1 1 45+ /5 1
ABEPSY) — = [ = i n 44
5 ¥s,p |16 \ Yr,D T;;l Y5, D 160 ; VS, Ry #4
2R -1 Stjoo B _
APEP (0 —¢) = <(27Tj)_1/ M (s|€) Mz (s|T,Em) M3 (s|T,Em) slds> (45)
m=0 d—joo
By direct inspection, fron(15)E(17) we can readily obtainThis concludes the proof.
My (s|&47) = (3s,07s,0) " [4s (1 — 5)]
Mo (S| 6(“),50) =1 (41) APPENDIXIII
Ms (5|80, &) = (Peqr,) HIGH-SNR ABEPOF PARTIAL—COOPERATIVE RELAYS
if 1 <7< Ng, and: By using G(+-) in (32), the APEP (0 —¢) in (19)
_ (£ N5t 1) ~ 1 can be re-written as shown in[_{45) at the top of
M (s|etNs+V) = [45s,ps (1 — S)]1 this page, where: )M (s|&) = [I25 Fi(s|&); i)
M, (S|6(t,Ns+1)7&J) = (Feqry8)” Mo (518, €)= Hévflfvuqq:o Gy (|, Emy g1 = 0); and
+ (49m,ps (1 —s)) " i) Ms (s]€Em) =T1,5, 1, =1 9a (5] € Emspig—1 =1).

From [45),APEP (0 — &¢®) in (23) can be computed as:

_ -1 /2 -2 -1
— (4eqr,) (4/7T)‘/0 (Sm (0) + 48) d@] APEP (0 N é(t))

Ms S|é(t,Ns+1)751 - (47, Rl)—l i btioo
( ‘ W (27@)*1/ Ay (520 s7ds
77/2 . 9o —1 57300 (46)
x | (4/m) (sin=?(0) —4s) df o) | e , )
0 27j / 495,ps° (1 —s)| ~ ds
| @2) SO e
if 7= Ng+ 1. (C)(4"YS p)” 1

By inserting [41) and{42) if(39), the APEPs can be com-
puted in closed—form. Due to space limitations, the detsils
the derivation are omitted. However, the adopted methagolo nant addend if(25) is: — 0, and thatMs (| &, &, ) ~ 1 for
is as follows: i) contour integrals are solved by using the (Re(W)
residues theorem in [40, Eq. (6)]; ii) the integrals [nl(41§verym smcewH "
and [42) are computed only after solving the contour integrdrom M; (s|&®) = [[,=% F (s|e®) ~ [47s,ps (1 — s)]
in (39), i.e., the order of integration is swapped; and iii) th

where: |) R~ foIIows by noticing that for high—SNR the domi-

(‘(t)) = Ofor everym; ||) Y follows
1

Svith the last apprOX|mat|0n coming frorh (15); and m:) is

identities in -)(s)hown gt the top of this page are used, &he elbtained by applying the residues theorem [40, Eq. (6)].
the equalities in= and = follow from the residues theorem | et ¢* be the partial—cooperative relay of interest. From
in [40, Eq. (6)]. @5), APEP (0 — &@)) in (23) can be computed as shown

From [43) and some algebr&, {40) simplifies[ig] (44) shown (44) at the top of the next page because for high—-SNR
at the top of this page, which coincides with [22, Eq. (32)there are only two dominant addends [in](45)ni)= 0; and
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S+joo

APEP (0 — 2 (s\ 6(‘1*),8()) s~ lds + (2mj)

e(q*)) ~ (27rj)*1/6

—joo

20

-1 /(it:o Ms (s\ E(q*),é'm*> Ms <s| 6(q*)75m*> s—lds  (47)

d+joo
APEP (o Ll >) (277) 1/
d—joo

. d+joo 1
27T] / 4’quRq* )
)

]OO

+(4~’76qR ) !

(471% D)

47Rq*D52 (1- s)}

s

w/2 _
(4/7r)/0 (sin™2 () — 4s) Ydo| s~ds (49)

i) m = m* with £,,- being the event thaR,- is the only [7]
relay that forwards a wrong estimate of its network—coded bi
to D. (8]

From [16), we haveM, (s| m*) =1 and:

Ms (5187, &) = (4’_quRq*/S) + (Wnps(1-9) "
/2
(g, ) | (4) / (sin ™2 (0) + 45) " do
0
Ms (S|é(q*)75m*) = (Fegn, )" [10]
w/2
X (4/71')/0 (sin~? (9)—48)71619 [11]
(48)
Then, by inserting [(48) in [(47) we obtain[12]

APEP (0 — €@”)) shown in [49) at the top of this page,

where: i) @ takes into account that when applying the residudss]
theorem only the addends containing positive poles have a
non-zero contr|but|on while the others can be neglected;

[40, Eq. (6)]; and ||)— can be obtained by solving the first
integral as in[{(46), and the second integral by solving flist t115)
contour integral. In particular, we have used the iderstitl®

(2mj) " [ (sin ™2 (6) — 45) "' s~ 1ds = sin® (9), which

originates from the apphcatlon of the residues theorem [466]
Eq. (6)]; and 2)(4/x) [T/ sin® () df = 1. From [46) and [17]
(49), the proof is complete.
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