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Abstract

Since radio signals carry both energy and information astimee time, a unified study on simultaneous wireless
information and power transfer (SWIPT) has recently dravsigaificant attention for achieving wireless powered
communication networks. In this paper, we study a multipjait single-output (MISO) multicast SWIPT network
with one multi-antenna transmitter sending common infdiometo multiple single-antenna receivers simultaneously
along with opportunistic wireless energy harvesting ahaaceiver. From the practical consideration, we assunte tha
the channel state information (CSI) is only known at eacheaeve receiver but is unavailable at the transmitter. We
propose a novel receiver mode switching scheme for SWIP&as a new application of the conventional random
beamforming technique at the multi-antenna transmittéiicv generates artificial channel fading to enable more
efficient energy harvesting at each receiver when the redgrower exceeds a certain threshold. For the proposed
scheme, we investigate the achievable information ratejelsted average power and power outage probability, as
well as their various trade-offs in quasi-static fadingruiels. Compared to a reference scheme of periodic receiver
mode switching without random transmit beamforming, theppsed scheme is shown to be able to achieve better
rate-energy trade-offs when the harvested power targeffisiently large. Particularly, it is revealed that employ
one single random beam for the proposed scheme is asyngiptiptimal as the transmit power increases to infinity,
and also performs the best with finite transmit power for tigg Iharvested power regime of most practical interests,
thus leading to an appealing low-complexity implementatiéinally, we compare the rate-energy performances of
the proposed scheme with different random beam designs.

Index Terms
Simultaneous wireless information and power transfer (8VY] multicast, wireless power, energy harvesting,

time switching, multi-antenna system, random beamformiate-energy trade-off, power outage.

. INTRODUCTION

Conventionally, fixed energy supplies (e.g. batterieskanployed to power energy-constrained wireless networks,
such as sensor networks. The lifetime of the network is siyidimited, and is thus one of the most important
considerations for designing such networks. To prolonghtgvork’s operation time, energy harvesting has recently
attracted a great deal of attention since it enables scawgegergy from the environment and potentially provides
unlimited power supplies for wireless networks.
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Among other commonly used energy sources (e.g. solar ard) wiedio signals radiated by ambient transmitters
have drawn an upsurge of interest as a viable new source f@less energy harvesting. Harvesting energy
from radio signals has already been successfully impleateint applications such as passive radio-frequency
identification (RFID) systems and body sensor networks (83br medical implants. More interestingly, wireless
energy harvesting opens an avenue for the joint investigatif simultaneous wireless information and power
transfer (SWIPT) since radio signals carry energy and imfdgion at the same time. SWIPT has recently been
investigated for various wireless channels, e.g., thetgohpoint additive white Gaussian noise (AWGN) channel
[1], the fading AWGN channel [2]-14], the multi-antenna cimel [5]-[10], the relay channel [11], [12], and the
multi-carrier based broadcast channell [13]H[15].

To achieve maximal wireless energy transfer (WET) and es®linformation transfer (WIT) simultaneously,
one key challenge is to develop efficient and pragmatic veceirchitectures to enable information decoding (ID)
and energy harvesting (EH) from the same received signdleasame timel|1], [4]. Practically, two suboptimal
receiver designs for SWIPT have been proposed_in [5] baseth@rprinciple of orthogonalizing ID and EH
processes, namelgower splitting and time switching. The power splitting scheme splits the received signal into
two streams of different power for ID and EH separately, whiiie time switching scheme switches the receiver
between an ID mode and an EH mode from time to time. The optswétiching rules between ID versus EH
modes for a point-to-point single-antenna fading chanobjext to the co-channel interference have been derived
in [2] to maximize/minimize the information transmissiate/outage probability given an average harvested energy
target. It was shown ir_[2] that the time-fluctuation or fagliof wireless channels is indeed beneficial for receiver
mode-switching (time-switching) based SWIPT systems, rerten “opportunistic” energy harvesting scheme is
proved to be optimal, i.e., the receiver should switch to Ei¢ mode when the channel power is larger than a
certain threshold, and to the ID mode otherwise. Intuitivéthis phenomenon can be explained as follows. Note
that the received energy (in Joule) and amount of informafio bits) both scale linearly with time, but linearly
and sub-linearly (logarithmically) with power, respeetiy; as a result, given the same signal energy for EH at
receiver, it is desirable to have more significant power flatibns such that a given target energy can be harvested
during shorter peak-power periods, thus resulting in mione for receiving a higher amount of information (with
the same energy left for ID).

In this paper, we further investigate the time-switchingdsthSWIPT system in a multicast scenario, where one
multi-antenna transmitter (Tx) broadcasts both energycamadmon information to multiple single-antenna receivers

(Rxs) simultaneously over quasi-static multiple-inpuigde-output (MISO) flat-fading channels, as shown in Elg. 1.
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Fig. 1. A MISO multicast network for SWIPT.

We assume that Tx has an unlimited energy supply that prewddastant transmit power while all Rxs have only
limited energy sources (e.g., rechargeable batteries)ttarglneed to replenish energy from the signals broadcast
by Tx. Each Rx harvests energy and decodes information framrdéceived signal via time switching, i.e., it can
either decode informatioor harvest energy from the received signal at any time,notitboth. It is worth noting

that the number of Rxs in the network can be arbitrarily laaged thus it may not be practically feasible for Tx to
gather the instantaneous channel state information (€&t) &ll Rxs via dedicated feedback since this will increase
the system complexity and overhead drastically with theeasing number of Rxs. Therefore, in this paper we
consider a practical setup where the MISO channels from Tdifferent Rxs are only known at each respective
Rx but unavailable at Tx.

In order to optimize the rate-energy (R-E) trade-offs achlde at each Rx, inspired by the result on the beneficial
time-variation of fading channels for time-switching bads8WIPT systems [2], in this paper we propose a new
application of the celebrated “random beamforming” tegbriat the multi-antenna transmitter to generate artificial
channel variations at each receiver to opportunisticaflyést energy when the channel power exceeds a given
threshold and decode information otherwise. This is redliay partitioning each transmission block with constant
user channels into sub-blocks with equal duration in whictependent random beams (RBs) are applied to generate
artificial channel fading. Note that the use of random beamifag in this paper is motivated differently from that
in the conventional setup for broadcasting with WIT only,iethaims at achieving asymptotically interference-
free independent information transmissions to multipleeieers in multi-antenna broadcast channels by exploiting

multi-user diversity based partial channel feedback amasimission scheduling as the number of receivers increases



to infinity [16], [17]. In contrast, for multicast SWIPT syshs under our investigation, random beamforming is
employed for generating artificial time-variation of chafmto achieve better R-E trade-offs with time-switching
receivers.

The main results of this paper are summarized as follows:

« We propose a novel design with transmitter random beamfarnaind receiver time switching for MISO
multicast SWIPT systems. We first characterize the perfan@drade-offs between WET and WIT by investi-
gating the achievable rate and harvested power pair in ad@reasmission block with constant MISO AWGN
channels, assuming Gaussian distributed random beamtheRuore, we compare the R-E performance of
our proposed scheme with that of a reference scheme witliveeqeeriodic switching between ID and EH
modes, but without random beamforming applied at Tx.

« We then extend our analysis for the MISO AWGN channel to MISyIRigh fading channel. We investigate the
achievable average information rate and average harvpeteer at each Rx, and characterize their asymptotic
trade-offs when the transmit power goes to infinity. It iswhahat employing one single random beam for
the proposed scheme achieves the best R-E trade-off asyrafijoand also outperforms that of periodic
switching.

« When Rx consumes significant amount of power at each blocloattte capacity of its energy storage device
is limited, it may suffer from power shortage unless the amiaf harvested power in each block is larger
than a certain requirement. We thus study the “power outagbkapility” of the proposed scheme in fading
MISO channels, which is also compared to that of the perieditching in both asymptotic and finite transmit
power regimes.

« In practice, transmit power is preferably to be constanttfr maximal operation efficiency of transmitter
amplifiers. However, the use of Gaussian distributed randeams for the proposed scheme can cause large
transmit power fluctuations. We thus propose alternatineloen beam designs with constant transmit power,

for which the R-E performance is characterized and compartdthe case of Gaussian random beam.

The rest of this paper is organized as follows. Sedfibn Homhtices the proposed scheme as well as the reference
scheme of periodic switching, and compare their harvestedep and achievable information rate for one single
block with the AWGN MISO channel. Sectionllll investigatée tR-E performances of the proposed and reference
schemes in Rayleigh fading MISO channels. Sedtioh IV coegpére performances of the proposed scheme with
different random beam designs. Finally, Secfidn V condiuithe paper.

Notations: In this paper, matrices and vectors are denoted by bold#fpper-case letters and lower-case letters,
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Fig. 2. A MISO wireless system for SWIPT via receiver modetshing.

respectivelyl; denotes anV x NN identity matrix and0 represents a matrix with all zero entries. The distribution
of a circularly symmetric complex Gaussian (CSCG) randogtorewith mean vectop and covariance matrix

is denoted byCN (i, X), and~ stands for “distributed as'C®*® and R**? denote the spaces afx b matrices
with complex and real entries, respectivdly|| denotes the Euclidean norm of a complex veetdE |-| represents

the statistical expectation.

II. SYSTEM MODEL

As shown in Fig[L, we consider a MISO multicast SWIPT systemsésting of one Tx and multiple Rxs, e.g.,
sensors. Since Tx broadcasts a common signal to all Rxsjsmpéper we focus on one particular Tx-Rx pair as
shown in Fig[2 for the purpose of exposition, while the dffet multiuser channels on the performance of the
considered system will be evaluated by simulation in Sedlli We assume that Tx is equipped with; > 1
antennas and Rx is equipped with one single antenna. It isaasumed that the MISO channel from Tx to Rx
follows quasi-static flat-fading, where the channel remainnstant during each block transmission time, denoted
by T', but varies from one block to another. It is further assunted the channel in each block is perfectly known
at Rx, but unknown at Tx.

The transmitted signal at th#gh symbol interval in thet th transmission block is denoted by (i) € CNe<1,
The covariance matrix of the transmitted signal is thusmive S; x = E[x; (i) x(i)] = %IM, where P denotes
the constant transmit power, which is assumed to be equidigaéed amongV; transmit antennas. In addition,
the MISO channel from Tx to Rx in théth transmission block is denoted lf% e CN«x1 which is constant
during each block. Without loss of generality, the MISO ahelrh, can be modeled als; = v/0 h;, wheref and
h; € CY+*1 denote the signal power due to distance-dependent attenwatd large-scale channel fading (assumed
to be constant over atfs for the time being) and the MISO channel due to small-scaknnel fading in the th

block, respectively. The received signal at Rx is then esged as

y, (1) = hl'x, (i) 4 2 (i)

1
= V0Oh!'x; (i) + 2 (i), @
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Fig. 3. Transmitter and receiver structures for periodi¢taving (PS).

wherey, (i) andz (i) denote the received signal and noise at Rx, respectivétyagsumed that; (i) ~ CN (0, 0?),
which is independent over bothandi. In addition, since we can consider one block of interesheuit loss of
generality, the block index will be omitted in the sequel for notational brevity.

In each block, Tx aims at achieving SWIPT to Rx. It is assunted Rx is equipped with a rechargeable battery
to store the energy harvested from the received signal,hmsiaised to provide power to its operating circuits.
Specifically, Rx harvests energy from the received signddsmwit is in the EH mode, while it decodes information
in the ID mode. We assume that Rx switches between ID mode bhohéde as inl[2] and_[5] since it is difficult
yet to use the received signal for both ID and EH at the same toe to practical circuit limitations [1]. As in
[2], ID mode and EH mode are represented by defining an inglidahction as

1, ID mode is active
p= )

0, EH mode is active.

We consider two time switching schemes, namegdgriodic switching (PS)” and threshold switching (TS)” as

elaborated next.

A. Reference Scheme: Periodic Switching

As shown in Fig[B, with PS, Rx sets= 1 during the firstrT" amount of time in each transmission block, with
0 <71 <1, andp = 0 for the remaining block duratiol — T)TH For givenh and r, the amount of harvested
energy normalized by, i.e., average harvested power, in a transmission block can be derived usigas
QW) (H,7) = (1—7)CE [H\/éth (z‘)m
= (1—17)COPH,

®3)

!Ideally, with a given time allocatiorr, settingp = 1 or 0 at the beginning of each block will not change the systemaperénce;
however, setting = 1 initially is practically more favorable for Rx to implemehtock-wise time synchronization.



where H = N% |h||? is the normalized average channel power, &nd ¢ < 1 is a constant reflecting the loss in
the energy transducer when the harvested energy is codveriectrical energy to be stored. [d (3), it has been
assumed that the power harvested due to the receiver namegligiible and thus is ignored. It is further assumed
that{ = 1 in the sequel for notational brevity.

The structure of Tx for PS is also shown in Fig. 3. Note thahv®S, Rx can adjust based on its energy
and rate requirements, as well as the channel conditiorceSiix keeps sending information symbols while Rx
determinesr for switching between ID and EH modes based on its own chagumaity, Rx observes an erasure
AWGN channel and thus the erasure code€ [18] should be emplay@x for channel codirB.The bit stream to
be transmitted during a transmission block is thus first daddby an erasure code. Space-time (ST) code is then
applied to modulate the output bits from the erasure-codedsr, and the modulated symbols are transmitted by
N, antennas. We consider a ST code of lengthdenoted by matrixX®) € CE*Ne, It is assumed thaK (") is
a capacity-achieving ST cerTx transmits a sequence &(")’s in each transmission block. Consideribgf")

with L consecutive transmitted symbols from each anterna, (1)diflad as
y = VX" 4z, 4)

wherey € CFX! andz ¢ C/*! denote the received signal vector and noise vector, regpgtand z ~
CN (0,0°1.). SinceX®) is assumed to be a capacity-achieving ST code, the achevate! of the channel if(4)
can be shown equivalent to that of a MISO charimet /6 h with input covariance matri, = %IM. Assume
that the number of ST coded blocks transmitted in each blsdufficiently large such thatT" is approximately
an integer number of the ST block durations for any value.oFor givenh and r, the information rate for PS

can thus be expressed as

(®)

R®) (H,7) = rlog, <1 + 9PH> ,

o2
Note thatR(") (H, ) is achievable wherV; < 2, but is in general an upper bound on the achievable rate when

N; > 2 for givenh andr.

B. Proposed Scheme: Threshold Switching

As shown in Fig[ ¥, the TS scheme is designed to take advanfafge received signal power fluctuations induced

by transmit random beamforming within each transmissiarciblfor opportunistic EH/ID mode switching, even

2This is especially useful for the multicast network, whegeaivers can set different values offor decoding common information sent
by the transmitter, based on their individual channel ciomas and energy requirements.

*Alamouti code [[19] is known as the capacity-achieving STecathenN; = 2. For N; > 2, capacity-achieving ST code has not yet
been found in general. In this paper, however, capacityesitiy ST code is assumed even whih > 2 to provide a performance upper
bound for the system under consideration.
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Fig. 4. Transmitter and receiver structures for thresheldching (TS).

with a constant MISO channdl. For this purpose, each transmission block is further éidithto K sub-blocks
each consisting of one or more ST codewords, and artificiahohl fading over different sub-blocks is generated
by multi-antenna random beamforming at Tx.

Furthermore, at théth sub-block,k = 1,--- , K, Rx determines whether to switch to ID mode or EH mode
based onA (k), which denotes the channel power at tht& sub-block normalized by and P (to be specified
later). According toll2], in the presence of received chduposver fluctuations, the optimal mode switching rule
that achieves the optimal trade-off between the maximumedsaed energy and information rate in a transmission

block is given by

M@z{L if A(k)< A ©)

0, otherwise,

whereA > 0 is a pre-designed threshold on the normalized channel paer. It is noted that choosing EH or ID
mode at thekth sub-block is determined by the normalized channel potvgr) as compared to the threshald or
equivalently the received signal pow&P A (k) as compared to the threshald A; thus, ID mode is selected, i.e.,
p (k) = 1, if the received signal power is no greater tiRA and EH mode is selected, i.e.(k) = 0, otherwise.

Artificial channel fading over sub-blocks is generated abyxsingN RBs simultaneously, < N < N,. Denote
the nth RB at thekth sub-block asp,, (k) € CV*!, whereE[@,, (k) ¢} (k)] = §-Lv, andE[g,, (k) ¢/ (j)] = 0
if k # j and/orn # m. Then it follows that4 (k) = +|ja (k)||*, wherea(k) = &7 (k)h € CV*! is the equivalent
MISO channel at theéth sub-block generated b® (k) = [¢,(k) ¢o(k) --- ¢n(k)], Which is assumed to be a

aﬁRxs.

pre-designed pseudo random sequence and known to

4Each Rx can estimate (k)’s without knowledge of® (k)’s by employing conventional channel estimation over ali-biocks. However,
such an implementation incurs high training overhead. Wad(k)’s are assumed to be known at all Rxs, however, each Rx onlgsniee
estimateh at the beginning of each block to obtaiik)’s and thus the overhead for channel estimation can be signtfy reduced.



Similarly to PS, the erasure code should be employed in tee 0&TS for channel coding since the set of sub-
blocks used for ID according t@](6) are in general randomdyritiuted within a transmission block with > 0, and
thus the resulting channel from Tx to Rx in ID mode can be medidly an erasure AWGN channel. In addition,
the ST code is applied ové¥ RBs with TS instead ofV; antennas with PS. This is because the us& oRBs
transforms theV; x 1 constant MISO channdi into an N x 1 fading MISO channel specified by(k)’s in each
transmission block. For alll sub-blocks in TS, we consider the use of a ST code of leligtienoted by matrix
X e CLN. For convenience, we expre3s™ = [x{) x{T ... xT)7 wherex(™ e cV¥1, 1 < < I,
denotes thdth transmitted signal vector in each ST coded block. The rawee matrix forxl(T) is given by
Sfl) =Ex\" (xl(T))H] = &Iy, Vi, to be consistent witt$, = +-I,. Similar to X(*) in the case of PSX(™) is
assumed to be a capacity-achieving ST code for an equivliEB® channel withN transmitting antennas.

The received signal at each sub-block is used for eithemggriearvesting or information decoding according to

(€). For thekth sub-block, the received signal can thus be expressed loffyimgy (1) as

y (k) = XM&T (k) h +z (k)
= \/§X(T)a(k‘) +z(k),

wherey (k) € CY*! andz (k) € CX*! denote the received signal and noise vectors, respectiwily z (k) ~

()

CN (0,06°1). Whenp (k) = 0, the amount of harvested power (i.e., harvested energy almed by sub-block

durationT'/K) at the kth sub-block is derived usinsfl) as
2
Q) (k) = %E [H\/éxma(k)u ] — OPA (k). ®)

Furthermore, by assuming a capacity-achieving ST codeathévable rate with TS at thigh sub-block when

p (k) =1 can be expressed as

R™ (k) = log, <1 4924 (k)> . (9)

0.2
The amount of harvested energy in a transmission block istine of the energy harvested from all sub-blocks
in the EH mode. Assuming tha — oo, the average harvested power in a transmission block fangV RBs,

thresholdA4, and the realization of the normalized MISO chanhekith H = h can be obtained froni8) as

_ (T)
Q(T) (h, N, A) — %Kh—I}looZ (1—p(k)) %(k’)
“E[(1- p (k) OPA (k). (10)

In this section, Gaussian %are assumed to generate artificial channel fading, ¢g (k) ~ CN (O, N%INJ- It
can be easily verified that (k) ~ CN (0, HIy) for a given H, and A (k) is thus a chi-square random variable

SAlternative RB designs will be studied later in Sectiod IV.
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Fig. 5. Q™ (h,N, A) vs. h with P = 30dBm, N = 1,2, = 10~*, and A = 0.1, 0.2, 0.5.

with 2N degrees-of-freedom. Wit RBs and conditioned on a given normalized MISO channel zatdin h
with H = h, the probability density function (PDF) oA := A (k), Vk, and the cumulative distribution function

(CDF) of A are given, respectively, by [20]

filr (@) = S e /N)}VP e e (11)
I (N, 52
) mh):l_wg), 12)

whereT (z) = [;°t" e tdt andl (o, ) = [ t*~Le~"dt represent the Gamma function and incomplete Gamma

function, respectively. Fromi (10) and {11){™ (h, N, A) with Gaussian RBs can thus be obtained as

Q™ (h, N, A) = / ~ 9Pa fg[,; (a|h)da (13)
A
r (N +1, NTA>

where [14) can be obtained by applyifigl(11) dnd [21, 3.350-¢[3). For an illustration, Fifl5 show™ (hr, N, A)
versus different values df when N =1, 2 and 4 = 0.1, 0.2, 0.5, assuming 40dB signal power attenuation due to
large-scale fading, i.ed, = 10~4, with the carrier frequency and the distance between Tx andi/en by 900MHz
and5 meters. The transmit power at Tx is set toBe= 30dBm. It is observed thaf)(™) (h,N, A) decreases with
increasingA when N andh are both fixed, which is in accordance wifh(14). MoreoverewlV and A are both

fixed, Q™ (h, N, A) is observed to increase monotonically withThis is becaus@fﬁ} (A|h) in (12) decreases
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with increasingh, and thusl — Flflj‘vh), (A |h), which is the percentage of the received sub-blocks akatéd EH
mode in each block, increases. Thus, the amount of harvesigdr in each block increases withthanks to the
increased number of sub-blocks assigned to EH mode, as wéfieaincreased average channel poweas can
be inferred from[(1}4).

Furthermore, whert and A are both fixed@™ (h, N, A) is observed to decrease with increasiNgwhen h
is small, but increase wittv- when h is sufficiently large. This is because, as inferred froml (aay [(12), the
artificial channel fading is more substantial when small@mber of RBs,N, is used, although the same average
channel power is given ak. Given1 < N < N, it can be shown thaF/(ﬁ} (Alh) in (I2) increases withV

whenh is small, and thus larger power is harvested with smallerbemof RBs. In contrast, it can also be shown

that V)

A‘H(A |h) decreases with increasing whenh is larger than a certain threshold, and thus more power is

harvested with larger number of RBs. Similarly, we can yetifat Q™ (h, N, A) increases withV when 4 is
small, but decreases with increasingwhen A is sufficiently large.

Next, the achievable rate in a block for givéh, A, andh can be derived fron{{9) an@ (111) as

R™ (h,N,A) =E |:p (k) log, <1 + 9P;42(k‘)>]

A oP
_ /O log, <1+?a> fX‘Q (a|h) da. (15)

With fﬁx]r[h)r (a|h) given in [11), it is in general difficult to obtain a unified skd-form expression of (IL5) for
arbitrary values ofV. However, it is possible to derive closed-form expressiong15) for some special values of
N. For example R (h,1, A) and R (h,2, A) for N = 1 and2, respectively, can be derived in closed-form
in Appendix[B. Fig.[6 showsk(™) (h, N, A) versus different values df when N =1, 2 and A = 0.1, 0.2, 0.5
with the same setup as for Fig. 5 with= 10~* and P = 30dBm. It is further assumed that the bandwidth of the
transmitted signal i90MHz, and receiver noise is white Gaussian with power spedeasity —110dBm/Hz or
—40dBm over the entire bandwidth dhMHz. It is observed tha™) (h, N, A) increases witd when N andh
are both fixed, which is in accordance with (15). Moreoverhxy opposite argument of the explanation for Fig.
B, whenh and A are both fixed R(™) (h, N, A) is observed to increase witN whenh is small or A is large, but
decrease with increasiny whenh or A is sufficiently large/small.

However, different fronQ(™) (h, N, A) in Fig.[H which is a monotonically increasing function/gfit is observed
in Fig. 8 thatR(™ (h,N, A) in general first increases with, and then decreases with increasindor given N
and A. The reason is as follows. Wheln — 0, from (I8), we haverR™ (h, N, 4) — log, (1 + 2£h); thus,

R™ (h,N, A) increases with:. However, whem: — oo, V)

AT (A|h) — 0 for any finite0 < a < A, and thus
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Fig. 6. R™ (h,N, A) vs. h with P = 30dBm, N = 1,2, 0 = 107, and A = 0.1, 0.2, 0.5.

R™ (h,N, A) — 0; therefore,R™™) (h, N, A) should decrease with increasihgwhent is sufficiently large.

C. Rate-Energy Performance Comparison

As in [2] and [5], there exist rate-energy (R-E) trade-off9pth PS and TS schemes for information and energy
transfer. R-E trade-offs in PS and TS can be characterizeseliing different values of and A, respectively.
Fig.[7 shows R-E trade-offs in PS and TS f§§ = 2 and a constant MISO channkl= [1.0 0.56]", with the
same channel setup as for Figk. 5 &hd 6. For®$) is generated by Alamouti code with = 2 [19]. For TS, a
scalar code cascaded by one single RB is applied wtiena 1, while the Alamouti code with two RBs is applied
when N = 2. The harvested power is denoted QY It is observed that TS yields the best R-E trade-off with
N =1 whenQ!) < Q < h, and with N = 2 whenQ'?) < Q < !}, while PS yields the best R-E trade-off
when0 < @ < ng}, whereQE}L) and Qgi) are shown in Figl]7. Note that & = 0, i.e., no EH is required as in
the conventional MISO system with WIT only, PS achieves bigtate than TS since artificial channel fading by
random beamforming degrades the AWGN channel capacity.eMexywhen the harvested power exceeds certain
thresholds, i.e.QEfL) and QE}L), TS with N = 2 RBs andN = 1 RB achieves the best rate performance for a
given power harvesting target, respectively. This denrates the unique usefulness of random beamforming in a
multi-antenna SWIPT system even with constant AWGN channel

It is worth noting that for TS larger information rate is aghéd with N = 1 when ngll) < @ < h, but with
N = 2 otherwise. This can be explained as follows. For a gikeit can be shown from{14) thal — 0 when

@ — h. Thus, with sufficiently smalA, we haveQ(™ (h, 1, A) =~ Q™ (h,2, A) (note that)(™) (h, 2, A) is sightly
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Fig. 7. Trade-offs between achievable rate and harvestegmpahenP = 30dBm, N; = 2, 0 = 1074, andh = [1.0 O.56]T.

larger thanQ(™ (h, 1, A) for small A as discussed for Fi@l 5; but the gap between them is negigiblshown in
Fig.[§ with A = 0.1). On the other hand, with small, it can be shown froni(11) thaﬁil&{ (alh) > ff'}{ (alh),
0<a <A, andthuskR™ (h,1,4) > RM (h,2, A) from (I8), as discussed for Figl 6. Therefore, TS with= 1
achieves larger information rate thah= 2 whenQ is sufficiently large. In contrast, & — 0, we haveAd — oo
from (I4). Then, it can be shown th&™) (h,1,00) < R (h,2,00) since the ergodic capacity of a fading MISO
channel increases with the number of transmit antennagefdre, for TS larger information rate is achieved with

N =2 than N = 1 when( is smaller than a certain threshold.

[1l. PERFORMANCEANALYSIS IN FADING MISO CHANNEL

In this section, the R-E performances of TS and PS schemefsidiner analyzed in fading MISO channels. It
is assumed that the small-scale MISO channel from Tx to eacfol®ws independent and identically distributed
(i.i.d.) Rayleigh fading withh ~ CA (0,1y,), and thusH = N% |h||? is a chi-square random variable withV,

degrees-of-freedom, with the following PDF and CDFEI[20]:

For () = D 1o (16)
H T (Nt) € )
Fr(h)=1- % 17)

In practice, it is possible for Rxs to changefor TS orr for PS with the fading MISO channél for different
transmission blocks; however, this incurs additional clexigy at Rx. For simplicity, it is assumed in this paper

that A andr are set to be fixed values for all Rxs over different realaatiofh for a givend.
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Fig. 8. Plot of R™ (h, N, A) with N =1, h = 0.1 and 1.0, A = 0.05 and 1.0.

A. Achievable Average Information Rate

We consider that the performance of information transfenémasured by the achievable average rate over fading
channels. GivenV and 4, the achievable average rate of TS is denoted®y (N, A) = Ey [R™) (h, N, A)],
where R(T) (h,N, A) is given by [15) for a giverh. However, it is difficult to obtain the closed-form express
for R (N, A)’s using [I5) and[(T6) for any giveN, 1 < N < N;.

Note that in practice, SWIPT systems usually operate witheldransmit powel” due to the requirement of

energy transfer, resulting in Iarggaéf, (e.g.,f’f—f = 30dB with the setup for Fig.16). It is also worth noting that as

0Pa

o2

)+ o (log, P) for givena > OH resulting in lim log, (1 + 602) = log,(952).
—00

P — o0, log, (1 + ?}_—};a) = logy (

. N A ay (V) : . -
Therefore,Pl1_1g~1OO R™ (h,N,A) = Jim [ logy (452) Faji (alh) da, and asP is sufficiently large R (h, N, A)

o2

in (I5) with A > 0 can be approximated as

_ _ 0P .
R™ (h,N, A) ~ FXIVI; (A|h) log, <?> +Cy (h, N, 4), (18)

where Fyy (A|h) = fOA fam (a|h)da and Cy (h, N, A) = fOA logy (a) faju (a|h) da, which is a constant not
related toP. Please refer to AppendixI B for detailed derivation@zf(h, N, A). Note that the right-hand side of
(@8) is a lower bound o™ (h, N, A), but approximate®(™) (h, N, A) tightly with sufficiently largeP. Fig.[8

showsR(™) (h,N, A) and its approximation by (18) versufor different values of and A with the same setup

as for Fig[6 andV = 1. It is observed that the approximation in18) is more adeuash and/orA increases. It is

Sf(z) =o0(g(z)) asz — zo represents thaflim £ = 0, meaning intuitively thatf (z) < g (z) asz — zo.

z—xq (=)
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also observed that the gap between the achievable ratesaapgiptoximation becomes negligible wher> 30dBm
even with moderate values af= 0.1 and A = 0.05.
With the approximation o2(™) (h, N, A) by (I8), we can characterize the asymptotic behaviaRdP (v, A)
as P becomes large by investigating its pre-log scaling facidrich is given by the following proposition.
Proposition 3.1: Given1 < N < N; and A > 0, the achievable average rate for TS over the i.i.d. Rayleigh
fading MISO channel is obtained d@&™ (N, 4) = AT (N, A) log, (P) + o (log, P) with P — oo, where

_ RM (N, A)
lim ————~
P—oo  logy P

1>

AM (N, 4) - M (4), (19)

with F{Y (a) = Ex [F3)

(a |h)] denoting the unconditional CDF of after averaging over the fading distribution,
which can be further expressed as

N-1

a N+k
A=t B Kymi (28 (a)). (20)

wheres (a) 2 vV N¢Na, and K (x) denotes the second-kind modified Bessel function

mls(x) —Is(x)

K (@) = 2 sin(dz)

with I5 (x) denoting the first-kind modified Bessel function

e}

1 x\ 2m+46
Is () :n;]m!r(mwﬂ) (5) '

Proof: Please refer to Appendix|C. |

Remark 3.1: In the fading MISO channelFﬁlN) ([l) denotes the percentage of sub-blocks allocated to ID mode
for TS. From Propositioh 3|1, it is inferred thﬁtjgN) (A) is also the pre-log rate scaling factor of the asymptotic
achievable average information rate over the MISO fadiranciel for TS with givend and .

Fig.[Q showsFﬁlN) (A) versusA for TS with N; = 4 whenh follows i.i.d. Rayleigh fading. From Fig.l9, it is
observed that the rate scaling facﬂ@j{v) (A) for TS increases with decreasifg when A is small, but decreases
with N when A is sufficiently large. As a resulR(™) (N, A) scales faster with increasing for smaller value of
N when A is small, but scales slower witR when A becomes large.

On the other hand, the rate scaling factor for PS in the iRalyleigh fading MISO channel can be determined

from (B) and [(16) as

. Ey [R®) (h,71)
A® ()= i 2D @)
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Fig. 9. F{" (A) vs. A when N, = 4.

B. Average Harvested Power

In this subsection, we study the average harvested powertlogd.i.d. Rayleigh fading MISO channel by TS,
defined axQ™ (N, A) =Ey [Q™) (h, N, A)], whereQ™ (h, N, A) is given by [1#).
Proposition 3.2: In the i.i.d. Rayleigh fading MISO channel, for giveh and N, the average harvested power

for TS is given by

N

P (8 (A)N T [N
T (V) D k! N

QM (N, A) =oP Kn,—k+1 (28 (4)), (22)

k=0
where 3 (a) and K; () are defined in Propositidn_3.1.

Proof: Please refer to Appendix]D. |
For convenience, we terii™ (N, A) = Q™) (N, A) /(4P) as thepower scaling factor for TS with increasing
P. Notice thato < II™ (N, A) < 1. Fig.[10 showdI(™ (N, A) versus different values ofl with N, = 4. It is
observed that the power scaling faciaf") (N ) [l) for TS behaves in the opposite way of the rate scaling factor
F{M (A), as compared to Figl 9, i.d1(™) (N, A) decreases wittV when 4 is small, but increases with decreasing
N when A is sufficiently large. As a result, for givehand P, Q™) (N, A) behaves the same &™) (N, A).
On the other hand, the power scaling factor for PS in the. iRayleigh fading MISO channel can be easily

obtained from[(B) and_(16) as

u® (1) = By [QG’) (h,T)} J(OP)=(1—7), 0<T<1. (23)
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Fig. 10. TI™ (N, A) vs. A when N, = 4.

The rate and power scaling factors characterize the asyimpabe-energy trade-off aB — oco. Givenl < N <
Ny, for TS it is easily shown froni{20) anf (22) that the rate isgafactor A(T) (N, 0) = 0 and the power scaling
factor 1M (NV,0) = 1 at A = 0, while AT (N,00) = 1 andII(M (N, 00) = 0 at A — co. Note that for TS the
distribution of the received channel powdr(k) at each sub-block becomes different according\tpand as a
result different asymptotic rate-energy trade-off is agbd wherd < A (N, A) < 1 and0 < 1D (N, A) < 1.
To characterize this trade-off, we have the following thezor

Theorem 3.1: In the i.i.d. Rayleigh fading MISO channel, givér< N < N; and0 < A < oo for TS scheme and
0 < 7 < 1for PS schemer™ (N, A) > A®) (7) for a given power scaling facter < II(™) (N, 4) = I®) (1) <
1; furthermore, giverl < N < M < N; and0 < Ay, Ay; < oo for TS schemesA(™) (N, Ay) > A (M, Ay)
for a given power scaling factdr < I (N, Ay) = ID (M, Ay) < 1.

Proof: Please refer to Appendix E. [ |

Fig. (11 shows the rate scaling factah @ (N, 4) for TS andA®) () for PS) versus power scaling factor
™ (N, A) for TS andIIP) (1) for PS) with N; = 4. For a given0 < II(D (N, 4) = TI®) (7) < 1, the rate
scaling factor of TS withV = 1, i.e., one single random beam, is the largest among all sadti&v. In addition,
A (N, A) for TS decreases with increasing but is always larger than (") (7) for PS. The above observations

are in accordance with Theordm13.1.
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Fig. 11. Rate vs. power scaling factors with = 4.

C. Power Outage Probability

In this subsection, we study the power outage probabilith &igiven harvested power targ@tat Rx, which is
defined a9q, put 2p; (Q < Q) with ) denoting the harvested power in one block. In particularaveeinterested

in characterizing the asymptotic behavioref ,.; as P — oo, namelypower diversity order, which is defined as

1
dg 2 - lim 5P%out

24
P—oco  logP (24)

Proposition 3.3: In the i.i.d. Rayleigh fading MISO channel, for TS the powertame probabilitypglm with

P — ~o is approximated by

. N, _
- (0/0P)) L A=0
Pg.out = _ 1\ Ve = (25)
(NA(ln (OP)) ) , A>o0.
Proof: Please refer to Appendix]/H. [ |

From (24) and[(25), it can be verified that the power diversitger of TS isdg) = N; when A = 0, i.e., no

WIT is required, whiledg) = 0 with a fixed A > 0 when both WIT and WET are implemented, which means that
althoughpgiut decreases with increasirg, the decrease quiut is much slower than increase 6fas P — oo.
On the other hand, in the i.i.d. Rayleigh fading MISO chaanttle power outage probability of PS with— oo
can be obtained aﬁg,iut _ <%>Nﬂ 0 < 7 < 1; thus, from [8) and the fact thdty (h) ~ kN ash — 0,
we obtain the power diversity order dg) =N, 0< 7 <1.
Fig.[12 shows the power outage probabilities of TS and PSusettse transmit poweP in dBm whenN; = 2

and Q = 1uW with the same setup as for Figl 5, i.6.= 10%. It is observed that the smallest power outage
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Fig. 12. Power outage probability with; = 2 andQ = 1pW.

probabilities are achieved by TS with = 0 or equivalently PS with- = 0. WhenA > 0, pglm for TS is observed
to decrease slower with increasiﬁgthanpggut for PS, sinced(QT) =0, A > 0 for TS while dg)) =N, 0< 7 <1,
for PS. Furthermore, it is also observed tlﬁéﬂm decreases slower with increasifiyas A and/or N increases,

which is consistent with[ (25).

D. Numerical Results

In this subsection, we compare the rate-energy performahd& and PS for a practical SWIPT system setup
and N; = 2 with the same channel setup as for Figs. 5[and 6. It is furtkeuraed that energy conversion efficiency
is set to bel = 0.5 to reflect practical power harvesting efficiency.

As inferred from Theorerh 3.1, the asymptotic rate scalingdiaof TS with N = 1 is the largest among all
values of N and is also larger than that for PS for a given power scaliogpfaasP — co. However, it does not
imply that the largest achievable average rate is alwaysnatd for a given average harvested power wiieis
finite. Therefore, it is necessary to compare the achievabdeage rates for PS and TS with finite valuesiof
Fig.[13 shows the achievable average rates for PS and TSsveemsmit power in dBm under the same power
scaling factodI = I (N, A) = TI®) (7), i.e., the same average power harvesting require@eat¢ 0PI (e.g.,

Q = 45 uW with ¢ = 0.5, § = —40dB, II = 0.9 and P = 30dBm). Whenll = 0.9, the benefit from a larger rate
scaling factor is clearly observed for TS wiffi = 1, since it achieves the largest average information rateertWh
II = 0.5, the achievable average rates for TS are similar With= 1 and2, but still grow faster with the transmit

power than that for PS. Whell = 0.1, the gaps between rate scaling factors of different schemresmall (cf.
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Fig. 13. Comparison of the achievable average rate With= 2 andII = 0.1, 0.5, and0.9.

Fig.[11) and as a result their achievable average rates teesomnilar.

It is worth noting that one typical application scenario loé tSWIPT is wireless sensor network, for which the
power consumption at each sensor node is in general limitée20 W. As observed in Fid. 13, with 30dBm (or
1W) transmit power, the amount of average harvested poweactt receiver i$-45 W with a practical energy
harvesting efficiency 050%, which satisfies the power requirement of practical sensarghermore, the received
power can always be increased if transmit power is increasdbr the transmission distance is decreased, to meet
higher power requirement of other wireless applications.

Next, Fig.[14 shows the trade-offs between the achieval#eage rate and power non-outage probabilities, i.e.,
1 —pg,out, Of TS and PS schemes under the same per-block harvested mmwérements) = 25 uW or 45 yW
when the transmit power is set to BedBm. It is observed that the minimum power outage probgbdft TS is
attained byN = 1 when the achievable average rate is small, but\by= 2 when the achievable average rate is
larger, while TS with bothV = 1 and2 outperforms PS.

Remark 3.2: Employing random beamforming at the transmitter requickditeonal complexity. However, from
the above results, it is inferred that the achievable awerate is maximized by using only one single RB, i.e.,
N =1, when the transmit power is asymptotically large or at fitissmit power when more harvested power
is required (which is of more practical interest). In adufiti TS with one single RB also optimizes power outage
performance when transmit power is finite and large hardeptmver is required in each transmission block.

Therefore, TS with one single RB in general can achieve thienap WET efficiency and/or reliability with a given
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Fig. 14. Trade-off between achievable average rate and mpooareoutage probability withV, = 2, 30dBm transmit power, and per-block
harvested power requireme@t = 25 or 45 uW.

WIT rate requirement, thus yielding an appealing low-camjty implementation for practical systems.
Finally, we investigate the overall network throughput ive tmulticast SWIPT system with the proposed TS

scheme, which is defined as
K
C23" (1 prou () R, (26)
=1

with K, pr out (1), andR denoting the number of users in the network, the rate outegjeapility of theith Rx, and

the common information rate, respectively. It is worth ngtthat each Rx can adjust its threshdld i = 1, --- , K,
according to the individual channel condition and rate megment assuming that Rxs move slowly with a sufficiently
large channel coherence time; therefore, rate outage ofthiheser occurs when its average achievable rate cannot
meet the rate targeR even with A; = oo, i.e., when all the received sub-blocks are allocated to k@ienfor a

given 6. Accordingly, pr ou: (i) iS given by
PRout (1) = Pr (RET) (N,00) < R) , (27)

whereRET) (N, A) = EH[RET) (h, N, A)] with RET) (h,N, A) denoting the achievable rate of tita Rx for given
N and 4; in a block with the normalized channel powky which is given by [(IB). Note that for each R,
i =1,---, K, can be modeled a8 = 6 ;0s; wherefr; and s, denote signal power attenuation due to
distance-dependent pathloss and shadowing, respeciadyming fixed Rx locations, thereforeg ...+ (¢) should
be measured according to the variationégf; in this case. Figl_15 shows the trade-offs between the nk&twor

throughputC' defined in [26) versus the average sum harvested power byxs)ld@noted by), under the same
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Fig. 15. Trade-off between network throughput and average Isarvested power wittV; = 2, N = 1, and30dBm transmit power.

channel setup as for Figlsl 5 and 6, with = 10, N = 1, and P = 30dBm. The distance between the Tx and
the ith Rx, denoted byD;, is assumed to be uniformly distributed withdm < D; < 10m, i =1, ---, K. It
is also assumed thdt, ; = CoD; “ with Cy = —20dB denoting the pathloss at the reference distaimeand
a = 3 denoting the pathloss exponent. Assuming indoor shadowisgis drawn from lognormal distribution with
standard deviation given B3.72 dB [22]. Furthermore, each Rx is assumed to 4etuch thatRZ(T) (N, A) =R if
RET) (N,00) > R, but setd = 0, i.e. all the received power is used for power harvestingetise. It is observed
that the maximum throughput in the networkd$ = 46.8Mpbs with average harvested sum powgr = 424,W.

In addition, the trade-offs shown in Fig.]15 can be categariinto three regimes, as denoted by 2), and3)
in the figure. WhenR is small, i.e., in the regime denoted Ity, C increases withR sinceppr out (4) is small. In
this regime, each Rx sets largds with increasingR to meet the rate target, and thus the harvested sum power
decreases accordingly. Whehis larger than a certain threshold, i.e., in the regime dahby2), C decreases with
increasingR since the number of Rx with rate outage increases. In thisneg) also decreases with increasing
R since Rxs with largd;’s still set largerA4; with increasingk and their harvested power decreases. Finally, when
R further increases, i.e., in the regime denoted3byC' decreases with increasing whereas) increases withR.
This is because most of Rxs in the network experience ratageuand thus only harvest power. Wh&n— oo,
therefore,C — 0 and Q becomes equivalent to that without WIT and with WET only,,i® = 0 with A = 0.

Therefore, for a given throughpdt < C*, there are two possible values of average sum harvestedr {eveg,

Q1 = 490uW and Q» = 368uW with C = 20Mbps), and thereby we can choose larger value of average sum
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harvested power for a given throughput (e@;, for the aforementioned example).

IV. ALTERNATIVE RANDOM BEAM DESIGNS

It is worth noting that TS with Gaussian random beams (reteto as TS-G), as considered in the preceding
sections, may not be practically favorable due to the faat aussian random beams (GRBs) will cause large
transmit power at certain sub-blocks. Instead, artifickdrmel fading within each transmission block of each Rx
can be generated by employing non-Gaussian random beamgovistant transmit power for TS. In this section,
we investigate the performance of TS with two alternativesRBher than GRB, such that the average transmit

power remains constant within each transmission blockckviare given next.

A. Unitary Random Beams (URBS)

In this case/N unitary random vectors obtained from the isotropic disttitm [23] are independently employed
for the N random beams at thith sub-block, i.e.g,, (k), 1 <n < N, Vk.

With URBSs, it is in general difficult to obtain the closed+foexpressions for the PDF and CDF of the received
channel power (k) at each sub-block conditioned dih = h. However, if we consider the special caseNgf= 2
and N = 1, it is known that with URBsA (k) is uniformly distributed within[0, 2h]. Thus, given a threshold

A >0, the amount of harvested power in each block with URBs canldteired using[(13) as

O (h 1) oP(h— 4y | 0<A<2h
QT (. 4) = 0 . A>2h

In the i.i.d. fading MISO channel, the average harvestedgodar TS with URBs (referred to as TS-U) given a

(28)

fixed threshold4 > 0 is obtained a®)(V) (4) = [;° QW) (h, A) fy (k) dh, where f (h) = 4he~?" is given by
(d18) for N; = 2. It is worth noting that in the special case 8f = 2 and N = 1, the unconditional distribution of
A (k) with URBs after averaging over the fading channels can besho be the exponential distribution, where

the unconditional PDF is given b;élU) (a) = e~ Therefore,Q(V) (A4) can be alternatively obtained as
QW) (fl) = /_ HPaqqu) (a)da
A
=0PT (2,4), (29)

which is equivalent taQ™ (1,1, A) for TS-G given by [T4) withV = 1 and = 1. Similarly, givenA4 > 0, the

achievable average transmission rate for TS-U is obtaised a

_ oy - 4 6P
RrU) (A) = /o logs <1 + O.—za> qu) (a)da

e o? = o2 A OPA
T2 (El <9_P> ~h <A+ﬁ>> e hom <1+ o? ) (9
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with E, (z) = ff’o e~ *'t~"dt denoting the exponential integral function for intege¥ 0, which is also equivalent
to R™M (1,1, A) for TS-G given by [(Ib) withh = 1 and N = 1. In addition, given fixed4d > 0 and per-block
power harvesting requiremer@ > 0, the power outage probability of TS-U in the i.i.d. Rayleifsting MISO

channel withN; = 2 and N = 1 can be obtained froni (28) as

O g <Q2 Ak +92P2A2) : (31)

pQ,out = 20P

where Fiy (h) is given by [17) forN; = 2. From [24) and[(31), it is easily verified that TS-U in the cabéV; = 2

and N =1 has the power diversity order 6f the same as TS-G.

B. Binary Random Beams (BRBs)

In this case, a random subset &f out of NV; transmit antennas at T, < N < NV, are selected to transmit at
each sub-block, which is equivalent to selectdgk) = (¢, (k) ¢o(k) --- Py (k)] € RNXN vk, whereg,, (k) =
(b1 (k) bn2 (k) - du, ()T, 1 < n < N, with ¢, (k) € {0,1}, 1 < i < N, such thati|¢,, (k)[|* = 1 and
oL (K)o, (k) =0, n # m. We assume that all the subsets of the selected antennaguaiyerobable.

Consider the special case &, = 2 and N = 1. Denoteh = [h; hy]T, V = max(|hi|?, |ho|?), and W =
min( |1 |?, |ho|*). Note that in this case the received channel power at eactblsuk is eitherA (k) = V or
A (k) = W, each of which occurs with a probability af/2. Thus, givenV = v, W = w, and a fixed threshold

A >0, the amount of harvested power in each block with BRBs isinbthusing [(IB) as

OP(v+w)/2 , A<w
Q® (v,w, A) = 0 Pv/2 L w<A<w (32)
0 ., A>w.

Similar to TS-U, in the i.i.d. fading MISO channel, it can beown that with/NV; = 2 and N = 1 the unconditional
distribution of A (k) with BRBs after averaging over the fading channels is theoegptial distribution, where the
unconditional PDF is also given @413) (a) = e~®. Therefore, given a fixed threshaltl > 0, Q(P) ([1) =QW ([l)
and R®) (4) = R (A4), whereQ® (A4) and R® (A) denote the average harvested power and achievable
average information rate for TS with BRBs (referred to asB)Srespectively, and)(V) (4) and R(Y) (A) for
TS-U are given by[(29) and(B0), respectively. In additioiveg fixed A > 0 and per-block power harvesting
requirement) > 0, the power outage probability of TS-B in the i.i.d. Rayleiglling MISO channel withV;, = 2

and N = 1 can be obtained froni_(32) as (see Apperidiix | for the detait=iVation)
N\ 2 _ B - B
pg?)ut = (1 - e_A) +1(A<2D)- 9¢—2(A+D) (_1 + eA> <—eA n ezp)

+1(A < D) <e—2(fT+D) (1 - eD>2 +e 420 (<14 A- D) et + eD)> . (33)
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Achievable Average Rate (Mbps)

Transmit Power (dBm)

Fig. 16. Comparison of the achievable average rate forrdiffteRB designs withV; =2, N = 1, andIIl = 0.9.

where D = Q/(0P), and1 (z < y) denotes the indicator function given by

1, ifa<y

Lo <y)= { 0 , otherwise.

From [33), it is shown that both (A < 2D) = 0 and1 (A< D) = 0 if P > 2Q/(¢4), and thUSp(QEzm =
(1- e—A)Z. Therefore, TS-B in the case &f; = 2 and N = 1 also has the power diversity order @f the same
as TS-G and TS-U.

Fig.[18 shows the achievable average rates of TS-G, TS-UB,T&d PS versus transmit power in dBm for the
same setup as for Fig. 113, under the same average power tiregvesjuirement witHl = 0.9. It is observed that
the achievable average information rates of TS-U and TSeBtlae same, which is as expected for the considered
case here ofV; =2 and N = 1. It is also observed that the achievable average rates df &8d TS-B are larger
than that of PS, but smaller than that of TS-G. This resultigimated from the fact that the artificial channel fading
generated by URBs or BRBs in this case is less substantialtone than that by GRBs, due to the limitation of
constant average transmit power over sub-blocks with URBBRBs.

Fig. shows the power outage probabilities of TS-U and T@Bsus transmit power in dBm for the same
setup as for Figll6, whe® = 2 bps/Hz andQ = 25 W, as compared to that of PS and TS-G. Among TS
schemes, it is observed that the power outage probabilifff5 is the smallest. The power outage probability

of TS-U is observed to be similar to that of TS-G when trangpoitver is small, but becomes larger than that of

TS-G when transmit power is larger thabdBm. The power outage probability of TS-B is observed to beveen
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Power Outage Probability

Transmit Power (dBm)

Fig. 17. Comparison of power outage probability for differ&®B designs withV; = 2, N = 1, R = 2 bps/Hz, andQ = 25, W.

those of TS-U and of TS-G. It is also observed that the powg&gmiprobability of PS is larger than those of all

TS schemes when transmit power is small, but is the smalleehwransmit power is larger th&3dBm.

V. CONCLUSION

This paper has studied a novel receiver mode switching seffemthe MISO multicast SWIPT system when
the channel is only known at the receiver, but unknown at thasmitter. The proposed scheme exploits the
benefit of opportunistic energy harvesting over artificiahignel fading induced by employing multi-antenna ran-
dom beamforming at the transmitter. By investigating thbietble average information rate, average harvested
power/power outage probability, and their various traffe;dt is revealed that the proposed scheme yields better
power and information transfer performance than the ref@escheme of periodic switching without transmit
random beamforming when the harvested power requirementfficiently large. Particularly, employing one
single random beam for the proposed scheme is proved tovectiie asymptotically optimal trade-off between
the average information rate and average harvested powen whnsmit power goes to infinity. Moreover, it is
shown by simulations that the best trade-offs between geerdormation rate and average harvested power/power
outage probability are also achieved by the proposed screnpdoying one single random beam for large power

harvesting targets of most practical interests, even witiefitransmit power.
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APPENDIX A
DERIVATIONS OF R (R, 1, A) AND R(D) (h,2, A)

From [11) with N = 1 and [I5),R™ (h,1, A) can be expressed as

o1 A N1
R™M (h, 1,A) = m/ In (1 + Pa) Ee_ﬁda (34)
0
1 i L A p a
=— (e »In(l1+PA —e nd 35
In2 (e n( + )+/0 1—|—Pae a), (33)

where P = i—f and [35) is obtained from integrating {34) by part. By changga variable as: = 1 + Pa, the

integral term in[(3b) can be obtained as

A ~ 1+PA
P a z—1
/ = e_ﬁda:/ 1e_ Fr dx
o 14+ Pa 1 Z
1 *1 @ R | =z
= eFn </ —e Fndx —/ —e_ﬁhdx> (36)
1z 1+PA T
. 1 1+ PA
=err | By <~—> — F; +~ s (37)
Ph Ph

where, for integem > 0, E, (z) = f1°° e *'t~"dt denotes the exponential integral function;1(37) is obtdibg

a change of variable ag = (1 +]3[1> x for the second integral term i (36). From (35),1(37), aRd= &z,
R™ (h,1,A) is obtained as

o2 2 1 2 _ A
(T) 1) = & 7\ A 7\ _ -4 oPA
R (h,1,A4) = <E1 <0Ph> E (h +9Ph>> e log, <1+ - (38)

WhenN =2, R( (h,2, A) can be derived similarly by integrating {15) by part. In thgeration, it is necessary

w) ; (39)

to apply differentiation of the incomplete Gamma functianeg by [24]

0 0,0
—TI'(N,z) = F(N,x)lnm+mG;’:g <

ON N-1,-1,-1

whereGpY" ( o Z” z) denotes the Meijer-G function, defined as|[21, 9.301]
Lo, by
1 [IT(b; —s) [[T(1—ag+s)
a y ottt a - _
G;’?(’In( ' g z) = 2—/ ; & k=l 0 2%ds, (40)
by, -+ by TIL] T(—bj+s) I T(ax—s)

j=m+1 k=n+1

with [, denoting the Barres integral. By the definition of the Mefrfunction, the last term in({39) can be

represented by
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0,0 1 I'N-1-s)I'(-1—9s)T(-1—13s)
G x :—,/ 25 lds 41
2’3<N—1,—1,—1 ) i )y D)L (s @
1,1
=G§’2(00’N x) (42)

where [42) is achieved by a change of variable ass + 1 in (41l). By applying [(3B){(4R) to the integration of
(I5) by part,R™™) (h,2, A) can be obtained as

— 2 2 24 202 A 2 HPA
R™ (h,2, A) = <ﬁe_h _ e <2,2 <E n 9‘%))) log, <1 + 7)
202 202 A o2 202
= e (B4 (24— ))-FE =
P2’ < 1< <h +0Ph>> L <9Ph>>
1 22 [ 50 1,1 | 202 30 1,1
+ln2€ ' <G2’3 < 0,0,2 OPh | G2’3 0,0,2

APPENDIX B
DERIVATIONS OF (g (h, N, A) IN (18)

(o))

From [11) and[{T6)( (h, A, N) in (I8) can be expressed as

b

Co (h,A,N) :/0 logy (a) fajmr (a|h)da

N e} N o N
~ Rz e @ de - L T e o) da (44)

@ B
From [21, 4.352-1]n can be derived as

¥ (N) h
o = W + logQN. (45)

Next, by changing variable as= Az, 5 can be modified as

-« N - - N
1 A e NA & NA
B = _<NA> 0g (4) / 2N le= Tty — <NA> T ! / 2N "le™ % T lnade, (46)
1 1

h I'(N) h N)Iln2
B B2
where, by the similar process to derivel(148),is derived as
NA
B = —Mlog ([1) (47)
I'(N) 2

In addition, by changing variable d%? =0, By can be derived from 21, 4.358-1] as

oY * N-1 -6 9 N
B2_W/1 x e lnwdx—a—N(H F(N,Q)). (48)
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Since 20~ = —6=N1n g, 3, in @8) can be obtained froni (B9)-[42) as
1 3,0 0,0
= Gy 0
%= F () 2’3( N-1,-1,-1

! 5o 1,1
_F(N)1n2G2’3<O,O,N ’) (49)

From [42){49) and by changing variable &s= &4 in (@9), we arrive at[(I8). This completes the derivation of

Co (h, A, N) in (AB).

APPENDIXC
PROOF OFPROPOSITIONZS. 1

With P — oo, the achievable average information rate for TS is expcefeen (18) as
(T) i (V) 9P
B[R (b, N, A)| =By |E{}) (A]R)logy +Cy (h, N, A)

—Ey |Fiy (A|h)|10goP + Epy [ Fy (A|h)log, < f ) +Co (h, N, A)]

whereEg [F(N

AL (A|h)logy (£) + Co (b, N, A)} is a constant not related t8 and thus regarded as(log, )

smceF

AL (A |h)logy (%) + Cy (h, N, A) is a constant not related tB.

For an integetN > 1, note thatl’ (N, z) is equivalently expressed &s [20]

N-1 m
I'(N,z) = (N —1)le” g (50)
m=0 )
From (12), [(16), and:(BO)F ( )= [F/(x]|VH( |h)} is obtained as
Y@ = [ E) g (e
00 N-1 m N,
Na 1 Na N t
— 1—e % il Bl e t hNt—l —Nthdh
/0 ( ‘ mzzom!<h> )r(m) ‘
N: N-1 o0 Na
B N i' / hNt m—1 —Nth—fdh (51)
m: 0

o

m=

A
=«

By applying [21, 3.471-9] tax, we can obtain[(20). This completes the proof of Propos[8dh
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APPENDIXD
PROOF OFPROPOSITIONZ. 2

From [13), [16), and (80)RQ" (N, A) = Ey [Q™ (h, N, A)] is further obtained as

=2

NNV N 1 k[ NA
=0P—L—->" —(NA) / hN RN =55 g, (52)
0

By applying [21, 3.471-9] tg3 in (52), we obtain[(2R2). This completes the proof of Proposil3.2.

APPENDIX E
PROOF OFTHEOREM[3. ]

First, the former part of Theorefn_3.1 can be proved using dfleviing lemma by considering an arbitrary
distribution of A with PDF and CDF denoted by, (a) andG 4 (a), respectively, wheré& 4 (a) > 0 for a > 0.

Lemma E.1: GivenG4 (A) =7 with 0 <7 <1and0 < A < oo,

/OoagA (a)da > (1 —7)b. (53)
A

Proof: Please refer to AppendiX F. |

For TS, we have the rate scaling factaf™ (N,A) = FIEXN) (A) from Propositior3]1, and it can be shown
from (20) thatFjgN) (a) > 0 for a > 0. In addition, the energy scaling factor for TS can be altévely expressed
asTI™ (N, A) = [ af(Y) (a)da with £ (a) = Ex [fg‘g (a ]h)} denoting the unconditional PDF of after
averaging over the fading distribution. Furthermore, ih d&e easily verified thay"0°° ang) (a)da = 1. Given
FM (A) = 7 with 0 < 4 < o0 and0 < 7 < 1, it can thus be verified from Lemnia E.1 that™ (N, 4) +
(D (N, A) > 1, by substituting, g4 (a), andG.4 (a) in LemmalEL byl, £ (a), and F{*” (a), respectively.
Since we haveA(®) (1) + TI(") (1) = 1 for PS from [21) and{23), it follows thah(™ (N, A) + 11T (N, 4) >
A®) (1) +TI®) (7). Therefore, we hava(™) (N, 4) > A®) (r) for given0 < IIM (N, 4) = I®) (7) < 1. This
proves the former part of Theordm B.1.

It is worth remarking that Lemm@a_E.1 implies that TS in gehgralds better trade-off between the rate and
energy scaling factors than PS provided that the averagéveetchannel power for TS is the same as that for PS,

based on which the former part of Theoreml 3.1 for the i.i.dyl&gh fading MISO channel with a fixed threshold
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A is proved. As another example, even for a transmission btk H = h, TS with N RBs,1 < N < N, yields
better trade-off between the rate and energy scaling fa¢kan PS. This can be proved by substituting 4 (a),
andG 4 (a) in LemmaELL byh, fﬁ‘]‘\g (Alh) in (1T), andFXrQ, (A |h) in [I2), respectively. This is originated from
the fact that for both TS and PS schemes the rate scalingrfactdetermined by the percentage of sub-blocks
allocated to ID mode, whereas the energy scaling factor isrchéned by the percentage of sub-blocks assigned
to EH mode as well as their channel power values. Note thatch®me assigns a subset of sub-blocks with the
largest channel power to EH mode, as inferred froim (6). Theze given a percentage of sub-blocks allocated to
EH mode, i.e.l — G4 (A) =1—7 for TS and PS schemes, respectively, the energy scalingrfatflS is larger
than that of PS while rate scaling factors are the same fdr bctemes, i.eG 4 (A) = 7.

Next, to prove the latter part of Theordm13.1, we consider anlmtrary distributions ofA with PDFs denoted
by g4 (a) anduy (a), and the corresponding CDFs denoted®y (a) andU4 (a), respectively. It is assumed that
IS aga(a)da = [;° aua (a)da = b > 0. It is further assumed thaf, (a) > 0 andUy4 (a) > 0 for a > 0, and
G4 (a) andUy (a) intersect ain = A, satisfying

Ga(a)>Us/(a), if0<a< A
Gala)=Us(a), ifa=A (54)
Gala) <Ugs(a), if a> A,

Lemma E.2: Given0 < G4 (Ay) = Ua (Ay) < 1 with 0 < 44, A, < o0,

/_ aga (a) da >/_ auy (a) da. (55)
A, A,
Proof: Please refer to Appendix]G. |

The latter part of Theorem 3.1 can be proved using Lerhméa E.®lmsvs. Givenl < N < M < N, for
TS, it can be verified thaff™ afjgN) (a)da = [Ca f(‘M) (a)da = 1. Furthermore, it can be shown from {20)
that FﬁlN) (a) and FIElM) (a) correspond toG 4 (a) and Uy (a) in (B4), respectively (c.f. Fid.]9). By substituting
fng) (a), f(lM) (a), FAN) (a), andFIgM) (a) for ga (a), ua (a), Ga (a), andUjy4 (a) in LemmalE.L, respectively, it
can be verified thafl(™) (N, Ay) > I (M, Ay) when A (N, Ay) = AT (M, Ay), 0 < Ay, Apr < 00
sinceA™ (N, Ay) = F{") (a) from Propositiori 311 andl(™ (N, Ay) = [5° af{" (a)da. This guarantees that
AM (N Ax) > AT (M, Ay) for given0 < TID (N, Ay) = TID (M, Ay) < 1, since bothA™M) (N, Ay)
and A (M, A);) decrease monotonically with increasibiy™) (N, Ay) and 1™ (M, Ay), respectively. This
proves the latter part of Theordm B.1.

As a remark, Lemma_E.2 compares the trade-offs between thearal energy scaling factors in TS schemes

with two different distributions of channel power inducey different values ofV provided that both distributions
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have the same average channel power and satisfy the coniiit{&4). The latter part of Theorem 8.1 for the i.i.d
Rayleigh fading MISO channel with a fixed is one application of Lemmia_E.2. As another example, everafor
transmission block withH = h, better trade-off between the rate and energy scaling ragsoattained withV
than M RBs,1 < N < M < Ny, sinceFerh), (a|h) and Ff(‘]‘\f} (a|h) correspond taG 4 (a) and Uy (a) in (B4),
respectively, as shown frorh_([12). This is due to the fact thatartificial channel fading is more substantial when

smaller number of RBs is employed, and the argument simikslfor Lemmd EJ1.

Combining the proofs for both the above two parts, Thedrethi8proved.

APPENDIXF
PrOOF OFLEMMA [ET

Integrating by partJ"OA aga (a) da can be evaluated as
A - - i
/ aga (a)da = AG4 (A) — / G4 (a) da. (56)
0 0

Assume thatd is given such thaG4 (A) =7, 0 < 7 < 1. From [53) and[(36), we have

E:/AooagA(a)da—(l—T)b

00 A _
:/ agA(a)da—/ aga(a)da—b(1—Ga(4))
0 0

A
— (b= M) Ga () + [ Ga(A)da, (57)
0
and the resulting derivative
dE . .
p= = (b= A) ga (4). (58)

wherey = 0 is achieved atd = b.

From [57) and[(58), it is observed that > 0 with 0 < A < b, and E increases monotonically witAl until
A =b. For A > b, it is observed thaj, < 0 and thusE decreases monotonically with increasidg Because
Ah_lgo fgo aga (a)da = 0, it can be shown thakl > 0 even with A > b. Therefore, it is verified thak' > 0 in (57)

for any A > 0. This completes the proof of Lemrha E.1.
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APPENDIX G
PrROOF OFLEMMA [E.2

DenoteA = G4(A4,) = Ua(Ay), 0 < Ay, A, < co. From [55) and[(36), we have

E:/wagA(a)da—/ooauA(a)da

A, A,
i, i,
= auy (a) da — / aga (a) da (59)
0 0
A, A,
=A (A, — Ay) + /0 Ga(a)da — /0 Ua (a)da. (60)

According to [54), there are three cases addressed as foftawgiven0 < A < 1.
1) A, = A, = A: According to [5#),Ga(A) = Ua(A) = A. Since it is assumed if_(54) théta(a) > Ua(a)
with 0 < a < A, E is evaluated from[{80) as

A
E:/ (Ga(a) —Ua (a))da > 0. (61)
0

2) 0 < Ay, A, < A: It can be inferred from{34) thafi, < A, < A, which results in0 < A < A. From [B0),

we have

_ _ _ A, A,
E=Uy (Au) (Au — Ag) — /A Uy (CL) da —l—/o (GA (a) —Ujyh (a)) da . (62)

~\~
N

~~

2p
Since A, < A, andGa(a) > Ua(a) with 0 < a < 4, it can be verified that: > 0 and 8 > 0, and thusE > 0.

«

3) A< A,, A, < oo It can be inferred from[{84) thal < A, < A,, which results inA < A < 1. From [59),

we have )
. A A, A,
E = /0 a(ug (a) —ga(a))da— (/A aga (a) da—/A auy (a) da), (63)

4

1>
>3

)

with 6 > 0 as shown in[(59):(61). In addition, it can be verified that

A, A,
lim e = lim [ aga(a)da— lim [ auy(a)da=0, (64)
A=A A, —AJA A,—AJA
A A
lime= lim e= / auy (a)da — / aga (a)da = 4. (65)
A=l Ag—oo, 0 0
A, o0
- A 1 1 A 1 1
Since jAg = d%g Ga (4y) = ga (4,) and jgu = dgu Ua (Ay) = ua (Ay), we have
d 1 d [ 1 d (M
Egzmd—fig/"i agA(a)da—%E/A (I'LLA((I)dCZ

dA

=A,—A,>0. (66)
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From [63)4(686), it can be verified th@ monotonically decreases fromto 0 with increasingA with A < A < 1,
e, B >0with A< A, A4, < oco.

Combining the above three cases, Lenimad E.2 is thus proved.

APPENDIXH
PROOF OFPROPOSITIONS3.3

Given a transmission block withl = h, Q(™) (h, N,0) = #Ph from (I3). In the i.i.d. Rayleigh fading MISO

channel, given) > 0, pgim for TS with A = 0 can be approximated a8 — oo by Pli_r)noo Pr (h < %) =
A A N —

Plgnoo Fy <9P> = (ep) : smce}lll_)mO Fg (h) = ™ in (7). This proves the first equality i (25) fot = 0.

When A > 0, the harvested power per block for a givenQ™ (h, N, A) in (I4), is a monotonically increasing
function of h, sincel («, z) is @ monotonically decreasing function of For a given power requiremen} > 0,

denoteh as the minimum value of such thatQ(™ (h, N, 4) > @, i.e.,

['(N+1,NA/L)  Q
L(N+1) 6P

1>

9(R) 2R (67)

Thus, the power outage probability for TS with givah A, andQ is obtained a$g)out(N, A,Q) = Fy(h). Since

9 (h) increases withh, with P — oo it then follows from [67) that. — 0, under which we have

N T\ k
_ _ 177 1 /NA
9 (F) = he- (¥ L (T) (68)
k=0 """
o \ N
~ e (vam) L (NTA> , (69)
where, sinceV > 1 is an integer,[(88) is obtained from [20]
N-1 m
T'(N,z)=(N-1)le ™) —
m=0
Sinceln? (h) =1In %, from (69), we have
_ IN!
(N—1)lnz — NAz =1n QiN_N , (70)
9P(NA)

wherez = 1/h. With h — 0, i.e., z — oo, the left-hand side of {70) can be further approximated-aéAz.

Therefore,h as P — oo can be approximated by

h=NA(In M R ~ NA(ln (9P))~! (71)
QN! '

From [71) and the fact thafy (h) ~ h"* ash — 0, we obtain the second equality i1 {25) fdr> 0.

From the proofs for both the first and second equalitie$ if), (REopositio 3.3 is thus proved.
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APPENDIX |
DERIVATION OF (33)

From [32), the energy outage probability of TS-B is obtaiasd

pgiut:Pr(v<A)+Pr<w§A§v, % <Q> —|—Pr<w>A7 w <Q> (72)
First, Pr (v < A) in (72) is given by
_ _ 2
Pr(v<d)=Fy (4) = (1-¢4), (73)

where Fy, (v) denotes the CDF ot/ = max( |hi|%, |h2|?), given by Fy (v) = (1 — e~v)?, since both|h,;|* and
|h2|2 are independent exponential random variables.
The second term i (¥Y2) can be obtained as

0Py

Pr(wSAgv, 5

<Q>:Pr(w§A,A§v§2D,w§v)

= 1(A<2D)2e2HD) (14 1) (=eh 4 e28), (74)

where D = % and fyw (v, w) denotes the joint PDF foV” and W given by fy.w (v,w) = 2e"Ye™", v > w.
Finally, the last term in[(42) can be obtained as

6P (v + w) A>

Pr<w>fl, 5 < F

:Pr(w>fl,v—|—w<2D)

B v 2B—A 2B—v
=1(A< D) </A /A fvw (v,w) dwdv + /B /A fvw (v, w) dwdv)

=1 (fl < D) <e_2(A+D) (eA — eD)2 4 eA-2D ((—1 +A— D) ed + eD>> . (75)
From (72){75), we can obtaif_(33).
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