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Abstract

We study the asymptotic performance of two multi-hop overlaid ad-hoc networks that utilize the

same temporal, spectral, and spatial resources based on random access schemes. The primary network

consists of Poisson distributed legacy users with densityλ(p) and the secondary network consists of

Poisson distributed cognitive radio users with densityλ(s) = (λ(p))β (β > 0, β 6= 1) that utilize the

spectrum opportunistically. Both networks are decentralized and employ ALOHA medium access pro-

tocols where the secondary nodes are additionally equippedwith range-limitedperfectspectrum sensors

to monitor and protect primary transmissions. We study the problem in two distinct regimes, namely

β > 1 and0 < β < 1. We show that in both cases, the two networks can achieve their corresponding

stand-alone throughput scaling even without secondary spectrum sensing (i.e., the sensing range set

to zero); this implies the need for a more comprehensive performance metric than just throughput

scaling to evaluate the influence of the overlaid interactions. We thus introduce a new criterion, termed

the asymptotic multiplexing gain, which captures the effect of inter-network interferenceswith different

spectrum sensing setups. With this metric, we clearly demonstrate that spectrum sensing can substantially

improve primary network performance whenβ > 1. On the contrary, spectrum sensing turns out to be

unnecessary whenβ < 1 and setting the secondary network’s ALOHA parameter appropriately can

substantially improve primary network performance.
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I. INTRODUCTION

Gupta and Kumar [1] introduced a random network model for studying the throughput of large-

scale static wireless networks where the network consists of λ nodes that are independently and

uniformly distributed over a unit-area disk. Each node in the network could act as a source, a

relay, or a destination, and each source node has a random destination in the network. The nodes

have a common transmission range and each transmits to its one-hop neighbors in the direction

of certain destination nodes. They showed that a centralized time-slotted multi-hop transmission

scheme can achieve a sum throughput scaling ofΘ
(

√

λ/ log(λ)
)

1. Following [1], there has

been a vast literature, e.g., [2]-[5], studying the asymptotic performance of single large-scale

networks, all based on traditional static spectrum allocation schemes.

Conventional wireless communication systems will not be able to cope with the increasing

demand for frequency spectrum in the future. Fortunately, although most of the usable frequency

spectrum has already been allocated, they are scarcely utilized in different locations and at

different times [6]. In the seminal work of [7], Mitola proposedcognitive radioas a promising

solution to utilize frequency spectrum more efficiently. The underlying idea is to let unlicensed

users (secondary users) make use of the available temporal,spectral, or spatial opportunities over

the licensed bands, while protecting the licensed users (primary users) by limiting the interference

caused by the secondary users. Therefore, acute secondary interference management schemes

are required by secondary users to maintain certain qualityof service (QoS) for the primary

network and achieve a reasonable performance for the secondary network in overlaid cognitive

networks.

In this paper we study the asymptotic performance of multi-hop overlaid networks in which

a primary ad-hoc network and a cognitive secondary ad-hoc network coexist over the same

spatial, temporal, and spectral dimensions. In order to limit the secondary interference to the

primary network, we adopt thedynamic spectrum access[8] approach, where secondary users

opportunistically explore the white spaces detected usingspectrum sensors. In [9], Vuet al.

considered the throughput scaling law for single-hop overlaid cognitive radio networks, where

a linear scaling law is obtained for the secondary network with an outage constraint considered

1f(λ) = o (g(λ)) means thatlim f(λ)/g(λ) → 0 asλ → ∞, f(λ) = O (g(λ)) means that there exist positive constantsc and
M such thatf(λ)/g(λ) ≤ c wheneverλ ≥ M , f(λ) = ω(g(λ)) means thatlim f(λ)/g(λ) → ∞ asλ → ∞, f(λ) = Θ(g(λ))
means that bothf(λ) = O (g(λ)) andg(λ) = O (f(λ)), f(λ) ∼ g(λ) means thatlim f(λ)/g(λ) → 1 asλ → ∞.
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for the primary network. In [10], Jeonet al.considered a multi-hop cognitive network coexisting

with a primary network and assumed that the secondary nodes know the locations of all primary

nodes (both primary transmitters and receivers). They showed that by defining a preservation

region around each primary node and following time-slotteddeterministic transmission protocols,

both networks can achieve the same throughput scaling law asa stand-alone wireless network,

while a vanishing fraction of the secondary nodes may sufferfrom a finite outage probability

(as the number of the nodes tends to infinity). In [11], the authors studied the throughput scaling

and throughput-delay tradeoff with the same system model asin [10], except that the secondary

users only know the locations of the primary transmitters. By establishing preservation regions

around primary transmitters, they showed that both networks could achieve the throughput scaling

derived by Gupta and Kumar in [1] without outage.

In all the previously mentioned papers, centralized deterministic schemes are used to achieve

the feasible rates for both primary and secondary networks.Moreover, results are provided

only when the secondary nodes are more densely distributed than the primary nodes. On the

other hand, the desired autonomous feature of large wireless systems makes the use of a central

authority to coordinate the primary/secondary users less appealing. In addition, in many practical

situations, as the secondary users are opportunistic (or sporadic) spectrum utilizers, it is more

likely that the secondary nodes are less densely distributed. In the literature, the asymptotic

performance of traditional single-tier networks with distributed random access schemes has been

studied, e.g., [12]–[15]. In [12], the performance of the slotted ALOHA protocol in a multi-

hop environment was studied and the optimum transmission radius is derived to maximize the

throughput for a random planar network. The spatial capacity of a slotted multi-hop network

with capture was studied in [13]. In [14], Weberet al. derived the transmission capacity of

wireless ad-hoc networks, where the transmission capacityis defined as the product between

the maximum density of successful transmissions and their data rate, given an outage constraint.

Baccelli et al. [15] proposed an ALOHA-based protocol for multi-hop wireless networks in

which nodes are randomly located in an infinite plane according to a Poisson point process and

are mobile according to a waypoint mobility model. They derived the optimum multiple access

probability that achieves the maximummean density of progress.

In this work we consider decentralized ALOHA-based scheduling schemes for both primary

and secondary networks in an overlaid scenario, where secondary users can only make use
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of localized information obtained via spectrum sensing to control their actions and limit their

interferences to primary users. The distributed nature of ad-hoc networks and the passive property

of primary receivers lead to uncertainties about the primary system state even with perfect

spectrum sensing. As such, we focus on the case where the secondary users are able toperfectly

detect the primary user signals when the primary transmitters are within a certain range. In

particular, we study the asymptotic performance of the two overlaid networks, where we start with

the throughput scaling laws, and then introduce a new metriccalledasymptotic multiplexing gain

that further quantifies the performance tradeoff between the two networks. We do so under two

scenarios, i.e., the secondary network is denser vs. sparser than the primary network, and identify

their key differences. To the best of our knowledge, this is the first time that the achievable rates

for overlaid cognitive networks with random access schemesis studied, where the secondary

network could be either denser or sparser than the primary network.

The rest of the paper is organized as follows. Section II introduces the mathematical model,

notations, and definitions. In Section III we consider thespatial throughputof the single-tier

network. Section IV studies the cognitive overlaid scenario and addresses the tradeoff between

the primary and secondary networks by introducing the notion of asymptotic multiplexing gain

(AMG). In particular, we show that both networks can achievetheir corresponding single-tier

throughput scaling regardless of the setting for the spectrum sensing range. However, for the case

with a denser secondary network, spectrum sensing can improve the primary network AMG;

whereas, for the case with a sparser secondary network, the spectrum sensors turn out to be

redundant and the primary network AMG can be enhanced by reducing the medium access

probability of secondary users while maintaining a non-trivial sum-throughput for the secondary

network. Section V concludes the paper.

II. SYSTEM MODEL AND DEFINITIONS

Consider a circular areaA in which a network of primary nodes and a network of secondary

nodes share the same temporal, spectral, and spatial resources2. Both primary and secondary

nodes are distributed according to Poisson point processeswith densitiesλ(p) andλ(s) = (λ(p))β

(β > 0, β 6= 1), respectively. Letφ(p) = {X(p)
i } and φ(s) = {X(s)

i } denote the (Cartesian)

2All the results will carry over to any smooth and convex region with some minor considerations.
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coordinates of a realization of the primary and secondary nodes. As mentioned earlier, the primary

users are legacy users, and thus have a higher priority to access the spectrum; the secondary

users can access the spectrum opportunistically (based on the spectrum sensing outcome) as long

as they abide by “certain” interference constraints.

Throughout this paper we denote the parameters associated with the primary and the secondary

users with superscripts(p) and (s), respectively; e.g.,R(p)
I denotes the interference range from

a primary transmitter to a primary receiver andR(s)
I denotes the interference range from a

secondary transmitter to a secondary receiver.

Each primary receiver tries to decode the signal from its intended transmitter located within

R
(p)
r radius and is prone to interference from other primary and secondary transmitters withinR(p)

I

andR
(sp)
I radii, respectively. Likewise, a secondary receiver triesto decode the signal from its

intended transmitter located withinR(s)
r radius and is prone to interference from other secondary

and primary transmitters withinR(s)
I andR

(ps)
I radii, respectively. Furthermore, due to certain

cognitive features3, we may assume that the cognitive secondary receivers are more robust against

primary interferences than primary receivers, i.e.,R
(ps)
I ≤ R

(p)
I (with R

(ps)
I = O(R

(p)
I )); also,

primary receivers are more sensitive to the secondary interference than secondary receivers4, i.e.,

R
(sp)
I ≥ R

(s)
I (with R

(sp)
I = O(R

(s)
I )). In addition, it is reasonable to assume that the interference

range is no less than the transmission range for both networks, i.e.,R(p)
I =

√
1 + l(p)R

(p)
r and

R
(s)
I =

√
1 + l(s)R

(s)
r for some constantsl(p), l(s) ≥ 0. Further, secondary nodes are equipped

with perfect spectrum sensors that can reliably detect the primary user signals (i.e., the existence

of transmitting primary users) withinRD radius.

Let |A| denote the area of regionA andBR(·) denote a full disk with radiusR centered at

(·), which could be either the polar coordinates in the form of(r, ϕ) or the location of a node

X in the form of (X). We interpretBR1(r1, ϕ1) − BR2(r2, ϕ2) as the remaining region of a

disk with radiusR1 centered at polar coordinates(r1, ϕ1) excluding the overlapping region with

another disk with radiusR2 centered at(r2, ϕ2). Furthermore, given measurable sets (or events)

σ1 andσ2 we denote byσ1 the complement of eventσ1 and denote byσ1σ2 := σ1 ∩ σ2 their

intersection.

3e.g., acquiring knowledge about primary messages and utilizing joint encoding techniques to partially mitigate primary
interference.

4e.g., due to possible multiuser cooperation among secondary users.
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For the transmission protocols in both networks, the time axis is slotted and the slot duration

is defined as the time required to transmit a packet in the system, where all packets are assumed

to be of the same size. In the following, we outline the primary and secondary network protocols,

both based on the slotted ALOHA structure.

A. Primary Network Protocol

Each primary node picks a destination uniformly at random among all other nodes in the pri-

mary network. Communication occurs between a primary source-destination (S-D) pair through

a single-hop transmission if they are close enough, or through multi-hop transmissions over

intermediate relaying nodes if they are far apart. In this manner, each primary node might act

as a source, destination or a relay, and always has a packet totransmit (which is either its own

packet or a packet being relayed). We assume that each node has an infinite queue for packets

where the first packet in the queue is transmitted with probability q(p) (the ALOHA parameter).

The selection of relaying nodes along the (multi-hop) routing path is governed by a variant of

geometric routing schemes, [16]–[19], namelythe random1
2
disk routing scheme5 as discussed

in Section II-C.

B. Secondary Network Protocol

Similar to the primary network, each secondary node picks a destination uniformly at random

among all other nodes in the secondary network. Each secondary node has an infinite queue for

packets with the first one in the queue transmitted with probability q(s), wheneverthe channel

is deemed idle: In particular, each secondary user senses the channel for primary activities prior

to a transmission initiation and commences the transmission of the first packet in the queue

with probability q(s) whenever there are no primary transmitters detected withinRD radius.

SettingRD = 0 implies that secondary nodes always initiate transmissions with probabilityq(s)

regardless of the primary channel occupancy status. The secondary network utilizes a similar

routing scheme to that in the primary network.

5We choose the random1
2
disk routing scheme mainly for tractability and simplicityin mathematical characterization. However,

the solution techniques developed in this paper can be used (with some modifications) to study other variants of geographical
routing schemes, such as MFR, NFP, DIR, etc.
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Fig. 1. Evolution of the random1
2
disk routing path.

C. Random1
2
Disk Routing Scheme

Since both primary and secondary networks utilize the same routing scheme, in this section we

introduce our routing scheme for a generic wireless ad-hoc network (omitting the superscripts(p)

and (s)). Throughout the paper, we assume that both primary and secondary networks possess

the following property: each network node has at least one relaying node in every direction

with high probability; this is a sufficient condition for theexistence of routing paths (with finite

lengths) between any arbitrary source-destination pair inthe network and can be guaranteed

asymptotically almost surely ifRr = K
√

log λ/λ for a large enough constantK (c.f. [21],

Theorem 1).

Consider an arbitrary packetb for a source-destination pair that ish-distance apart. We set

the destination node at the origin and assume that the routing path starts from the source node

at X0 = (−h, 0), whereXn is the (Cartesian) coordinate of thenth relay node along the routing

path andrn := ‖Xn‖ is the (Euclidean) distance of thenth relay node from the destination.

More specifically, the routing path starts at the source nodeX0 = (−h, 0) with its transmission
1
2
disk Db

0 that is a 1
2
disk with radiusRr centered atX0 and oriented towards the destination at

(0, 0). The next relayX1 is selected at random from nodes contained inDb
0. This induces a new

1
2
disk Db

1, centered atX1 and oriented towards the destination. RelayX2 is selected randomly
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among the nodes inDb
1, and the process continues in the same manner until the destination

is within the transmission range. We claim that the routing path converges (or is established)

whenever it enters the transmission/reception range of thefinal destination, i.e.,rτ ≤ Rr, for

someτ ∈ {0, 1, 2, . . .}. In Fig. 1, we illustrate the progress of a packet towards itsdestination.

We define theprogressat thenth hop of the routing path asYn := ‖Xn‖−‖Xn+1‖ = rn− rn+1.

D. Spatial Throughput

In this paper we adopt a notion of throughput similar tomean spatial density of progressin

[15].

Definition 1. We define thespatial throughputof the network as the mean total progress of all

successfully transmitted packets in the whole network overa single hop. More specifically, let

b be the packet at the head of queue of nodeX ∈ φ, Y b
X be the progress of packetb at node

X, and Λb
X be the event of successful transmission of packetb at nodeX. Then the spatial

throughput of the network is defined as6

C := λ|A|E
(

Y b
X1Λb

X

)

, (1)

where1 is the indicator function andE() is the expectation operator taken over all realizations

of the network nodes, source-destination pair assignments, and the routing paths between S-D

pairs.

There are two key differences between our notion of throughput and the mean spatial density

of progress. The first difference lies in the fact that in the mean spatial density of progress

only a typical snapshot of the network is considered and the progress is computed only for the

typical realization of the local neighborhood of a transmitting node. However, in our notion of

throughput we consider the whole routing path of a packet andcompute the mean progress of

the packet over a single hop along that path. In other words, we are computing the expected

progress of packets over both time and space. The second difference between our notion of

throughput and the mean spatial density of progress stems from the definition of the progress,

6In this paper we ignore the edge effects, i.e., we assume thatthe location of network nodes inBR(X) is uniformly distributed
irrespective of the location ofX. Essentially, we are ignoring the fact that the portion of disks around edge nodes that fall
outside of the network region do not contain any other nodes.
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n+1
X

n
X

Dst
1+nY

1+n'x

b

nD

X
~

Fig. 2. Progress of the packet at thenth hop. Yn+1 is the decrement in the radial distance of a packet to its destination and
x′
n+1 is the decrement in the distance of the projection of the packets position on the line connecting the transmitting node and

the destination.

where in [15] the progress is defined to be the decrement in thedistance of the packet’s position

projected on the line connecting the transmitting node and the destination, whereas in this paper

we define the progress to be the decrement in the radial distance of a packet to its destination,

as shown in Fig. 2. In order to highlight the difference between these two definitions, consider

the following exaggerated example.

Assume a (very unfortunate) realization of the routing pathwhere at each hop a node in the

upper/lower corner of the transmission1
2
disk is chosen as the next relay (e.g.,X̃ in Fig. 2). Over

this path, the packet gets farther away from the destinationat each hop and should never reach

the destination; this is an intuitive result that our definition of progress complies with. However,

according to the projected distance progress definition in [15], at each hop, the packet has made

a positive drift towards the destination and should eventually reach the destination. Furthermore,

based on the projected distance progress, the progress of a packet towards its destination is i.i.d.

over all relay nodes. This means that the packet progress is independent of the distance from

the transmitting node to the destination. However, as we show later, the packet distance from

the destination decreases more (on average), when it is farther away from the destination, and
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decreases less as the packet gets closer to the destination (c.f. (6)). This suggests that the packet

progress is a function of its relative position to its destination and the current distance from

the packet to the destination should be considered in evaluating the progress at each hop. In

the next section, we determine the spatial throughput for the stand-alone primary and secondary

networks and provide some interpretations for this metric.

III. SINGLE NETWORK THROUGHPUT SCALINGS

In this section we consider the spatial throughput of a single-tier network when no other

networks are overlaid. This serves as a performance benchmark for the overlaid case discussed

in the next section. The following lemma provides us with an equivalent definition and a method

of computing the spatial throughput for our system.

Lemma 1 (Separation Principle). Consider the single-tier version of the wireless ad-hoc network

defined in Section II. The spatial throughput of such a network equals the product between the

expected number of simultaneously successful transmissions in the whole network and the average

progress of a typical packet over a single-hop transmission. Specifically, the spatial throughput

of the network can be obtained as

C = λ|A|E
(

Y b
X

)

Pr
(

Λb
X

)

, (2)

whereΛX and Y b
X are defined in Definition 1 and the expectation is taken over all realizations

of the network nodes, S-D assignments, and the routing pathsbetween S-D pairs.

Proof: Let b be the packet at the head of nodeX ’s queue at an arbitrary time slot. Note

that b andY b
X are random variables dependent on the specific realization of the network nodes,

the S-D assignments, and the routing path establishment with the random1
2
disk routing scheme.

Assume thatX0 andXνb+1 are the source and destination of packetb respectively, whereνb+1

is total number of hops thatb traverses over. Let{X1, X2, . . .Xνb} be the nodes thatb hops

over. We have

Eνb

(

Y b
X1Λb

X

)

= E
(

Y b
X1Λb

X
1{X=Xn:n=0,...,νb}

)

=
1

νb + 1

νb
∑

n=0

E
(

Y b
Xn

1Λb
Xn

)

,
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where we defineEX (Y ) := E (Y | X). Therefore, we can reformulate (1) as

C = λ|A|E
(

Eνb

(

Y b
X1Λb

X

))

= λ|A|E





1

νb + 1

νb
∑

n=0

E
(

Y b
Xn

1Λb
Xn

)



 . (3)

Now, consider the transmission of packetb from nodeXn to Xn+1. Packetb is successfully

transmitted/relayed if:

I) Node Xn initiates a transmission according to the ALOHA protocol with probability q

(denoted by eventΛb
1,Xn

).

II) For any nodeXn+1 that is selected as the next relay forb according to the random1
2
disk

routing scheme, we have that neitherXn+1 nor any other nodes contained in its interference

rangeBRI
(Xn+1), except forXn, initiate a transmission (denoted by eventΛb

2,Xn+1
).

Note that since we assumedRI ≥ Rr, Λb
2,Xn+1

also implies that in the event of successful

transmission no two nodes transmit packets toXn+1 at the same time. Moreover,Λb
Xn

only

depends on the multiple access decisions ofXn, Xn+1, and the nodes that are contained in the

interference range ofXn+1. All these nodes initiate transmissions independent of each other and

independent of all previous transmission attempts. Together with the fact that all network nodes

always have a packet to transmit, we conclude thatPr(Λb
Xn

) only depends on the number of

nodes contained in the interference range of the next relay node. Hence, due to the homogeneity

of the underlying Poisson point process of the network nodes, Pr(Λb
Xn

) is only a function

of the area ofBRI
(Xn+1), and is independent of the realization ofXn+1. In other words,

{Λb
Xn

}b,n are identically distributed (but possibly correlated) collection of random variables,

and are independent ofXn, Xn+1, and consequentlyY b
Xn

. From (3) we get

C = λ|A|E





1

νb + 1

νb
∑

n=0

E
(

Y b
Xn

)



Pr
(

Λb
Xn

)

= λ|A|E
(

Y b
X

)

Pr
(

Λb
X

)

As a consequence of Lemma 1, we could derive the spatial throughput of the network by

separately determining the probability of a successful one-hop transmission and the average
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progress for a typical packetb at a typical nodeX. Based on the proof of Lemma 1 we have

Pr
(

Λb
X

)

= E





∑

Xj∈Db
X

q(1− q)nXj
+1
1nXj

>0

n′
X





= q(1− q)e−λq|BRI
|
(

1− e−λ(1−q)|BRI
|
)

= q(1− q)e−λqπR2
I

(

1− e−λ(1−q)πR2
I

)

, (4)

wheren′
X ∼ Pois(λ|Db

X |) is the number of nodes inDb
X andnXj

∼ Pois(λ|BRI
|) is the number

of nodes in the interference range ofXj (excludingXj andX).

In order to derive the average packet progress we need some more nomenclature and intermedi-

ate results. Consider a packetb. To simplify the notation we drop the superscripts associated with

this packet. According to [21] (c.f., Proposition 1), we can(approximately) model the distance

{rn} of packetb to its destination as a Markov process solely characterizedby its progress

{Yn}. Let {Xn} be the set of nodes thatb hops over, and let(x′
n+1, y

′
n+1) be the projection

of Xn+1 −Xn onto thelocal Cartesian coordinates with nodeXn as the origin and thex-axis

pointing fromXn to the destination node as shown in Fig. 3. Hence, we have

rn+1 =
√

(rn − x′
n+1)

2 + y′2n+1 . (5)

According to [21] (Proposition 1),Xn+1 is uniformly distributed onDn for a large enough

λ; hence{(x′
n, y

′
n)} is an i.i.d. sequence of random variables with rangesx′

n ∈ [0, Rr] and

y′n ∈ [−Rr, Rr] for all n, wheneverλ is large enough.

Define ν
(h)
r := inf{n : rn ≤ r, r0 = h}, Rr ≤ r ≤ h, to be the index of the first relay

node closer thanr to the destination when the source and destination nodes areh-distance apart.

Hence,ν(h)
Rr

+ 1 represents the length (or hop-count) of the routing path. In[21] we prove that

under certain conditions forRr, ν
(h)
Rr

is finite asymptotically almost surely. Note thatν
(h)
r is a

stopping time [20] and

r −Rr ≤ r
ν
(h)
r

≤ r .

Furthermore, letg(r, x′, y′) :=
√

(r − x′)2 + y′2 − r. Observe thatg is a non-decreasing

function over r > Rr, for fixed (x′, y′), and −g(rn, x
′
n+1, y

′
n+1) = Yn (the progress at the
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Fig. 3. Distance between the next relay and the current node projected onto to the local coordinates at the current node.

nth relay). Thus, forn < ν
(h)
r , we havern > r and

−x′
n+1 ≤ rn+1 − rn = g(rn, x

′
n+1, y

′
n+1)

≤ g(r, x′
n+1, y

′
n+1) ≤ −x′

n+1 +
R2

r

2r
. (6)

Hence, for a source-destination pair that ish-distance apart (r0 = h), we have

r − Rr ≤ r
ν
(h)
r

≤ h +

ν
(h)
r
∑

n=0

g(r, x′
n+1, y

′
n+1) , (7a)

h+

ν
(h)
r
∑

n=0

(−x′
n+1) ≤ r

ν
(h)
r

≤ r . (7b)

which together with (6) yields

E

(

h− r

ν
(h)
r + 1

− R2
r

2r

)

≤ E
(

Y b
X

)

= E





1

ν
(h)
r + 1

ν
(h)
r
∑

n=0

Yn





= E





1

ν
(h)
r + 1

ν
(h)
r
∑

n=0

−g(rn, x
′
n+1, y

′
n+1)



 ≤ E

(

h− r +Rr

ν
(h)
r + 1

)

,

where the expectation is taken over all network, S-D assignment, and routing path realizations.
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Now let Sm :=
∑m

n=1 x
′
n with S0 = 0, and η(z) := E(ezx

′
n). We know thatexp(zSm −

m log(η(z))) is a positive martingale, with value1 at m = 0 [20]. Hence, recalling (7b), we

have

E
(

ez(h−r)−(ν
(h)
r +1) log(η(z))

)

≤ E

(

e
zS

ν
(h)
r +1

−(ν
(h)
r +1) log(η(z))

)

≤ 1 .

This implies

E
(

e−(ν
(h)
r +1) log(η(z))

)

≤ e−z(h−r) . (8)

Using Jensen’s inequality and the monotone convergence theorem [20], it is easy to show that

1

E
(

ν
(h)
Rr

+ 1 | h
) ≤ E

(

1

ν
(h)
Rr

+ 1

∣

∣

∣

∣

h

)

=

∫ ∞

0

E
(

e−t(ν
(h)
Rr

+1)
)

dt

≤
∫ ∞

0

e−z(h−r)d(log(η(z)))

=

∫ ∞

0

E
(

x′
ne

zx′
n

)

ezx′
n

e−z(h−r)dz

≤
∫ ∞

0

E (x′
n) e

−z(h−r−Rr)dz

=
E (x′

n)

h− r − Rr
. (9)

Finally, choosingr = Rr(1+
√

h
Rr
), we can determine the average progress of a typical packet

at a typical nodeX by

E
(

Y b
X

)

=
4Rr

3π
+O

(

R3/2
r

)

∼ 4Rr

3π
, (10)

where we have used the facts thatE(ν
(h)
Rr

| h) ∼ h
E(x′

n)
andE (x′

n) =
4Rr

3π
(c.f. [21]). Combining

(4) and (10) we obtain the spatial throughput of the single-tier network as

C ∼ λ|A|E
(

h

ν
(h)
Rr

+ 1

)

Pr
(

Λb
X

)

(11a)

=
4|A|
3π

λq(1− q)Rre
−λqπR2

I

(

1− e−λ(1−q)πR2
I

)

(11b)

= Θ

(
√

λ

log(λ)

)

, (11c)

when q = O (1/ log(λ)) and Rr = O
(

√

log(λ)/λ
)

. Observe that based on (11b), one can
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show thatq = (λπR2
I)

−1 maximizes the spatial throughput of the network (whenλ is large) and

q = O (1/ log(λ)) is a necessarycondition forC to be asymptotically nontrivial.

Remark 1. Observe that if the network isstable, the spatial throughput of the network equals

the expected number of packet-meters that the network delivers to the destinations at each time

slot, which is equivalent to the transport capacity defined in [1]. The network is stable if the rate

at which new packets are generated is equal to the rate at which packets are delivered to their

respective destinations. In other words, the queue length of all network nodes is almost surely

finite and packets are not being stored indefinitely in some nodes in the network. Intuitively,

when the network is stable, there areλ|A|Pr (ΛX) successful one-hop transmissions occurring

in the whole network in each time slot; however, due to relaying, onlyE(h/ν(h)
Rr

+ 1) of these

successful transmissions (on average) contribute to the throughput and the rest are only the

retransmissions of relayed packets7.

We denote the spatial throughput of stand-alone primary andsecondary networks byC(p)

andC(s) respectively; i.e.,C(p) (or C(s)) equals the single-tier spatial throughput expression in

(11b) with primary (or secondary) network parameters substituted. We will show in Section IV

that even when we have two networks sharing the same resources and the secondary network

accesses the spectrum without sensing (as if the primary tier is not present), both networks can

still achieve the above throughput scaling. This suggests that throughput scaling alone is not

adequate to evaluate the performance of large-scale overlaid networks, as it masks the effect of

mutual interference between the two networks. Intuitively, when the secondary users try to access

the spectrum more aggressively, the primary network throughput should degrade. However, it

turns out that the augmented interference from secondary users only causes a constant penalty to

the primary throughput in the asymptotic sense such that thescaling law by itself cannot reflect

this effect.

To quantify the effect of mutual interference between the two networks, we define a new

measure,asymptotic multiplexing gain(which should be a function of the spectrum sensing

range at the secondary nodes), to characterize the protection vs. competition tradeoff between

the two networks.

7The temporal analysis of the system is beyond the scope of this paper and will be discussed in a future work.
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Definition 2. Assume that the throughputC(λ) of a network scales asΘ (f(λ)); we define the

Asymptotic Multiplexing Gain (AMG)of the network as the constantχ such that:

χ := lim
λ→∞

C(λ)

f(λ)
. (12)

Note that the exact value ofχ may not be always computable, but its bounds always are. As

such, we can define apartial ordering [22] on the set of all network throughputs. Specifically,

consider two networksN1 andN2 with throughputsCN1 andCN2 , and asymptotic multiplexing

gainsx1 ≤ χN1 ≤ y1 andx2 ≤ χN2 ≤ y2. We sayCN1 � CN2 if and only if CN1/CN2 = o (1),

or y1 ≤ x2 whenCN1/CN2 = O (1)8. From a different perspective, if we plotC(n) over f(n)

for asymptotically largen, AMG is nothing but the slope of the throughout scaling curve, hence

the connotation “multiplexing gain”; and it is intuitive toalways desire a large AMG.

Accordingly, we can determine the single-tier network AMG in the absence of the other

network as:

χ =
4|A|e−1

3π2
√
1 + l

, (13)

whenq = (λπR2
I)

−1 andRI/Rr =
√
1 + l.

IV. OVERLAID COGNITIVE NETWORK SPATIAL THROUGHPUT

In this section we consider the case where both primary and secondary networks are present in

the overlaid fashion under two distinct scenarios: one withthe secondary network being denser

than the primary network (β > 1) and the other with the primary network being denser (β < 1).

As shown later, the impact of each tier on the spatial throughput of the other tier is materialized

in the reduction of expected number of successful one-hop transmissions.

The distinctive feature of the overlaid cognitive network is that the secondary users are allowed

to transmit only if they detect no primary transmitters within anRD radius. The possible overlap

between the detection ranges of secondary users correlatestheir medium access decisions, which

consequently, correlates the successes of one-hop transmissions with the Euclidean hop-lengths

in both primary and secondary networks. Therefore, in the overlaid scenario, the separation

principle (Lemma 1) is no longer directly applicable; this makes the characterization of the

primary and secondary network spatial throughputs challenging.

8This definition closely resembles Lexicographic ordering [22].
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In the following two subsections we derive the spatial throughputs of the overlaid cognitive

radio networks. The analysis closely follows that in the previous section, however, with proper

modifications that take into account the opportunistic access mechanism adopted by secondary

users and the extra inter-network interferences.

A. Throughput Analysis for the Primary Network

Let Λ
X

(p)
n

be the event of successful transmission for primary packetb from a primary node

X
(p)
n to the next relayX(p)

n+1 in the presence of the secondary network9. We have thatΛ
X

(p)
n

happens if eventsΛ
1,X

(p)
n

, Λ
2,X

(p)
n+1

, andΛ
3,X

(p)
n+1

all happen. As in the proof of Lemma 1,Λ
1,X

(p)
n

denotes the event thatX(p)
n initiates a transmission,Λ

2,X
(p)
n+1

denotes the event that neitherX
(p)
n+1

nor any primary nodes contained inB
R

(p)
I

(X
(p)
n+1), exceptX(p)

n , initiate a transmission, andΛ
3,X

(p)
n+1

denotes the event that there are no secondary transmitters within inter-network interference range

R
(sp)
I of X(p)

n+1.

Recall that we require the secondary network to be transparent to the primary network. Hence,

we assume that primary users utilize the same medium access probability as if the secondary

tier was not present, i.e., we setq(p) = (λ(p)π(R
(p)
I )2)−1. On the other hand, each secondary

transmitter initiates transmission with probabilityq(s) only if it detects the channel asidle,

i.e., when there are no primary transmitters withinRD radius. Therefore, ifX(p)
n initiates a

transmission, all secondary users inBRD
(X

(p)
n ) would refrain from transmission. As such, to

compute the probability of successful transmission for theprimary network, we only need to

consider the possible inter-network interference from thesecondary nodes inB
R

(sp)
I

(X
(p)
n+1) −

BRD
(X

(p)
n ). From this we observe the following two facts:

i) The likelihood of a secondary user interfering with the transmission fromX(p)
n to X

(p)
n+1

decreases asRD increases. Thus, the probability of successful transmission for a primary

user is an increasing function ofRD. SettingRD = R
(sp)
I +R

(p)
r guarantees zero interference

from the secondary network to the primary network since all the secondary nodes in

B
R

(sp)
I

of a primary receiver will detect the corresponding primarytransmitter and refrain

from transmission. However, as shown in Section IV-B, increasingRD deteriorates the

secondary network throughput and choosingRD = ω(R
(p)
r ) diminishes the secondary

9Henceforth, we drop the superscriptb for brevity.
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network throughput to zero asymptotically (c.f. Lemma 2). Therefore, in what follows,

we assumeRD = O(R
(p)
r ) andRD ≤ R

(sp)
I +R

(p)
r .

ii) For a givenRD ≤ R
(sp)
I + R

(p)
r , the closerX(p)

n is to X
(p)
n+1, the lower is the likelihood

of interference from secondary nodes toX(p)
n+1. Hence, in the overlaid scenario,Λ

X
(p)
n

and

Y
X

(p)
n

are no longer independent and the separation principle doesnot directly apply.

In the following, we derive the asymptotic spatial throughput of the primary network in

the presence of a secondary tier. We first consider theβ > 1 scenario. In this case we have

R
(p)
r = ω(R

(s)
r ). In Propositions 1 and 2 given below, we establish that regardless of the secondary

spectrum sensing settings (i.e.,RD = o(R
(p)
r ) or RD = O(R

(p)
r )), the primary network can still

achieve its stand-alone sum spatial throughput scaling when β > 1. Furthermore, we derive the

primary network AMG and identify its relation with secondary medium access and spectrum

sensing strategies.

Proposition 1. Assumingβ > 1 andRD = o(R
(p)
r ), the primary network throughput is asymp-

totically independent of the secondary network spectrum sensing and can be obtained as

C
(p)
β>1 ∼ χ

(p)
{β>1}

√

λ(p)

log(λ(p))
, (14)

where the primary network AMG in the presence of a secondary network equals

χ
(p)
{β>1} = γα1χ , (15)

when the secondary medium access probability equalsq(s) = α1(λ
(s)π(R

(s)
I )2)−1, with α1 > 0,

and γ := exp(−(R
(sp)
I /R

(s)
I )2) < 1.

Proof: Let σn denote the event that no primary transmitters fall intoB
RD+R

(sp)
I

(X
(p)
n+1) and

let Λ̂
2,X

(p)
n+1

denote the event that no primary users inB
R

(p)
I

(X
(p)
n+1) − B

RD+R
(sp)
I

(X
(p)
n+1), except

X
(p)
n , initiate transmissions. We have thatΛ

1,X
(p)
n

and Λ̂
2,X

(p)
n+1

are independent ofσn, X(p)
n , and

X
(p)
n+1. In addition, givenσn, the secondary users located insideB

R
(sp)
I

(X
(p)
n+1) detectno primary

transmitters and initiate transmissions with probabilityq(s) independent ofΛ
1,X

(p)
n

and Λ̂
2,X

(p)
n+1

.
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Together with (3) and (11b), we have10

C
(p)
β>1 = λ(p)|A|E

(

1

ν + 1

ν
∑

n=0

E
(

Y
X

(p)
n
1Λ

X
(p)
n

)

)

∼ λ(p)|A|E
(

1

ν + 1

ν
∑

n=0

Eσn

(

Y
X

(p)
n
1Λ

X
(p)
n

)

)

= λ(p)|A|E
(

1

ν + 1

ν
∑

n=0

Eσn

(

Y
X

(p)
n
1Λ

1,X
(p)
n

Λ̂
2,X

(p)
n+1

)

Pr
(

Λ
3,X

(p)
n+1

)

)

= λ(p)|A|E
(

1

ν + 1

ν
∑

n=0

E
{|X

(p)
n −X

(p)
n+1|>RD+R

(sp)
I

}

(

Y
X

(p)
n

)

)

Pr
(

Λ
1,X

(p)
n
Λ̂

2,X
(p)
n+1

)

Pr
(

Λ
3,X

(p)
n+1

)

∼ C(p)e−λ(s)q(s)(R
(sp)
I

)2 ,

where the second line is due toPr(σn) = exp(−λ(p)q(p)(RD +R
(sp)
I )2) → 0 and the last line is

due to

E
(

Y
X

(p)
n

∣

∣

∣
|X(p)

n −X
(p)
n+1| > RD +R

(sp)
I

)

→ E
(

Y
X

(p)
n

)

,

Pr(Λ̂
2,X

(p)
n+1

) → Pr(Λ
2,X

(p)
n+1

) ,

asλ(p) → ∞ sinceRD = o(R
(p)
r ) andR(sp)

r = o(R
(p)
r ). Now choosingq(s) = α1(λ

(s)π(R
(s)
I )2)−1

with α1 > 0 and takingλ(p) → ∞, we have (15).

From Proposition 1, we observe that choosingRD = o(R
(p)
r ) is counter-productive and

spectrum sensing cannot improve the primary network throughput. Next, we consider the case

whereRD = O(R
(p)
r ), and in particular assume thatRD = α2R

(p)
r , for 0 < α2 ≤ 1.

Proposition 2. Assumeβ > 1 and RD = α2R
(p)
r with 0 < α2 ≤ 1. Then, the primary network

spatial throughput can be obtained as

C
(p)
β>1 ∼ χ

(p)
{β>1}

√

λ(p)

log(λ(p))
, (16)

where the primary network AMG in the presence of a secondary network equals

χ
(p)
{β>1} =

(

α3
2 + (1− α3

2)γ
α1
)

χ , (17)

10By an abuse of notation, we abbreviateν
R

(p)
r

andν
R

(s)
r

with ν when the correct form is clear from context.
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when the secondary medium access probability equalsq(s) = α1(λ
(s)π(R

(s)
I )2)−1, with α1 > 0,

and γ := exp(−(R
(sp)
I /R

(s)
I )2) < 1.

Proof: Defineσ1,n := {|X(p)
n −X

(p)
n+1| ≤ RD−R

(sp)
I }, σ2,n := {RD−R

(sp)
I ≤ |X(p)

n −X
(p)
n+1| ≤

RD + R
(sp)
I }, andσ3,n := {|X(p)

n − X
(p)
n+1| ≥ RD + R

(sp)
I }. Given σ1,n, all secondary users in

B
R

(sp)
I

(X
(p)
n+1) will detect the transmission ofX(p)

n and refrain from transmission. In this case,

X
(p)
n+1 does not perceive any inter-network interference from the secondary network and we can

apply the separation principle to compute the conditional spatial throughput for the primary

network. Givenσ3,n, we have thatX(p)
n is out of the detection ranges of all secondary users in

B
R

(sp)
I

(X
(p)
n+1) and consequently, the eventΛ

X
(p)
n

is independent ofX(p)
n andX(p)

n+1. Also note that

in this case, givenΛ
2,X

(p)
n+1

, the secondary users inB
R

(sp)
I

(X
(p)
n+1) detect no primary transmitters

(sinceRD + R
(sp)
I ≤ |X(p)

n − X
(p)
n+1| ≤ R

(p)
r ≤ R

(p)
I ) and initiate transmissions with probability

q(s). Hence, using (3) we obtain the primary network spatial throughput as

C
(p)
β>1 = λ(p)|A|E

(

1

ν + 1

ν
∑

n=0

3
∑

i=1

Eσi,n

(

Y
X

(p)
n
1Λ

X
(p)
n

)

Pr (σi,n)

)

= λ(p)|A|E
(

1

ν + 1

ν
∑

n=0

[

Eσ1,n

(

Y
X

(p)
n

)

Pr
(

Λ
1,X

(p)
n
Λ

2,X
(p)
n+1

)

Pr (σ1,n)

+ Eσ2,n

(

Y
X

(p)
n
1Λ

X
(p)
n

)

Pr (σ2,n)

+ Eσ3,n

(

Y
X

(p)
n

)

Pr
(

Λ
1,X

(p)
n
Λ

2,X
(p)
n+1

)

Pr
(

Λ
3,X

(p)
n+1

| Λ
2,X

(p)
n+1

)

Pr (σ3,n)

]

)

∼ C(p)
(

α3
2 + (1− α3

2)e
−λ(s)q(s)π(R

(sp)
I

)2
)

,

where the last line is due to

Eσ1,n

(

Y
X

(p)
n

)

=
4

3π
(RD −R

(sp)
I ) ,

Eσ3,n

(

Y
X

(p)
n

)

=
4

3π

(R
(p)
r )3 − (RD +R

(sp)
I )3

(R
(p)
r )2 − (RD +R

(sp)
I )2

,

Pr (σ2,n) = O
(

(λ(p))1−β
)

.

Remark 2. Observe that the spatial throughput of the primary network is strictly degraded
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by a constant factor asymptotically in the presence of the secondary network, i.e.,C(p)
{β>1} =

χ
(p)
{β>1}

χ
C(p), with 0 < χ

(p)
{β>1}/χ ≤ 1. However, based on(17), the primary network AMG loss

can be recovered by decreasingα1 or increasingα2. In other words, in order to satisfy the QoS

requirement (i.e., the minimum relative AMG) of the primarynetwork, the secondary network

needs to decrease its medium access probability (through decreasingα1) or increase its detection

range (by increasingα2).

Now, we consider primary network spatial throughput whenβ < 1, where we have much fewer

secondary nodes with much larger interference ranges (thanprimary nodes) andR(p)
r = o(R

(s)
r ).

Proposition 3. Assumingβ < 1, the primary network spatial throughput can be obtained as

C
(p)
β<1 ∼ χ

(p)
{β<1}

√

λ(p)

log(λ(p))
, (18)

where the primary network AMG in the presence of secondary network only depends on the

effective medium access probabilityq̃(s) := q(s) exp(−λ(p)q(p)πR2
D) of secondary users:

χ
(p)
{β<1} = e−λ(s) q̃(s)π(R

(sp)
I

)2χ . (19)

Proof: In Proposition 5, we show that the secondary users initiate transmission with proba-

bility no less thañq(s) and no greater thaňq(s) (as defined in (28b)) whenβ < 1. Together with

the fact thatq̌(s) → q̃(s) asλ(p) → ∞, we obtain that

C
(p)
β<1 = λ(p)|A|E

(

1

ν + 1

ν
∑

n=0

E
(

Y
X

(p)
n
1Λ

X
(p)
n

)

)

∼ λ(p)|A|E
(

1

ν + 1

ν
∑

n=0

E

(

Y
X

(p)
n
1Λ

1,X
(p)
n

Λ
2,X

(p)
n+1

)

)

Pr
(

Λ
3,X

(p)
n+1

)

∼ C(p)e−λ(s) q̃(s)π(R
(sp)
I

)2 .

B. Throughput Analysis for the Secondary Network

In this section we derive the spatial throughput for the secondary network when secondary

users try to access the channel opportunistically in the presence of primary users. The throughput
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analysis closely follows the methods in Section III but withproper modifications to the calculation

of successful transmission probability, which now should take into account the opportunistic

access mechanism adopted by secondary users and the extra inter-network interference from

primary users.

Let Λ̃
X

(s)
n

be the event of successful transmission of a packetb from a secondary nodeX(s)
n to

the next relayX(s)
n+1 in the presence of the primary network. Similar to Section IV-A, we have

that Λ̃
X

(s)
n

happens if events̃Λ
1,X

(s)
n

, Λ̃
2,X

(s)
n+1

, and Λ
3,X

(s)
n+1

all happen. Here,Λ
3,X

(s)
n+1

denotes

the event that there are no primary transmitters within inter-network interference rangeR(ps)
I of

X
(s)
n+1. Λ̃1,X

(s)
n

andΛ̃
2,X

(s)
n+1

are similar to the events in the proof of Lemma 1, except that unlike

the single-tier network case, the secondary users initiatetransmissions with probabilityq(s) only

when they detect no primary transmitters withinRD radius.

We define the effective access probabilityq̃(s) := q(s) exp(−λ(p)q(p)πR2
D) and denote by

Λ
X

(s)
n

:= Λ
1,X

(s)
n
Λ

2,X
(s)
n+1

Λ
3,X

(s)
n+1

the event of successful transmission if all secondary users

initiate transmissions with probabilityq(s) regardless of the spectrum sensing outcome. The

distinctive feature in the secondary network is that the transmission initiation is contingent upon

the detection of an idle spectrum. Thus, the largerRD is, the smaller the likelihood of secondary

transmission initiation is. On the other hand, the largerRD is, the smaller the likelihood of

intra-network interference among secondary users is. Therefore, there exists a tradeoff between

Pr(Λ̃
1,X

(s)
n
) andPr(Λ̃

2,X
(s)
n+1

) via the choice ofRD.

We show in Lemma 2 that the secondary network sum throughput is asymptotically zero when

RD = ω(R
(p)
r ) regardless of the relative density of two networks.

Lemma 2. The secondary network sum throughput is asymptotically zero whenRD = ω(R
(p)
r ).

Therefore, in order to satisfy the primary network QoS requirement (i.e., the minimum relative

AMG) while achieving asymptotically non-trivial sum throughput for the secondary network, the

detection range should be chosen asRD = α2R
(p)
r , with constant0 < α2 ≤ 1 whenβ > 1 and

RD = α2R
(p)
r , with constantα2 > 0 whenβ < 1.
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Proof: Using (3) we have

C
(s)
β>1 = λ(s)|A|E

(

1

ν + 1

ν
∑

n=0

E

(

Y
X

(s)
n
1Λ̃

X
(s)
n

)

)

≤ λ(s)|A|R(s)
r Pr

(

Λ̃
1,X

(s)
n

)

≤ λ(s)|A|R(s)
r e

−
(

RD

R
(p)
I

)2

→ 0

asλ(p) → ∞. Together with the result in Proposition 1, the proof of the lemma is complete.

In the following, we derive the asymptotic spatial throughput of the secondary network in the

presence of a primary tier when the secondary spectrum sensing range is set asRD = α2R
(p)
r ,

with constant0 < α2 ≤ 1 whenβ > 1 andRD = α2R
(p)
r , with constantα2 > 0 whenβ < 1. We

first consider theβ > 1 scenario. In this case we haveR(p)
r = ω(R

(s)
r ). As mentioned before, the

medium access decisions of secondary users are correlated due to their overlapping spectrum

sensing regions. For example, ifX(s)
n initiates a transmission, the probability that the secondary

users located insideB
R

(s)
I

(X
(s)
n+1) initiate transmissions increases, which in turn decreasesthe

probability of successful transmissions betweenX
(s)
n andX(s)

n+1. Furthermore, asX(s)
n gets closer

to X
(s)
n+1, the probability of intra-network interference toX(s)

n+1 increases, knowingX(s)
n initiates

transmission.

In general, the probability that a secondary nodeX
(s)
i initiates a transmission is a non-

increasing function of|X(s)
j − X

(s)
i | if X

(s)
j is transmitting and a non-decreasing function of

|X(s)
j − X

(s)
i | if X

(s)
j is idling. Similarly, the probability that a secondary nodeX(s)

i idles is a

non-decreasing function of|X(s)
j − X

(s)
i | if X

(s)
j is transmitting and a non-increasing function

of |X(s)
j −X

(s)
i | if X

(s)
j is idling.

In Propositions 4, we establish that the secondary network can still achieve its stand-alone sum

spatial throughput scaling whenβ > 1. Furthermore, we derive the secondary network AMG

and identify its relation with the secondary medium access and spectrum sensing strategies.

Proposition 4. Assumeβ > 1. The secondary network sum spatial throughput can be obtained

as

C
(s)
β>1 ∼ χ

(s)
{β>1}

√

λ(s)

log(λ(s))
, (20)
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where the secondary network AMG in the presence of primary network equals

χ
(s)
{β>1} = e

−
(

max{α2R
(p)
r ,R

(ps)
I

}

R
(p)
I

)2

α1e
1−α1χ , (21)

when the secondary medium access probability equalsq(s) = α1(λ
(s)π(R

(s)
I )2)−1 and RD =

α2R
(p)
r , with α1 > 0 and 0 < α2 ≤ 1.

Proof: Let us first consider the case whereRD ≤ R
(ps)
I −R

(s)
I . In this case, givenΛ

3,X
(s)
n+1

,

all secondary users inB
R

(s)
I

(X
(s)
n+1) together withX(s)

n andX
(s)
n+1 detect no primary users and

independently initiate transmissions with probabilityq(s). Hence, using the separation principle

and (3), we have

C
(s)
β>1 = λ(s)|A|E

(

1

ν + 1

ν
∑

n=0

E

(

Y
X

(s)
n
1Λ̃

X
(s)
n

)

)

= λ(s)|A|E
(

1

ν + 1

ν
∑

n=0

EΛ
3,X

(s)
n+1

(

Y
X

(s)
n
1Λ̃

1,X
(s)
n

Λ̃
2,X

(s)
n+1

)

)

Pr
(

Λ
3,X

(s)
n+1

)

= λ(s)|A|E
(

1

ν + 1

ν
∑

n=0

EΛ
3,X

(s)
n+1

(

Y
X

(s)
n
1Λ

1,X
(s)
n

Λ
2,X

(s)
n+1

)

)

Pr
(

Λ
3,X

(s)
n+1

)

= C(s)e
−(

R
(ps)
I

R
(p)
I

)2

. (22)

Now consider the case withRD > R
(ps)
I −R

(s)
I . In this case, observe thatΛ̃

1,X
(s)
n
Λ̃

2,X
(s)
n+1

Λ̂
3,X

(s)
n+1

⊆
Λ̃

1,X
(s)
n
Λ̃

2,X
(s)
n+1

Λ
3,X

(s)
n+1

, where Λ̂
3,X

(s)
n+1

denotes the event that there are no primary transmitters

within a RD + R
(s)
I radius ofX(s)

n+1; again, givenΛ̂
3,X

(s)
n+1

, Λ̃
1,X

(s)
n
Λ̃

2,X
(s)
n+1

is independent of the

spectrum sensing outcome. Hence, using the separation principle, we obtain the following lower
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bound for the secondary network sum spatial throughput:

C
(s)
β>1 = λ(s)|A|E

(

1

ν + 1

ν
∑

n=0

E

(

Y
X

(s)
n
1Λ̃

X
(s)
n

)

)

≥ λ(s)|A|E
(

1

ν + 1

ν
∑

n=0

EΛ̂
3,X

(s)
n+1

(

Y
X

(s)
n
1Λ̃

1,X
(s)
n

Λ̃
2,X

(s)
n+1

)

Pr
(

Λ̂
3,X

(s)
n+1

)

)

= λ(s)|A|E
(

1

ν + 1

ν
∑

n=0

E

(

Y
X

(s)
n
1Λ

1,X
(s)
n

Λ
2,X

(s)
n+1

)

Pr
(

Λ̂
3,X

(s)
n+1

)

)

= C(s)e
−(

RD

R
(p)
I

)2

. (23)

Next we derive an upper bound for the secondary network sum spatial throughput. Assume

there areN secondary users{X1, X2, . . . , XN} located insideB
R

(s)
I

(X
(s)
n+1) includingX(s)

n+1 itself

and excludingX(s)
n . Let σi denote the event thatXi initiates a transmission,σi denotes the event

that Xi remains silent, andσ−i denote the event that at least one of{X1, X2, . . . , XN}\{Xi}
initiate a transmission. GivenΛ

3,X
(s)
n+1

and Λ̃
1,X

(s)
n

, the probability thatXi remains idle is no

more thanPr(σi) ≤ 1 − q̂(s) (i.e., whenXi and X
(s)
n are farthest away) and no less than

Pr(σi) ≥ 1−q(s), whereq̂(s) := q(s) exp(−λ(p)q(p)|BRD
(R

(s)
I , 0)−BRD

(−R
(s)
I , 0)−B

R
(ps)
I

(0, 0)|).
Similarly, givenΛ

3,X
(s)
n+1

and Λ̃
1,X

(s)
n

, the probability thatXi initiates a transmission is no less

thanPr(σi) ≥ q̂(s). Consequently, givenΛ
3,X

(s)
n+1

and Λ̃
1,X

(s)
n

, we have

N(1− q̂(s)) ≥
N
∑

i=1

Pr (σi) =
N
∑

i=1

Pr(σi ∩ σ−i) +
N
∑

i=1

Pr (σi ∩ σ−i)

=

N
∑

i=1

Pr(

N
⋂

j=1

σj) +

N
∑

i=1

Pr (σi) Pr (σ−i | σi)

≥ NPr(

N
⋂

j=1

σj) +N(1− q(s))

N−1
∑

j=1

(

N − 1

j

)

(q̂(s))j(1− q(s))N−1−j

= NPr(
N
⋂

j=1

σj) +N(1 − q(s))
[

(1− q(s) + q̂(s))N−1 − (1− q(s))N−1
]

.

(24)
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Taking expectation over the number of nodes falling insideB
R

(s)
I

(X
(s)
n+1), we obtain

Pr
(

Λ̃
2,X

(s)
n+1

| Λ̃
1,X

(s)
n
Λ

3,X
(s)
n+1

)

= E(Pr(

N
⋂

i=1

σi | Λ3,X
(s)
n+1

Λ̃
1,X

(s)
n
))

≤ e−λ(s)q(s)π(R
(s)
I

)2 +
[

(1− q̂(s))− (1− q(s))e−λ(s)(q(s)−q̂(s))π(R
(s)
I

)2
]

.

(25)

Hence, we have

C
(s)
β>1 = λ(s)|A|E

(

1

ν + 1

ν
∑

n=0

E

(

Y
X

(s)
n
1Λ̃

X
(s)
n

)

)

≤ λ(s)|A|E
(

1

ν + 1

ν
∑

n=0

E
Λ̃
1,X

(s)
n

Λ
3,X

(s)
n+1

X
(s)
n X

(s)
n+1

(

Y
X

(s)
n
1Λ̃

2,X
(s)
n+1

)

q(s)e
−(

RD

R
(p)
I

)2
)

≤ λ(s)|A|q(s)e
−(

RD

R
(p)
I

)2

E

(

1

ν + 1

ν
∑

n=0

E
(

Y
X

(s)
n

)

)

max
X

(s)
n ,X

(s)
n+1

Pr
(

Λ̃
2,X

(s)
n+1

| Λ̃
1,X

(s)
n
Λ

3,X
(s)
n+1

X(s)
n X

(s)
n+1

)

= C(s)e
−(

RD

R
(p)
I

)2 [

1 + (1− q̂(s))eλ
(s)q(s)π(R

(s)
I

)2 − (1− q(s))eλ
(s) q̂(s)π(R

(s)
I

)2
]

. (26)

From (23), (26), and the fact that̂q(s) → q(s) as λ(p) → ∞, we conclude thatC(s)
β>1 ∼

C(s) exp(−( RD

R
(p)
I

)2) whenRD > R
(ps)
I − R

(s)
I . Finally, together with (22), we obtain (21).

Remark 3. From (21) we have thatq(s) = O
(

1/ log(λ(s))
)

is still a necessary condition to

ensure an asymptotically nontrivial throughput for the secondary network. Similar to the single-

tier network case, settingq(s) = (λ(s)π(R
(s)
I )2)−1 is still the optimal access probability for the

secondary nodes. Observe that settingα1 6= 1 or α2 > R
(ps)
I /R

(p)
r degrades the secondary

network AMG. However, the secondary network AMG remains unaffected forα2 < R
(ps)
I /R

(p)
r .

Furthermore, recall from(17), the primary network AMG can be recovered by increasingα1 > 1

or α2.

Next, we determine the secondary network throughput scaling and AMG whenβ < 1. In this

case we haveR(p)
r = o(R

(s)
r ). In the next proposition, we derive the secondary network spatial

throughput and show that the secondary network can still achieve its stand-alone sum spatial

throughput scaling whenβ < 1.

Proposition 5. Whenβ < 1, the secondary network throughput performance in the presence of
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primary users resembles the stand-alone secondary networkbut with a reduced medium access

probability q̃(s). In other words,

C
(s)
{β<1} = e

−(
R
(ps)
I

R
(p)
I

)2

C̃(s) , (27)

where C̃(s) equals the single-tier spatial throughput expression in(11b) with the secondary

network parameters and the effective medium access probability q̃(s) substituted. The secondary

network can achieve a throughput scaling ofΘ
(

√

λ(s)/ log(λ(s))
)

with the effective ALOHA

access probabilityq̃(s) = O
(

1/ log(λ(s))
)

even when the secondary nodes are much more

sparsely distributed than the primary nodes.

Proof: Similar to the proof of Proposition 4, assume there areN secondary users{X1, X2, . . . , XN}
located insideB

R
(s)
I

(X
(s)
n+1) includingX

(s)
n+1 itself and excludingX(s)

n . Defineσi, σi, andσ−i as

before. Letςi denote the event that there are nosecondaryusers located insideB2RD
(Xi). Similar

to (24), (25), and using the facts that

Pr (σi) ≥ q̃(s) , (28a)

Pr (σi) = Pr (σi | ςi) Pr (ςi) + Pr (σi | ςi) Pr (ςi)

≤ q(s)
(

1− e−λ(s)π(2RD)2
)

+ q̃(s)e−λ(s)π(2RD)2 =: q̌(s) , (28b)

whenβ < 1, we obtain

Pr
(

Λ̃
X

(s)
n

)

≤ q̌(s)
(

e−λ(s) q̌(s)π(R
(s)
I

)2 +
[

(1− q̃(s))− (1− q̌(s))e−λ(s)(q̃(s)−q̌(s))π(R
(s)
I

)2
])

e
−(

R
(ps)
I

R
(p)
I

)2

,

(29a)

Pr
(

Λ̃
X

(s)
n

)

≥ q̃(s)
(

e−λ(s) q̃(s)π(R
(s)
I

)2 +
[

(1− q̌(s))− (1− q̃(s))e−λ(s)(q̌(s)−q̃(s))π(R
(s)
I

)2
])

e
−(

R
(ps)
I

R
(p)
I

)2

.

(29b)

Note thatq̌(s) → q̃(s) asλ(p) → ∞ sinceRD = O(R
(p)
r ) andR

(p)
r = o(R

(s)
r ) whenβ < 1. As

such, similar to (26) we obtain

C
(s)
β<1 = λ(s)|A|E

(

1

ν + 1

ν
∑

n=0

E

(

Y
X

(s)
n
1Λ̃

X
(s)
n

)

)

∼ C̃(s)e
−(

R
(ps)
I

R
(p)
I

)2

.
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Remark 4. Observe that according to(19) and (27), the primary and secondary network

throughput performance (i.e., AMGs) depends only onq̃(s) whenβ < 1. Therefore, the desired

QoS requirements of the two networks can be achieved by setting eitherq(s) or RD appropriately.

Hence, the spectrum sensing turns out to be unnecessary whenβ < 1 and the desired perfor-

mance can be achieved by setting the secondary network medium access parameter accordingly.

In other words, it is favorable for the secondary network to blindly access the channel according

to the traditional ALOHA medium access scheme without resorting to spectrum sensing when

they are much sparser than the primary users.

V. CONCLUSION

We studied the interaction between two overlaid ad-hoc networks: one with legacy primary

users who are licensed to access the spectrum and the other with cognitive secondary users who

opportunistically access the spectrum. We showed that if the secondary network is denser than

the primary network, we can guarantee the same throughput scaling for both networks as that

for a single network, as long as they deploy proper random access schemes. Furthermore, with

the newly defined performance metric, the asymptotic multiplexing gain (AMG), we quantified

how the asymptotic network performance is affected by the mutual interference between the two

networks. In addition, for the first time to our knowledge, westudied the throughput performance

of an overlaid cognitive network in which secondary nodes are less densely distributed than the

primary users and showed that even in this scenario, both networks can achieve the single-network

throughput scaling. However, unlike the case of a denser secondary network, it is possible to

satisfy the QoS requirements of the licensed users without employing spectrum sensors.
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