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Performance of Selection Combining for
Differential Amplify-and-Forward Relaying Over

Time-Varying Channels
M. R. Avendi and Ha H. Nguyen

Abstract— Selection combining (SC) at the destination for
differential amplify-and-forward (AF) relaying is attrac tive as
it does not require channel state information as compared to
the semi maximum-ratio-combining (semi-MRC) while delivering
close performance. Performance analysis of the SC scheme was
recently reported but only for the case of slow-fading channels.
This paper provides an exact average bit-error-rate (BER) of the
SC scheme over a general case of time-varying Rayleigh fading
channels and when the DBPSK modulation is used together
with the non-coherent detection at the destination. The presented
analysis is thoroughly verified with simulation results in various
fading scenarios. It is shown that the performance of the system
is related to the auto-correlation values of the channels. It is also
shown that the performance of the SC method is very close to
that of the semi-MRC method and the existence of an error floor
at high signal-to-noise ratio region is inevitable in both methods.
The obtained BER analysis for the SC method can also be used to
approximate the BER performance of the MRC method, whose
exact analytical evaluation in time-varying channels appears to
be difficult.

Index Terms—Differential amplify-and-forward relaying, dif-
ferential modulation, non-coherent detection, selectioncombin-
ing, time-varying channels, auto-regressive models.

I. I NTRODUCTION

Cooperative communications has now become a mature
research topic. Currently, a special type of cooperative commu-
nications (with the help of one relay) has been standardizedin
the 3 GPP LTE technology to leverage the coverage problem
of cellular networks and it is envisaged that LTE-advanced
version will include cooperative relay features to overcome
other limitations such as capacity and interference [1]. There
are also applications for cooperative relay networks in wireless
LAN, vehicle-to-vehicle communications and wireless sensor
networks that have been discussed in [2]–[5] and references
therein.

In cooperative communications, a user in the network acts
as a relay to receive signals from a source, processes and re-
broadcasts to a destination. In this way, additional links,other
than the direct link from a source to a destination, can be
constructed via relays and hence the overall spatial diversity
of the system would be increased. Depending on the signal
processing strategy that a relay utilizes, relay networks are
generally classified as decode-and-forward (DF) and amplify-
and-forward (AF) [6].

The authors are with the Department of Electrical and Computer Engi-
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Among these two strategies, AF or its non-coherent version,
differential AF (D-AF) is very attractive as it requires less
computational burden at the relays and destination. In D-AF,
data symbols are differentially encoded at the source. The
relay’s function is simply to multiply the received signal with
a fixed amplification factor. At the destination, the received
signals from multi-links are combined to achieve the diversity,
and used for non-coherent detection of the transmitted signals
without the need of instantaneous channel state information
(CSI). In [7]–[9], a maximum-ratio combiner using a set
of fixed weights, based on the second-order statistics of all
channels, has been used to combine the received signals
from the relay-destination and source-destination links.For
future reference, this combiner is called semi-maximum ratio
combiner (semi-MRC).

With the motivation of reducing the detection complexity
at the destination, selection combining for differential AF
relay networks was recently investigated and analyzed in [10].
This combiner can be seen as a counterpart of selection
combining of DPSK in point-to-point communications with
receive diversity studied in [11]–[14]. However, the analysis
reported in our previous work [10] only applies forslow-
fading and symmetric channels. The slow-fading assumption
requires approximate equality of two consecutive channel uses,
which would be violated in practice under high mobility of
users. Moreover, the channels are not necessarily symmetric in
practice, i.e., different channels might need to be characterized
with different variances.

This paper studies D-AF relaying overtime-varying
Rayleigh-fading channels with non-identical (general) channel
variances using post-detection selection combining (SC).The
DBPSK modulation is used and the AF strategy with fixed
gain at the relay is employed. Two links are involved in
the communication: the direct link from the source to the
destination (SD) and the cascaded link from the source to the
destination via the relay. The decision variable is computed for
each link and the one with the maximum magnitude is chosen
for non-coherent detection. Hence, different from the semi-
MRC, the selection combiner does not need the second-order
statistic of any of the channels, which simplifies the detection
at the destination. To characterize the time-varying nature of
the channels, first-order auto-regressive models [15], [16] are
employed for the direct and cascaded channels. The probability
density function (pdf) and cumulative density function (cdf)
of the decision variable in each link are derived and used to
obtain the exact average bit-error-rate (BER). The analysis is
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verified with simulation results in different fading and channel
scenarios. Comparison of the SC and semi-MRC systems
shows that the performance of the SC method is very close to
that of the semi-MRC. For fast-fading channels, it is seen that
the performance of both SC and semi-MRC systems degrades
and reaches an error floor. The expression of the error floor
is also derived for the SC method. On the other hand, the
close performance of both the SC and semi-MRC schemes
implies that one can use the exact BER analysis of the SC
method to closely approximate the performance of the semi-
MRC method in time-varying channels. This is useful since the
exact BER of the semi-MRC method in time-varying channels
appears to be difficult [16] and only a loose lower bound was
derived for this system in [16].

The outline of the paper is as follows. Section II describes
the system model. In Section III the non-coherent detectionof
D-AF relaying using SC technique is developed. The perfor-
mance of the system is considered in Section IV. Section V
discusses extension to multi-relay systems. Simulation results
are given in Section VI. Section VII concludes the paper.

Notation: (·)∗, | · | denote conjugate and absolute values of a
complex number, respectively.CN (0, σ2) stands for a complex
Gaussian distribution with mean zero and varianceσ2, while
χ2
2 stands for chi-squared distribution with two degrees of free-

dom.E{·} andVar{·} are expectation and variance operations,
respectively. Bothexp(·) ande(·) indicate exponential function

andE1(x) =
∞∫
x

(e−t/t)dt is the exponential integral function.

II. SYSTEM MODEL

The system model in this article is very similar to that of
[10], [16], [17]. As such, the formulation and description of the
system model are similar to those in [10], [16], [17]. Figure1
depicts the wireless relay model under consideration, which
has three nodes: one Source, one Relay and one Destination.
There are a direct link and a cascaded link, via Relay, from
Source to Destination. The inherent diversity order of the sys-
tem is therefore two. A common half-duplex communication
between the nodes is assumed, i.e., each node employs a single
antenna and able to only send or receive in any given time.

The channel coefficients at timek, from Source to Des-
tination (SD), from Source to Relay (SR) and from Relay
to Destination (RD) are shown withh0[k], h1[k] and h2[k],
respectively. A Rayleigh flat-fading model is assumed for each
channel, i.e.,hi ∼ CN (0, σ2

i ), i = 0, 1, 2. If σ2
1 = σ2

2 = σ2
3 ,

the channels are calledsymmetric, otherwise they are called
non-symmetric. The channels are spatially uncorrelated and
changing continuously in time (i.e., time-varying). The time
correlation between two channel coefficients,n symbols apart,
follows the Jakes’ model [18]:

ϕi(n) = E{hi[k]h
∗
i [k + n]} = σ2

i J0(2πfin), i = 0, 1, 2
(1)

where J0(·) is the zeroth-order Bessel function of the first
kind andfi is the maximum normalized Doppler frequency
of the ith channel. The amount of channel variation is related
to the normalized Doppler shift which is a function of user’s
mobility and signalling rate. Hence, the normalized Doppler
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Fig. 1. The wireless relay model under consideration.

shift is used to distinguish between slow time-varying (slow-
fading) and rapid time-varying (fast-fading) channels.

Let V = {−1,+1} be the set of BPSK symbols. Each
information bit at timek is transformed to a BPSK symbol
v[k] ∈ V . Before transmission, the symbols are encoded
differentially as

s[k] = v[k]s[k − 1], s[0] = 1. (2)

The transmission process is divided into two phases. A
symbol or a frame of symbols could be transmitted in each
phase. Symbol-by-symbol transmission is not practical as it
causes frequent switching between reception and transmission.
Hence, frame-by-frame transmission protocol is utilized here.
However, the analysis is the same for both cases and only the
channels auto-correlation values are different. In symbol-by-
symbol transmission, two channel uses are two symbols apart
(n = 2), while in frame-by-frame transmission two channel
uses are one symbol apart(n = 1).

In the first phase, symbols[k] is transmitted by Source to
Relay and Destination. LetP0 be the average power of Source
per symbol. The received signals at Destination and Relay are

y0[k] =
√
P0h0[k]s[k] + w0[k], (3)

y1[k] =
√
P0h1[k]s[k] + w1[k], (4)

wherew0[k], w1[k] ∼ CN (0, N0) are noise components at
Destination and Relay, respectively. It is easy to see that,for
givens[k], y0[k] ∼ CN (0, N0(ρ0+1)), whereρ0 is the average
received SNR per symbol from the direct link, defined as

ρ0 =
P0σ

2
0

N0
. (5)

Also, the average received SNR per symbol at Relay is defined
as

ρ1 =
P0σ

2
1

N0
. (6)

The received signal at Relay is then multiplied by an amplifi-
cation factor, and re-transmitted to Destination. Based onthe
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variance of SR channel, the amplification factor commonly
used in the literature is

A =

√
P1

P0σ2
1 +N0

, (7)

where P1 is the average transmitted power per symbol at
Relay. In general,A can be any arbitrarily fixed value. If the
total power in the network,P , is divided between Source and
Relay such thatP0 = qP, P1 = (1−q)P , whereq is the power
amplification factor, thenA =

√
(1− q)P/(qPσ2

1 +N0).
The corresponding received signal at Destination is

y2[k] = A h2[k]y1[k] + w2[k], (8)

wherew2[k] ∼ CN (0, N0) is the noise component at Desti-
nation in the second phase. Substituting (4) into (8) yields

y2[k] = A
√
P0h[k]s[k] + w[k], (9)

where h[k] = h1[k]h2[k] is the equivalent double-Rayleigh
channel with zero mean and varianceσ2

1σ
2
2 [19] andw[k] =

A h2[k]w1[k] + w2[k] is the equivalent noise component. It
should be noted that for a givenh2[k], w[k] is a complex
Gaussian random variable with zero mean and variance

σ2
w = N0(1 +A2 |h2[k]|

2) (10)

and hencey2[k], conditioned ons[k] andh2[k], is a complex
Gaussian random variable with zero mean and variance(ρ2 +
1)σ2

w. Here,ρ2 is the average received SNR per symbol from
the cascaded link at Destination, conditioned onh2[k]. It is
given as

ρ2 =
A2ρ1|h2[k]|2

1 + A2|h2[k]|2
. (11)

The next section presents the selection combining of the
received signals at Destination and its non-coherent detection.

III. SELECTION COMBINING AND NON-COHERENT

DETECTION

Based on two consecutive received symbols, non-coherent
detection of the transmitted symbols can be obtained. For
DBPSK, the decision variables for the direct and cascaded
links are computed from the two latest symbols as

ζ0 = ℜ{y∗0 [k − 1]y0[k]}, (12)

ζ2 = ℜ{y∗2 [k − 1]y2[k]}. (13)

To achieve the cooperative diversity, the decision variables
from the two transmission phases should be combined using
some combining technique [20]. For the semi-MRC method,
over slow-fading channels, the decision variables were com-
bined as [7]–[9]

ζ =
1

N0
ζ0 +

1

N0(1 +A2σ2
2)
ζ2. (14)

However, instead of the semi-MRC which needs the second-
order statistics of all channels, it is proposed to combine the
received signals using a selection combiner as illustratedin
Fig. 2 [10]. As it is seen, the decision statistics for the direct
link, ζ0, and the cascaded link,ζ2, are computed and compared
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Fig. 2. Block diagram of the selection combiner at Destination of a D-AF
relay network.

to choose the link with a higher magnitude. The output of the
combiner is therefore

ζ =

{
ζ0, if |ζ0| > |ζ2|

ζ2, if |ζ2| > |ζ0|.
(15)

Obviously, using this scheme, no channel information is
needed at Destination.

Finally, the output of the combiner is used to decode the
transmitted signal as

v̂[k] =

{
−1, if ζ < 0

+1, if ζ > 0
. (16)

The next section analyzes the performance of the above
selection combining detector.

IV. ERROR PERFORMANCEANALYSIS

As usual, the transmitted symbols are assumed to be equally
likely. Without loss of generality, assume that symbolv[k] =
+1 is transmitted and let̂v[k] denote the decoded symbol. The
BER can be expressed as

Pb(E) = Pr(ζ < 0, v[k] = +1) = Pr(ζ0 < 0, |ζ0| > |ζ2|)

+ Pr(ζ2 < 0, |ζ2| > |ζ0|). (17)

Since ζ0 and ζ2 have different distributions, the two terms
in (17) should be computed separately. The first term can be
written as

Pb(E1) = Pr(ζ0 < 0, |ζ0| > |ζ2|)

= Pr(|ζ2|+ ζ0 < 0) =

0∫

−∞

−β∫

0

fζ0(β)f|ζ2|(r)drdβ

=

0∫

−∞

fζ0(β)
[
F|ζ2|(−β)− F|ζ2|(0)

]
dβ. (18)
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Likewise, the second term of (17) can be expressed as

Pb(E2) = Pr(ζ2 < 0, |ζ2| > |ζ0|)

= Pr(|ζ0|+ ζ2 < 0) =

0∫

−∞

−β∫

0

fζ2(β)f|ζ0|(r)drdβ

=

0∫

−∞

fζ2(β)
[
F|ζ0|(−β)− F|ζ0|(0)

]
dβ. (19)

In (18) and (19),fζ0(·) and fζ2(·) are the pdfs ofζ0 and
ζ2, respectively. Also,F|ζ0|(·) andF|ζ2|(·) are the cdfs of|ζ0|
and |ζ2|, respectively. They can be written as

F|ζ2|(β) = Pr(|ζ2| ≤ β) = Pr(−β ≤ ζ2 ≤ β)

= Fζ2(β)− Fζ2(−β),
(20)

F|ζ0|(β) = Pr(|ζ0| ≤ β) = Pr(−β ≤ ζ0 ≤ β)

= Fζ0(β)− Fζ0(−β),
(21)

whereFζ0(·) andFζ2(·) are the cdfs ofζ0 andζ2, respectively.
To proceed with the computation of (18) and (19), the pdfs

and cdfs ofζ0 andζ2 are required. To obtain these functions,
the relationship between two consecutive channel uses is
required. The conventional assumption is that two consecutive
channel uses are approximately equal, i.e.,h0[k] ≈ h0[k − 1]
andh[k] ≈ h[k−1]. However, such an assumption is not valid
for fast-fading channels.

For time-varying channels, individual channels are ex-
pressed by an AR(1) model as

hi[k] = αihi[k − 1] +
√
1− α2

i ei[k], i = 0, 1, 2 (22)

whereα = ϕi(1)/σ
2
i is the auto-correlation of theith channel

andei[k] ∼ CN (0, σ2
i ) is independent ofhi[k − 1]. Based on

these expressions, a first-order time-series model was derived
in [16] to characterize the evolution of the cascaded channel in
time. The time-series model of the cascaded channel is given
as (see [16] for the detailed derivation and verification):

h[k] = αh[k − 1] +
√
1− α2 h2[k − 1]e1[k], (23)

whereα = α1α2 ≤ 1 is the equivalent auto-correlation of the
cascaded channel, which is equal to the product of the auto-
correlations of individual channels, ande1[k] ∼ CN (0, σ2

1) is
independent ofh[k − 1].

By substituting (2), (22) and (23) into (3) and (8), one has

y0[k] = α0v[k]y0[k − 1] + w̃0[k], (24)

where

w̃0[k] = w0[k]− α0v[k]w0[k − 1]

+
√
1− α2

0

√
P0s[k]e0[k] (25)

and
y2[k] = αv[k]y2[k − 1] + w̃[k], (26)

where

w̃[k] = w[k]− αv[k]w[k − 1]

+
√

1− α2A
√
P0h2[k − 1]s[k]e1[k]. (27)

It should be pointed out that, compared with slow-fading
channels (see [10, Eqs. (7) and 9]), additional terms appear
in the noise expressions, which are functions of the channel
auto-correlations and transmit power.

Then by substituting (24) and (26) into (12) and (13), one
has

ζ0 = ℜ
{
α0v[k]|y0[k − 1]|2 + y∗0 [k − 1]w̃0[k]

}
, (28)

ζ2 = ℜ
{
αv[k]|y2[k − 1]|2 + y∗2 [k − 1]w̃[k]

}
. (29)

It is seen that, for giveny0[k − 1], ζ0 is a combination of
complex Gaussian random variables, whose conditional mean
and variance are computed as

µζ0 = E{ζ0|y0[k − 1], v[k] = +1}

= α0|y0[k − 1]|2 + E{ℜ{y∗0 [k − 1]w̃0[k]}}

= α0|y0[k − 1]|2 − α0E{ℜ{w0[k − 1]|y0[k − 1]}}

= α0|y0[k − 1]|2 −
α0

ρ0 + 1
|y0[k − 1]|2

=
α0ρ0
ρ0 + 1

|y0[k − 1]|2, (30)

Σζ0 = Var{ζ0|y0[k − 1], v[k] = +1}

= Var{ℜ{α0|y0[k − 1]|2 + y∗0 [k − 1]w̃0[k]}}

= Var{ℜ{y∗0 [k − 1]w̃0[k]}}

=
1

2

[
N0 + α2

0Var{w[k − 1]|y0[k − 1]}

+(1− α2
0)P0σ

2
0

]
|y0[k − 1]|2

=
1

2
N0

(
1 +

α2
0ρ0

ρ0 + 1
+ (1− α2

0)ρ0

)
|y0[k − 1]|2. (31)

Furthermore, for giveny2[k − 1] and h2[k − 1], ζ2 is a
combination of complex Gaussian random variables and hence
it is Gaussian as well. Its conditional mean and variance are
computed as

µζ2 = E{ζ2|y2[k − 1], h2[k − 1], v[k] = +1}

= α|y2[k − 1]|2 +E{ℜ{y∗2 [k − 1]w̃[k]|y2[k − 1], h2[k − 1]}}

= α|y2[k − 1]|2 − αE{ℜ{w[k − 1]|y2[k − 1], h2[k − 1]}}

= α|y2[k − 1]|2 −
α

ρ2 + 1
|y2[k − 1]|2

=
αρ2

ρ2 + 1
|y2[k − 1]|2, (32)

Σζ2 = Var{ζ2|y2[k − 1], h2[k − 1], v[k] = 1}

= Var{ℜ{α|y2[k−1]|2+y∗2 [k−1]w̃[k]|y2[k−1], h2[k−1]}}

= Var{ℜ{y∗2 [k − 1]w̃[k]|y2[k − 1], h2[k − 1]}}

=
1

2

(
σ2
w + α2Var{w[k − 1]|y2[k − 1], h2[k − 1]}

+(1− α2)P0σ
2
1 |h2[k − 1]|2

)
|y2[k − 1]|2 =

1

2
σ2
w

[
1 +

α2ρ2
ρ2 + 1

+ (1− α2)ρ2

]
|y2[k − 1]|2. (33)

In the remaining of the paper, the time index[k − 1] is
omitted for notational simplicity. From (30) and (31), the
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conditional pdf ofζ0 is given as

fζ0(β|y0) =
1√

2πΣζ0

exp

(
−
(β − µζ0)

2

2Σζ0

)
. (34)

Since y0 ∼ CN (0, N0(ρ0 + 1)), |y0|2 ∼ 0.5N0(ρ0 + 1)χ2
2,

i.e.,

f|y0|2(η) =
1

N0(ρ0 + 1)
exp

(
−

η

N0(ρ0 + 1)

)
. (35)

By taking the expectation of (34) over the distribution of|y0|2,
the pdf ofζ0 is obtained as [21, Eq. 3.471.15]

fζ0(β) =

{
b0 exp (c0β) , β ≤ 0

b0 exp (d0β) , β ≥ 0,
(36)

where

b0 =
1

N0(1 + ρ0)
,

c0 =
2

N0(1 + (1− α0)ρ0)
, (37)

d0 =
−2

N0(1 + (1 + α0)ρ0)
.

Thus, the cdf ofζ0 is expressed as

Fζ0(β) =

{
b0
c0

exp (c0β) , β ≤ 0

1 + b0
d0

exp (d0β) , β ≥ 0
. (38)

By substituting (38) into (21), the cdf of|ζ0| is obtained as

F|ζ0|(β) = 1 +
b0
d0

exp (d0β)−
b0
c0

exp (−c0β) . (39)

On the other hand, it follows from (32) and (33) that the
conditional pdf ofζ2 is

fζ2(β|y2, h2) =
1√

2πΣζ2

exp

(
−
(β − µζ2)

2

2Σζ2

)
. (40)

Since, conditioned onh2, y2 ∼ CN (0, σ2
w(ρ2+1)). Therefore,

|y2|2 ∼ 0.5σ2
w(ρ2 + 1)χ2

2, i.e.,

f|y2|2(η|h2) =
1

σ2
w(ρ2 + 1)

exp

(
−

η

σ2
w(ρ2 + 1)

)
. (41)

And by taking the expectation of (40) over the distribution of
|y2|2, one has [21, Eq. 3.471.15]

fζ2(β|h2) =

{
b2 exp (c2β) , β ≤ 0

b2 exp (d2β) , β ≥ 0
(42)

where

b2 =
1

σ2
w(ρ2 + 1)

,

c2 =
2

σ2
w(1 + (1− α)ρ2)

, (43)

d2 =
−2

σ2
w(1 + (1 + α)ρ2)

.

are functions of random variableλ = |h2|
2, whose pdf is

fλ(λ) = (1/σ2
2) exp(λ/σ

2
2).

Thus, the cdf ofζ2 conditioned onh2 is given as

Fζ2 (β|h2) =

{
b2
c2

exp (c2β) , β ≤ 0

1 + b2
d2

exp (d2β) , β ≥ 0
. (44)

By substituting (44) into (20), the cdf of|ζ2|, conditioned on
h2, is

F|ζ2|(β|h2) = 1 +
b2
d2

exp (d2β)−
b2
c2

exp (−c2β) . (45)

Using (36) and (45), (18) can be evaluated as follows:

Pb(E1|h2) =

0∫

−∞

fζ0(β)
[
F|ζ2|(−β|h2)− F|ζ2|(0|h2)

]
dβ

=

0∫

−∞

b0e
c0β

(
b2
d2

e−d2β −
b2
c2
ec2β −

b2
d2

+
b2
c2

)
dβ

=
b0b2
c0

(
1

c0 − d2
+

1

c0 + c2

)
. (46)

Also, using (39) and (42), (19) is computed as

Pb(E2|h2) =

0∫

−∞

fζ2(β|h2)
[
F|ζ0|(−β)− F|ζ0|(0)

]
dβ

=

0∫

−∞

b2e
c2β

(
b0
d0

e−d0β −
b0
c0
ec0β −

b0
d0

+
b0
c0

)
dβ

=
b0b2
c2

(
1

c2 − d0
+

1

c0 + c2

)
. (47)

Therefore, from (46) and (47), the conditional BER can be
expressed as

Pb(E|h2) = Pb(E1|h2) + Pb(E2|h2)

=
b0b2
c0c2

+
b0b2

c0(c0 − d2)
+

b0b2
c2(c2 − d0)

. (48)

Finally, by substitutingb2, c2, d2 from (43) and taking the
average over the distribution ofλ = |h2|2, one has

Pb(E) = I1 + I2 + I3, (49)

where the termsI1, I2 andI3 are determined in the following.
First, I1 is computed as

I1 =
b0
c0

∞∫

0

b2
c2
fλ(λ)dλ =

b0
c0

∞∫

0

B2

2B1

λ+B1

λ+B2

1

σ2
2

e
− λ

σ2
2 dλ

=
b0B2

2c0B1

(
1 +

B1 −B2

σ2
2

exp

(
B2

σ2
2

)
E1

(
B2

σ2
2

))
, (50)

whereB1, B2 are defined as

B1 =
1

A2 (1 + (1− α)ρ1)
,

B2 =
1

A2(1 + ρ1)
.

(51)
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Second,I2 is obtained as

I2 =
b0
c0

∞∫

0

b2
c0 − d2

fλ(λ)dλ

=
b0
c0

∞∫

0

B̃3
1

λ+ B̃2

1

σ2
2

e
− λ

σ2
2 dλ

=
b0
c0
B̃3

(
1

σ2
2

exp

(
B̃2

σ2
2

)
E1

(
B̃2

σ2
2

))
, (52)

where

B̃2 =
(3 + α+ (1 − α0)ρ0)ρ1 + 3 + (1 − α0)ρ0

A2(1 + (2 + α)ρ1 + (1 + α)ρ21)
, (53)

B̃3 =
(1 + (1 + α)ρ1)(1 + (1− α0)ρ0)

2A2(1 + (2 + α)ρ1 + (1 + α)ρ21)
.

Third, I3 is determined as

I3 = b0

∞∫

0

b2
c2(c2 − d0)

fλ(λ)dλ

=

∞∫

0

B̆3
λ+ B̆1

λ+ B̆2

1

σ2
2

e
− λ

σ2
2 dλ

= B̆3

(
1 +

B̆1 − B̆2

σ2
2

exp

(
B̆2

σ2
2

)
E1

(
B̆2

σ2
2

))
, (54)

where

B̆1 =
2

A2(1 + (1− α)ρ1)
,

B̆2 =
(3− α+ (1 + α0)ρ0)ρ1 + 3 + (1 + α0)ρ0

A2(1 + (2− α)ρ1) + (1− α)ρ21)
, (55)

B̆3 =
(1 + (1 − α)ρ1)

2(1 + (1 + α0)ρ0)

4(1 + ρ0)(1 + (2− α)ρ1 + (1− α)ρ21)
.

In summary, the obtained BER expression in (49) gives the
exact BER of the D-AF relaying system using DBPSK and
selection combining in time-varying Rayleigh fading chan-
nels with general channel variances. For the special case of
α0 = 1, α = 1, σ2

i = 1, i = 0, 1, 2, this expression yields
the BER of the system considered in [10] for the case of slow-
fading and symmetric channels. It should be mentioned that,
although, the BER expression of [10, Eq.23] looks different
than (49) in the special case, both expressions give the same
results for the case of slow-fading and symmetric channels.
However, the expression in (49) only involves computing the
exponential integral function, whereas the expression of [10,
Eq.23] was derived in the integral form which also involves
the exponential integral function. The exponential integral
function can be easily computed numerically.

It is also seen that the obtained BER expression depends on
the channel auto-correlations. This dependence is the reason
for performance degradation in fast-fading channels and the
fact that the BER reaches an error floor at high signal-to-noise
ratio. The error floor can be obtained as (see Appendix for the
proof):

lim
P0/N0→∞

Pb(E) = Ī1 + Ī2 + Ī3, (56)

where

Ī1 = lim
P0/N0→∞

I1 =
1

4
(1− α0)(1− α), (57)

Ī2 = lim
P0/N0→∞

I2 =
1− α0

2σ2
2

¯̃B3 exp

(
¯̃B2

σ2
2

)
E1

(
¯̃B2

σ2
2

)
,

(58)
with

¯̃B2 = lim
P0/N0→∞

B̃2 =
qσ2

0

1− q

1− α0

1 + α
, (59)

¯̃B3 = lim
P0/N0→∞

B̃3 =
q(1− α0)σ

2
0

2(1− q)
, (60)

and

Ī3 = lim
P0/N0→∞

I3 =
¯̆
B3

(
1−

¯̆
B2

σ2
2

exp

(
¯̆
B2

σ2
2

)
E1

(
¯̆
B2

σ2
2

))
,

(61)
with

¯̆
B2 = lim

P0/N0→∞
B̆2 =

qσ2
0

1− q

1 + α0

1− α
, (62)

¯̆
B3 = lim

P0/N0→∞
B̆3 =

1

4
(1− α)(1 + α0). (63)

The above expressions show that the error floor is a function
of the second-order statistics of the channels (auto-correlation
and variance) and the power amplification factor and it is
independent of the (high) transmitted power.

V. EXTENSION TO MULTI -RELAY SYSTEMS

It is known that the achieved diversity order of the SC
method with one relay in slow-fading channels is two [10].
In slow-fading channels, the cooperative diversity order can
be increased by using more relays in the network. In a multi-
relay system more channel information needs to be provided at
the destination for the semi-MRC method to work. Therefore,
using the SC method in multi-relay cooperative networks
becomes even more attractive, as long as the trade-off between
performance and complexity is satisfied. Similar to (13), the
decision variables of all links can be computed and used in the
selection combiner. Specifically, consider a multi-relay system
with L relays. The decision variables are computed as

ζ2l = ℜ{y∗2l[k − 1]y2l[k]}, l = 1, · · · , L (64)

where y2l is the received signal from thelth relay at the
destination. The output of the selection combiner for the multi-
relay system is

ζ = arg max
ζ0,{ζ2l}L

l=1

{|ζ0|, |ζ2|, · · · , |ζ2L|}. (65)

Unfortunately, the theoretical BER analysis of the SC method
in multi-relay system appears to be intractable. As such, only
simulation results are presented in SectionVI for multi-relay
systems.
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VI. SIMULATION RESULTS

In this section, first, the D-AF relay network redwithL = 1
relay is simulated for various channel qualities using boththe
SC and semi-MRC methods. The obtained theoretical BER
and error floor of the SC method are verified with simulation
results.

The channel coefficients are assumed to be Rayleigh flat-
fading, i.e.,h0[k] ∼ CN (0, σ2

0), h1[k] ∼ CN (0, σ2
1), h2[k] ∼

CN (0, σ2
2). Based on the location of the nodes with respect

to each other and channel qualities, variances of the channels
would be different. Here, three scenarios are considered: (i)
symmetric channels withσ2

0 = 1, σ2
1 = 1, σ2

2 = 1, (ii) non-
symmetric channels with strong SR channelσ2

0 = 1, σ2
1 =

10, σ2
2 = 1, and (iii) non-symmetric channels with strong RD

channelσ2
0 = 1, σ2

1 = 1, σ2
2 = 10. The channel scenarios are

summarized in Table I.

TABLE I
CHANNEL VARIANCES AND CORRESPONDING OPTIMUM POWER

ALLOCATION FACTORS

[σ2
0 , σ

2
1 , σ

2
2 ] qopt

Symmetric [1, 1, 1] 0.67
Strong SR [1, 10, 1] 0.58
Strong RD [1, 1, 10] 0.85

The simulation method of [22] is utilized to generate the
time-correlated channel coefficientsh0[k], h1[k], h2[k]. The
amount of time-correlation is determined by the normalized
Doppler frequency of the underlying channel, which is a func-
tion of the mobility, carrier frequency and symbol duration.
Obviously, for fixed carrier frequency and symbol duration,a
higher mobility leads to a larger Doppler frequency and less
time-correlation.

Based on the normalized Doppler frequency of the three
channels, different cases are considered. To get an understand-
ing about choosing the normalized Doppler frequency values,
the obtained error floor expression is examined for a large
range of Doppler values. Fig. 3 plots of error floors versus
channel fade rates for the three scenarios of Table I. It is
assumed that the SD and SR channels have similar normalized
Doppler frequencies, i.e.,f0 = f1, which changes from 0.001
to 0.1 andf2 = 0.001. The plots in Fig. 3 can be divided
into three regions. For fade rates less than 0.01, the error
floor is very small and this region would be regarded as the
slow-fading region. The fade rate of 0.01 is an approximate
threshold beyond which the channels become relatively fast-
fading. For fade rates between 0.01 to 0.05, the error floor
increases asymptotically in a linear manner with a relatively
sharp slope from10−6 to 10−3. When the fade rate is larger
than 0.05, the error floors continue to increase from10−3 to
10−2. A BER value of around10−2 is obtained in this region.
This is very high for reliable communication and therefore the
fade rate of 0.05 would be regarded as the threshold beyond
which the channels become very fast-fading.

From the discussion concerning Fig. 3, three fading cases
are considered. In Case I, it is assumed that all nodes are
fixed or slowly moving so that all channels are slow-fading
with the normalized Doppler values off0 = 0.001, f1 =
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10
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Fig. 3. Error floors as functions of channel fade rates for different channel
qualities,f0 = f1, f2 = 0.001.

0.001, f2 = 0.001. In Case II, it is assumed that Source is
moving so that the SD and SR channels are fast-fading with
f0 = 0.02, f1 = 0.02 but Relay and Destination are fixed and
the RD channel is slow-fading withf2 = 0.001. In Case III,
it is assumed that both Source and Destination are moving so
that all the channels are fast-fading withf0 = 0.05, f1 = 0.01
and f2 = 0.05, respectively. The normalized Doppler values
are listed in Table II. Also, a snapshot of realizations of the
direct and cascaded channels and their auto-correlation values
in the three cases are plotted in Fig. 4. The plots show that
when the normalized Doppler frequency values get larger,
the channel coefficients fluctuate wider and the corresponding
auto-correlation values decline faster over time. The auto-
correlation of the cascaded channel declines faster than that of
the direct channel as it involves the effects of two channels.

TABLE II
THREE FADING CASES.

f0 f1 f2 Channels status

Case I 0.001 0.001 0.001 all channels are slow-fading
Case II 0.02 0.02 0.001 SD and SR are fast-fading
Case III 0.05 0.01 0.05 all channels are fast-fading

First, the optimum power allocation between Source and Re-
lay to minimize the BER is investigated in the three scenarios
of Table I and fading rates of Case I (slow-fading). For each
scenario listed in Table I, the BER expression is examined for
different values of power allocation factorq = P0/P , where
P = P0 + P1 is the total power. The BER curves are plotted
versusq in Fig. 5 forP/N0=20, 25, 30 dB. Also, the optimum
values obtained for the SC method are listed in Table I when
P/N0 = 25 dB. The optimum values in Table I and Fig. 5
show that in general more power should be allocated to Source
than Relay. The BER is minimized atq ≈ 0.67 and≈ 0.58
for symmetric and strong SR channels, respectively. When the
RD channel becomes stronger than the SR channel, even more
power should be allocated to Source and the BER is minimized
at q ≈ 0.85. This observation is similar to what reported in
[23, Table I] for the semi-MC technique.
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The obtained power allocation factors are used in the
simulation and the simulated BER using the SC and semi-
MRC methods are computed for the three fading cases and
channel variances. The BER results are plotted versusP/N0

in Figs. 6–8. In each figure, three fading cases are shown. It
should be mentioned that the results of Case I in Figure 6
correspond to the results of [10] considered for the case of
slow-fading and symmetric channels. On the other hand, the
corresponding theoretical BER values of the SC method (for
all cases) are computed from (49) and plotted in Figs. 6–8.
The horizontal lines show the theoretical values of the error
floor for Case II and III, computed from (56). For comparison
purpose, the theoretical lower bound of the semi-MRC method
as derived in [16] is also computed for symmetric channels and
plotted in Fig. 6. It should be pointed out that the analysis of

[16] only applies to symmetric channels.

As can be seen from all the figures, the simulation results
of the SC method are tight to the analytical results for all
fading cases and channel variances. This observation verifies
our analysis. Specifically, in Case I (slow-fading) of all the
figures, the BER of the SC method (and of the semi-MRC
method as well) is consistently decreasing withP/N0 and a
diversity of two is achieved. The error floor in this case is very
small (≈ 10−9) and practically does not exist.

However, in Case II of all the figures, the situation is
different from Case I. Since this case involves two fast-fading
channels, the effect of channels variation is clearly observed
in the obtained BER of both methods forP/N0 > 20 dB.
The BER gradually deviates from the results in Case I and
eventually reaches to an error floor between10−5 to 10−4.
The exact amount of the error floors can be read from the
horizontal lines in the figures.

Similarly, in Case III of all the figures, the obtained BER is
degraded forP/N0 > 10 dB. A severe degradation is seen in
this case as all channels are fast-fading, specially two channels
are around the threshold of very fast-fading region. There is
no benefit in increasing the transmit power since an error floor
around10−3 appears forP/N0 > 30 dB.

Moreover, the simulation results of both SC and semi-MRC
methods are very close to each other in all the figures. In
Cases II and III of Figs. 6 and 8, the results of the SC method
are slightly better than that of the semi-MRC method at high
P/N0. This is due to the fact that the fixed combining weights
(used in (14)) of the semi-MRC method are not optimum and
determined based on the second-order statistics of the channels
and not their instantaneous CSI. Note that, in MRC method,
the optimum combing weights should be computed based on
the noise variance of each link. The noise variance of the
cascaded link is a function of the instantaneous CSI of the
RD channel, which is not available in the considered system.

On the other hand, the close performance of both methods
allows one to use the BER analysis of the SC method to
tightly approximate the performance of the semi-MRC method
in time-varying channels. It should be mentioned that the exact
performance evaluation of the semi-MRC in time-varying
channels appears difficult. As a matter of fact, the lower bound
reported in [16] is quite loose as can be seen in Fig. 6.

The diversity order can be improved by employing more
relays. To see the effectiveness of the SC method in multi-
relay networks, networks withL = 2 and L = 3 relays
are also simulated. Symmetric channels and fading rates of
Table II are considered. In Fig. 9, the simulation results of
the networks using both the SC and semi-MRC methods are
plotted. It is clear that the diversity order is improved with
increasing number of relays. More importantly, the difference
between the BER performance of the SC and semi-MRC
methods is negligible. This observation makes the SC method
even more attractive for multi-relay networks since the semi-
MRC method would require more channel information at
the destination. In addition, the error floor is mitigated by
employing more relays.
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VII. C ONCLUSION

Selection combining of the received signals at Destinationin
a D-AF relay network employing DBPSK was studied in time-
varying Rayleigh fading channels. Thanks to the differential
encoding and selection combiner, no channel state information
is needed at Destination for information detection. The exact
bit-error-rate of the system was derived. Simulation results in
various fading rates and channel variances verified the analysis
and show that the selection combiner performs very close to
the more-complicated semi-MRC method (which needs the
second-order statistics of all channels at Destination). The
analytical results show that the error performance dependson
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the fading rates of the equivalent channel and direct channel
and an error floor exists at high signal-to-noise ratio region.
The error floor was also analytically quantified.

APPENDIX

PROOF of (56)

Ī1 = lim
P0/N0→∞

I1 = lim
P0/N0→∞

b0B2

2c0B1

+ lim
P0/N0→∞

b0B2(B1 −B2)

2c0B1σ2
2

exp

(
B2

σ2
2

)
E1

(
B2

σ2
2

)
. (66)
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From (37), one has

lim
P0/N0→∞

b0
c0

= lim
P0/N0→∞

1 + (1− α0)ρ0
2(1 + ρ0)

=
1− α0

2
. (67)

Likewise, taking the limit in (51) gives

lim
P0/N0→∞

B2

2B1
= lim

P0/N0→∞

A2 (1 + (1 − α)ρ1)

2A2 (1 + ρ1)

=
1− α

2
. (68)

Again from (51), one has

B1 −B2 =
1

A2 (1 + (1− α)ρ1)
−

1

A2 (1 + ρ1)

=
ρ1

(1 + ρ1)

α

A2 (1 + (1− α)ρ1)

≈
α

A2 (1 + (1− α)ρ1)
= αB1, (69)

where the approximation has been made for largeP0/N0.
Hence,

B2(B1 −B2)

B1
≈ αB2. (70)

On the other hand, for largeP0/N0, x = B2/σ
2
2 → 0 and

using the following approximation [24, Eq. 5.1.20], one has

exE1(x) ≈ log

(
1

x

)
(71)

and

lim
x→0

xexE1(x) = lim
x→0

x log(
1

x
) = lim

y→∞

log(y)

y
= 0. (72)

Therefore, by substituting (67), (68) and (72) into (66), (57)
is obtained.

Finding Ī2 and Ī3 by taking the limit of I2 and I3 is
straightforward. Note that, in derivinḡI2 and Ī3, by substi-
tuting P1 = (1− q)P0/q into (7), one has

A2 =
P1

P0σ2
1 +N0

=
(1 − q)P0/N0

q(P0/N0σ2
1 + 1)

, (73)

lim
P0/N0→∞

1

A2
=

qσ2
1

1− q
. (74)
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