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Abstract—We investigate the spectral efficiency of full-duplex transmissions to take place in the same time slot, but over
small cell wireless systems, in which a fuII-dupIex capablbase distinct frequencies_ Consequenﬂy, the radio resourea® h

station (BS) is designed to send/receive data to/from muftle half- 4t heen maximally used in existing wireless communication
duplex users on the same system resources. The major hurdlerf systems

designing such systems is due to the self-interference atatBS L . L
and co-channel interference among users. Hence, we conside Full-duplex transmissions have recently gained significan
a joint beamformer design to maximize the spectral efficieng attention owing to the potential to further improve or even
subject to certain power constraints. The design problem is double the capacity of conventional half-duplex systente T

first formulated as a rank-constrained optimization one, ard the benefits of full-duplex systems are of course brought by

rank relaxation method is then applied. However the relaxed llowi the d link d link ch s to functi i
problem is still nonconvex, and thus optimal solutions are ard allowing the downlink and uplink channeis 1o tunction a

to find. Herein, we propose two provably convergent algoritns ~ the same time and frequency [4]-[19]. Though the gains of
to obtain suboptimal solutions. Based on the concept of the full-duplex systems can be easily foreseen, practical énpl

Frank-Wolfe algorithm, we approximate the design problem ty  mentations of such full-duplex systems pose many chalenge
a determinant maximization program in each iteration of the 4.4 4 |ot of technical problems still need to be solved before

first algorithm. The second method is built upon the sequentl the first trial depl t ¢ | L Th
parametric convex approximation method, which allows us to we can see the first tnal deployment on a system level. 1he

transform the relaxed problem into a semidefinite program in crucial barrier in implementing full-duplex systems ressd
each iteration. Extensive numerical experiments under snihcell in the self-interference (Sl) from the transmit antennas to
setups illustrate that the full-duplex system with the propsed receive antennas at a wireless transceiver. More exlitite
algorithms can achieve a large gain over the half-duplex one  yaqjated power of the downlink channel interferes with g0

Index Terms—Full-duplex, self-interference, transmit beam- desired received signals in the uplink channel. Clearlg, th

forming, D.C. program, semidefinite programming. performance of full-duplex systems depends on the capabili
of self-interference cancellation at the transceiver Whis
l. INTRODUCTION limited in practice. In the past full-duplex transmissiomsv

. . .. thought infeasible. This is because the self-interfergruveer,
The ever growing demand of high data rates and prolifer not efficiently suppressed, significantly raises the adisor

tion dOf a number 0 f ltj_sers tforhW|r|eIe§s stirvtlces Ihivfe_ z?\tsked q "receive antennas, exceeding a limited dynamic rangeeof th
modern communications technologies that exploit finitaaa analog-to-digital converter (ADC) in the receiving dev[Zg.

resources more efficiently. Among those, the multiple-inpu In recent years, many breakthroughs in hardware design for

multiple-output (MIMO) communications techmqge (1] h"’%eh‘-interference cancellation techniques have beenrtego
gradually become a core component to many wireless cog?g_’ in [4]-[6], [L7]. Especially, these studies dematstithe

munications standards such as LTE [2] and WIMAX [3]. In th casibility of full-duplex transmission for short to mediu

physu_:al layer of wireless communications networks, MIM ange wireless communications. Since then, several studie

o : A ; ?c')cusing on full-duplex communications have been carried
missions. Due to practical limitations on hardware deslgng

. ) , ut in a variety of contexts such as point to point MIMO
downlink and uplink channels are currently designed to atger [8], [1], [L3], MIMO relay [10], [1€], [19], cognitive radi
in one dimension (i.e., either in time or frequency domdfiay. : ' ’ ’ ' \

12 d Iti MIMO tems [[9]|_[14]. With the ai
example, cellular networks with time division duplex akte [L2], and multiuser systems 9], [14]. Wi ° am

: X .of accelerating full-duplex applications in practical aless
the same frequency band, but different time slots, to dawnli g b bp P

4 uplink ch ls. On th her hand il ¥stems, the full-duplex radios for local access (DUPLO)
and uplink channeis. ©n the other hand, cetiular ”et".VorE oject has been funded by the European community’s seventh
with frequency division duplex allow downlink and uplink

framework progran [16]. As a first step, the first deliveradfie
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What is missing in[[15] is further studies that evaluate th80], we arrive at a determinant maximization (MAXDET)
actual gain of the full-duplex transmission for some refeee program at each iteration. The second design approach in-
systems. The goal of this paper is to fill this gap. Partidylar volves some transformations before invoking the framevedrk
we consider a scenario where a full-duplex capable basequential parametric convex approximation (SPCA) method
station (BS) communicates with half-duplex users in bof81], which has proven to be an effective tool for numerical
directions at the same time slot over the same frequency. basolutions of nonconvex optimization problerhs|[23],/[3B2].

It is now well known that the optimal transmit strategy fofn particular, we are able to approximate the relaxed prable
downlink channels is achieved by dirty paper coding [20}, bas a semidefinite program (SDP) at each iteration in the secon
it requires high complexity to implement. Thus, we adopt ierative algorithm. While the first design algorithm stck
linear beamforming technique for the downlink transmigsico MAXDET problem solvers, the second one offers more
in this paper, which has been widely used in the literatugg, e flexibility in choosing optimization software and can take
in [21]-[23]. For uplink channels, the optimal nonlinearlmu advantage of many state-of-the-art SDP solvers. Addilipna
tiuser detection scheme based on minimum mean square esioce there is no (even rough) way to estimate beforehand
and successive interference cancellation (MMSE-SIC) [24] which algorithm is better than the other for a given set
chosen in this paper. For the considered full-duplex systenf channel realizations, the two iterative algorithms can b
the problem of beamformer design becomes more challengingplemented in a concurrent manner and a solution is oldaine
since there still exists a small, but not negligible, amoaint when one of them terminates. Alternatively, we run the two
the self-interference between the transmit and receivenaias algorithms in parallel until they converge, and then select
at the BS even after an advanced S| cancellation technighe better solution. The numerical results on the SE and
is applied. We note also that the Sl level increases with tkemputational complexity of the two methods are given in
transmit power for any Sl cancellation technique. Morepve8ection 1V.

the difficulty of the design problem is increased furtherbg t  Full-duplex transmission, if successfully implementes, i
co-channel interference (CCI) caused by the users in thiekuplclearly expected to improve the spectral efficiency of wire-
channel to those in the downlink chanHeBy this very nature, less communications systems. However, a quantitative emnsw
a joint design of the downlink and uplink transmissions wibulon the potential gains for some particular scenarios i$ stil
offer the best solution. One of the first attempts to invedég missing. For this purpose, the proposed algorithms are used
the potential gain of full-duplex systems has been made in do evaluate the performance of the full-duplex system of
earlier work of [9], [14]. However the CCI is not taken intoconsideration under the 3GPP LTE specifications for a small
account and several system parameters were ideally assur@tisystem. The numerical experiments demonstrate thalt sm
therein. These practical considerations are carefullynéxad cell full-duplex transmissions are superior to the conigera

in this paper. half-duplex one as long as the self-interference power is

We are concerned with the problem of joint beamformesfficiently canceled.
design to maximize the spectral efficiency (SE) under someThe rest of the paper is organized as follows. The full-
power constraints. To this end, the total SE maximizatiaduplex system model and problem formulation are presented
(SEMax) problem is first formulated as a rank-constraingd Sectior[1l. In SectiofiIll, we describe the proposed iigea
optimization problem for which it is difficult to find globall beamformer designs. The SE performance of the considered
optimal solutions in general. The standard method of ramkll-duplex transmission is numerically compared to the-co
relaxation is then applied to arrive at a relaxed problementional half-duplex one in Section IV. Finally, the paper
which is still nhonconvex. After solving the relaxed problemconcludes with future work in Sectidn] V.
the randomization technique presented [inl [25] is employedNotation We use standard notations in this paper. Namely,
to find the beamformers for the original design problem. Weold lower and upper case letters represent vectors and ma-
note that the rank relaxation technique, commonly known gsces, respectivelyH” andH” are Hermitian and standard
semidefinite relaxation (SDR) method under various costexfranspose ofH, respectively;Tr(H) and [H| are the trace
is widely used to solve the problem of linear precoder desigihd determinant oH, respectivelyH = 0 means thaH is a
in MIMO downlink channels, e.g., in_[22]/ [25]-[29]. Very positive semidefinite matrix;ank(H) is rank of H; Vx f(X)
often, the relaxed problems in those cases are convex agthe gradient off (X); E(-) denotes the expectation operator.
general convex program solvers can be called upon to find the
solutions. Moreover, in some special cases, the rank ridaxa
is proved to be tight[[21],[127],[29]. The same property
unfortunately does not carry over into our case. We consider a small cell full-duplex wireless communica-

To tackle the nonconvexity of the relaxed problem, wtons system in which a full-duplex capable BS is designed
propose two iterative local optimization algorithms. Thestfi to communicate withK}, single-antenna users in the downlink
proposed algorithm is a direct result of exploiting thefeiif channel andky single-antenna users in the uplink channel at
ence of convex’ (D.C) structure of the relaxed problem. To lthe same time over the same frequency band, as depicted in
specific, based on the idea of the Frank-Wolfe (FW) algorithfig. [1. Throughout the paper, the notatiansand U; refer

N ) ) to theith and;jth user in the downlink and uplink channels,

Through out the paper, the co-channel interference refethe interfer- .
ence that users in the uplink cause for those in the downlivangel, not the respeCt'Vely- The total number of antennas at the full-dxlpl
mutual interference among users in the downlink channel. BS is N = Nt + Ny, of which N; transmit antennas are used

Il. SYSTEM MODEL AND PROBLEM FORMULATION



direction is given b)ﬁ

Ky
% Ry = log(1 +p,) (32)
=1
Linear . , K K
Sp E o > u
beamforming | - v . T p o2+ Z hy Qp, hy, + Z q, | gji\?
3 ‘ S ¢ _\ k=1 =
T | MMSESIC |: /e sy =2 log % -(30)
Y ‘ D4—. 1 i=1 0'2 + Z h QthD + Z qu; }gﬂ

NR Sy. k#i 7j=1
‘ Next, for the uplink transmission, we can express the
received signal vector at the full-duplex BS as

Fig. 1. A small cell full-duplex wireless communicationsssm. The number

D
of transmit and receive antennas at the B®visand Ny, respectively. Linear "= hy sy, + Hgwp, sp, +1ny 4
beamforming is adopted for the downlink channel, while MMSIE for the Y Zl 7 Zl o ( )
uplink channel. In the figure, SI and CCl mean self-interfeee and co- = = .
channel interference, respectively. self-interference

wherehy; € CNxx1 js the complex channel vector from the
BS toU; andny ~ CN(0,021y,). The matrixHs; is called
for data transmissions in the downlink channel avidreceive the self-interference channel from the transmit antenmalset
antennas are dedicated to receiving data in the uplink @anmeceive antennas at the full-duplex BS, in which the valdes o
We further assume that the channels are flat fading and charitee entries are determined by the capability of the advanced
state information (CSI) is perfectly known at both the BS an8@ll cancellation techniques. In this case, by treating thie se

users. interference as background noise and applying the MMSE-SIC
First, in the downlink channel, let, be the transm|tted decoder, we can write the received SINRWfas [24]

data symbol ford;, which is normalized toF(|sp, ] = 1. .

For linear beamforming, the data symbg| is muIt|pI|ed by v, = qu, hH( I+Z qu,, hy,, h +Z Hs: Qp, SI) hy,

the beamforming vectow,, € CN**! before transmission, m>j

and the received signal of usey is given by (5)

where we have assumed a decoding order frbrto Ky.
Consequently, the achievable SE of the uplink channel isrgiv

- - by [24]
Yp; = thDi sp;, + Z hSWDk Sp, ZgjiSUj +np, (1)
ki j=1 v
— Ry = Z log(1 + v, ) (6a)
MUl ccl 7._1
where hp, is the Ny x 1 complex channel vector from the = Zlog(l + qu;h (o- I+ Z qu,, hy,, héj’n
BS to usem;, g;; is the complex channel coefficient frow m>j
to D;, sy, is the data symbol transmitted Wy in the uplink 1
direction, andnp, ~ CN(0,02) is background noise assumed + ZHSIQDiHé{I) huj) (6b)
to be additive white Gaussian (AWGN). 1h] (1), the first and i=1

second summations represent multiuser interference (MiJI) Ko Ky

the downlink channel and co-channel interference (CClinfro ool + ZstQni H{ + Zqu hy, hy
the uplink to the downlink channels, respectively. The e — log =1 J=1 . (60)
signal to interference plus noise ratio (SINR) of udgrcan Ko

be written as 021+ > Hs:Qp HE
i=1

From [1) and[{#), we observe that the downlink and uplink

o, = ‘thwa . transmissions are coupled by the CCIl and self-interference
i ol + ZkK#]hHka] + ZJ 1 qu; ]gji] @) This problem greatly impacts the performance of the system
hHQD hp, of interest. Herein, our main purpose is to jointly design
= beamformers so that the total system spectral efficiency is
2 H
Tn +Z’f o, Qo, by, +E7 1405 ‘g”| maximized under the sum transmit power constraint in the
downlink channel and per-user power constraints in thenpli
2 _ s i i
¥Vhere E(|SUJ'.| )h_ qUJI'.' |i df 1’.""_KU’ IS power hl(oadlndg 2We use natural logarithm for the sake of mathematical cdevee.
or userU; In the uplin IreCtIOn’QDi = Wp,Wp,, an However, the SE is calculated with logarithm to basen the numerical

rank(Qp,) = 1. Then, spectral efficiency in the downlinkresult section.



one. Specifically, the total SEMax problem is formulated asancave with respect t@ andq [34]. Borrowing the concept

rank-constrained optimization one as of the FW method which considers a linear approximation
o R 4R 7 of the objective function and searches for a direction that
oS p + Iy (7a) improves the objective, we now present the first joint design

J

(7b) algorithm to find Q and q. First, the relaxed problem is
reformulated as

Kp
> T (Qp,) < P, (7¢) maximize  h(Q,q) - 9(Q,q)
= subject to  (ZB), (Zd), (Zd).

Qo 20, ¥ =1, - Ko, (7d) Since the constraint§ (7H)-(7d) are convex, the difficuity i

rank(Qp,) =1,Vi=1,....Kp (7€) solving [10) lies in the componentg(Q, q). Suppose the
where Pys is the maximum power at the BS ang, is the Value of(Q, q) at iterationn is denoted by(Q (), q™). To
power constraint at each user in the uplink channel. Clearipcrease the objective in the next iteration we repl@(da q)
problem [7) is a nonconvex program, which is difficult to solvby its affine majorization at a neighborhood @, q™).
optimally in general. We also note that a simplified problefinceg(Q, q) is concave and differentiable on the considered
of (@), in which 5, and Ry are omitted (i.e., the SEMax domain{Qy,, v, : Qp, = 0,qy; > 0}, one can easily find an
problem for the downlink channel itself), was proved to be Nfffine majorization as a first order approximationlas [34]
hard [33]. Thus, we conjecture that the NP-hardness isezhrri K K
over into our problem. Towards a tractable solution, we first g™ _ (), n) (n)
apply the relaxation method to obtain a relaxed problenilpf (7 Q.q)=9(Q )+ Z Z [ 19

subject to 0<gqy, < qu,Vj =1,..., Ky,

(10)

i=1 k=1,k#i
by dropping the rank-1 constrainfs {7e). Then, two efficient Ky Ky
iterative algorithms proposed to solve the resulting peobl h + _ )
are presented in the next section. (@, = QDk > } ;; |g] (@, ~ ;')
Kop
Il. PROPOSEDBEAMFORMER DESIGNS +ZT‘r{H§I(@(”>)_1HSI(QDi - ]()"))} (11)
Note that the relaxed problem dfl(7) after dropping the =1

rank constraints is still nonconvex. Thus, computing itsbg| Whereﬁ ) and®™ are defined as

ally optimal solution is difficult and very computationally

expensive in general. To the best of our knowledge, finding ) H o (n) ). 2

an optimal solution to the nonconvex problems similar to vy, = o+ Zh QDm hy, +ZqUz l9uil”, (12)

(@) is still an open problem. In this section, we present m#i =1
two reformulations of the relaxed problem, based on which 6 — o1 4y e O HE 13
two iterative algorithms of different level of complexityea = onlt Z s1Qp, Hsr- (13)

Jj=1
To derive [I1), we have used the fagk log I+ AXA| =

H H\y—-1 _ -1
A. lterative MAXDET-based Algorithm AT (I + AXAT)T A, V, log(1 + ax) = a(l + ax)”", the
inner product of two semidefinite matric&s > 0 andY =0
The first beamforming algorithm is built upon an observgg Tr(X'Y), and the inner product of two vector i€’y [35].
tion that the SE of the system at hand is a difference of ow, we approximate probleni{1L0) at iteratian+ 1 by a
concave functions. Indeed, frofn {3b) amndl(6c), we can W”E%nvex program given by

Ry + Ry = h(Q,q) — 9(Q, q), where

developed.

maximize h(Q,q) — g(")(Q7 q)
Q.q

subjel:t to (78), (Zd), (Zd).

The objective in [(I4) is in fact a lower bound of the SE
Kp Kp Ky of the full-duplex system. We note that problem](14) is a
+ Z log(aﬁ + Z hy Qp, by, + Z qu, |gji|2)7 (8) MAXDET program, and hence the name of the first algorithm.
i= = j= Let (Q*, q*) be the optimal value ofQ, q) in (I4). Then we
update(Q(+1), q(»*t1) .= (Q*, q*). In this way, the design
variables are iteratively updated and the lower bound of the
Zlog(a + Zh Qp, by, + ZCIUJ |9;il ) SE increases after every iteration. Since the SE is bounded
k#% above due to the power constrairisl(7b) dnd (7c), the iterati
procedure is guaranteed to converge. The iterative MAXDET-
+10g’01211 + ZHerniHﬁ (9)  based algorithm is outlined in Algorithd 1. The convergence
i=1 properties of Algorithni 1l are stated in TheorEin 1.
and Q and q are the symbolic notations that denote the set An important point to note here is that the iterative proce-
of design variable§Qp,} and {qy, }, respectively. It should dure in Algorithn1 possibly returns a locally optimal sabut
be noted that the functions(Q, q) and ¢(Q, q) are jointly to a relaxed problem of{7) at convergence. Obviously, if

(14)

Kp Ky
h(Q,q) = log|oy I + Z Hg: Qp, Hgj + Z qu;hy, hy!
i=1 j=1




Algorithm 1 Iterative MAXDET-based algorithm. type method can also be expected in the first proposed design

Initialization: algorithm. However, solvers for MAXDET programs are quite
1: Generate initial values foQ]()?) fori=1,2,...,Kp and limited, compared to their counterparts for S#PBecause
qé?) fori=1,2,..., Ky. none of the general convex program solvers are perfect for
2: Setn := 0. all problems, a more flexible choice of a problem solver is of
Iterative procedure: practical importance.
3: repeat

4: Solve [14) and denote the optimal solution@s,q*). B, [terative SDP-based algorithm

. MDAk (n+1) Motivated by the discussion above, we propose in this
2: ggtdst.e_.(i[);l = Qs anday, =, subsection an iterative SDP-based algorithm to solve the
7: until Co.r;/er en'ce relaxed problem of[{7). Specifically, based on the general

) 9 ' framework of the SPCA method and proper transformations,

Finalization: . . .
8: Perform randomization to extract a rank-1 solution i¥ve can |t_erat|vely_ appr_OX|mate the relaxed problemof (7) by
required. an SDP in each iteration. The second approach allows us to

take advantage of a wide class of SDP solvers which are more
and more efficient due to continuing progress in semidefinite
programming. To begin with, due to the monotonicity of the

rank(Qp,) = 1, then Qg is also feasible to[{7) and thejog function, we first reformulate the relaxed problem [of (7)
beamformer forD; can be immediately recovered from thegyg

eigenvalue decomposition €} [34] . However, this may not . K (q Ky (4
be the case since the rank-1 constraints are dropped. Thus, a  {G, 5 (o} 120X +30) T2 (1 +9,)

meth.od 'Fo extra_lct the beamformer is required if a high-rank subject to  (7B), (7d), (7d) (15)
solution is obtained. For this purpose, we adopt the random-_ _

ization technique presented [0 [25] which is mentionediiee li Which then can be rewritten as

of Algorithm[d and briefly described as follows. We first Ko Ky

generate a random (column) vectes, whose elements are {QD_}I_I{lanX}i%I{ltiDZ_? o) thi Htuj (16a)
independently and uniformly distributed on the unit cirale B

the complex plane, and then calculate the eigen-deconposit subject to L+, >tp,, i=1,...,Kp, (16b)
of Q, asQj, = Up, %p, Uf. Next a beamformer is taken as I+, >ty, j=1,...,Ky, (16C)
Wp, = UDiEf)/vai, which is feasible to the original design to, > 1,Vity, > 1,5, (16d)
problem since||%p, |3 = Tr(Up, =y vo,vES/*UL) = (7). (79), (7d) (16€)

Tr(Qj,) [25]. The obtained beamformew,, is then used to

compute the resulting sum rate. We repeat this process foPyausing the epigraph form of (1L5) [34]. Note that maximizing
number of randomization samples and pick up the one tiaproduct of variables admits an SOC representation [28], [4
offers the best sum rate. Our numerical results have shoWRus, we only need to deal with the nonconvex constraints in
that the high-rank solutions dfQp,} only occur whens2; is  (160) and [(16c). Let us treat the constraint (16b) first. It is
sufficiently large, which is not of practical importance gn Without loss of optimality to replacé (15b) by following two
this is not the interesting case for the full-duplex systemgonstraints

When rank(Qp,) > 1, we also obverse that the largest Ko Ky

eigenvalue significantly dominates the remaining ones.eMor o2 + Z h) Qp, hp, + unj lgiil> > tp.fo,, (17Q)
explicitly, the largest eigenvalue is alwayg times larger then k=1 j=1

the second largest one, meaning tQat is not far from a rank- Kp Ky

1 matrix. This explains the fact that the beamforming vextor o2 + Z h{' Qp, hp, + Zqu lg;il> < Bo,  (17b)
returned by the randomization method offer a performance ki j=1

very close to that of the relaxed problem. Explicitly, thgyhereg,, is newly introduced variable and can be considered
extracted solutions achieve a spectral efficiency perfam@a a5 the soft interference threshold df. The equivalence
always higher thard5% of the upper bound given by thepetween [(T8b) and the two inequalities [ {17a) apd1(17b)
relaxed problem. follows the same arguments as in|[23] which can be justified
Although the objective in[(14) is not a linear functiongs follows. At optimum, suppose the constraintfin {17b) kold
with respect to the design parameters as in the origingfh inequality, ie.oZ+30, hi Qp, hp, + 55 gy |gsi]? <
work of [30], (I4) can be equivalently transformed into th%D‘_ Then. we form a new pc’:{i(ﬁn- fo.) asj_BD. N By, /¢
problem of maximizing an affine function over a convex Sea{r{d b, 2’ ctr, Where ¢ is a positilv’e lconstani. Obviéusly,
asfgﬁ{“_g(n)(Q’qﬂh(Q’q) > w, (70), @), @d)}. Thus, ihere exists a giver: > 1 such that [I7b) is still met
Algorithm[d can be considered as a variant of the FW method.
It has been reported in many studies that the type of FW’The dedicated solver for the MAXDET problem IE[_14) is SDPB8][ In
methods can efficiently exploit the hidden convexity of thfact, CVX solves this type of problems using a succesive eompproximate

- fethod, allowing us to choose other SDP solvers, €.ql, [@6jvever, this
problem [32], [36], [37]. Thus, the same results as the F\khethod can be slow and is still in an experimental stage.



when By, is replaced by3y.. Since B, fp, = fp.tp,, i.e., the Algorithm 2 Iterative SDP-based algorithm.

right side of [I7h) remains the same, the constrainfinl (1 7ajtialization:

is still satisfied. However, sinc&, > t,, with ¢ > 1, a 1. Generate initial points forw,g?) and Q,g?) for i =
strictly higher objective of the design problem is obtained 1,..., Kp: and q[(J?) andxl(g) for j=1,..., Ky.

This contradicts with assumption that we already obtaihed t 2: Setn := 0.

optimal objective. Likewise, we can decompose [16c) into Iterative procedure:

2 pHx =1y s o 3: repeat - - .
y; hy; Xy hy, > tUQJ L, (182) 4. Solve [24) to find optimal solution®; , 5, and 35,
Qu, = Iy, (18b) fori=1,...,Kp, andgj, andaf, for j =1,..., K.
whereXy, £ 021+ 10" gy, hy, bl + 3712 Her Qp HIE Setn e n 4 1.

and zy, is an auxiliary variable. The purpose of introducing . . (n) . o) . A0 .

' : 6: Update :9p " =% /3% xy ) = a; = Qp
slack variablezy, will be clear shortly when we show that (E) *%1 b./ 5.0 o, 2o, Qo; Q,
it is necessary to arrive at an SDP formulation. Now, we can Qu;” == vy

equivalently transform{16) into a more tractable form as 7 until Convergence.
Finalization:

o Ko Ky 19 8: Perform randomization to extract a rank-1 solution as in
maximize l]lt l_Tl ty, (192) " Aigorithm .

Bp,xy

Kp Ky
2
subject to o2 + h Qp, hp, + Nm n .
) kz::l b, Qo b, ;quj o3 VF(to,, Bo, ¥3") = Vf(tn,, Bo,)- These two properties are

> Flto., Bo.), Wi =1, ... Kp, 19b ?mpo_rtant to _establisr_l th.e local convergence of the second
- ‘Q(DDI Bo.), Vi Ky P (196) iterative algorithm which is deferred to the Appendix.
2 H 2 Now we turn our attention td (19d), which is equivalent to
o, + h; hp, + g _ )
é:i b Qoo ;quj‘gj | ty, — 1 —g(z5,,Q,q) < 0. First, we note thay(zj,,Q,q)
< B, Vi=1,..., Kn, (19¢) is jointly convex in the involved variables. As proof, comhei

the epigraph ofy(z2 , Q, q) which is given by [34
g(‘r%jaQ7q) 2 tUj - 11 vj = 11"'7KU7 (19d) pg p b(IUJ Q q) g y . ]

qu, > a8, ¥j=1,..., Ky, (19€) {(e,23,,Q,q)|a > 25 h{! Xy 'hy, }. (21)

(70), [@3), (7d) (1&d) (19f) By Schur complement[35][(21) is equivalent to

Wheref(tDiaBDi,) £ tDi/BDi,! g(xl2117Qaq) £ f%jhfgxgjlhuj, H
andQ, q, tp, ty, Op, xy are the symbolic notations that denote { « Ly, huj} _

the sets of optimization variableQy, }, {qu, }, {tp, }.{tv,}, zy; by, Xy,
{Bp,}, {wv,}, respectively. a ay, h'

We note that the constraints in (19c) afd (19¢€) are linear Ky Ko -0
and SOC ones, respectively. Consequently, the barrier fey,hy, o1+ unm hUmhéfn + ZHsaniHﬁ -
solving [19) is due to the nonconvexity in_ (19b) ahd (19d). | m>j i=1
what follows, we will present a low-complexity approachttha (22)

locally solves . Toward this end we resort to an itemtiv_, . . .
algori};hm bas[gpz)n SPCA. To show this, let us tackle tr%”c_e the eplg_raph (_)j(xlz}j’Q’Q) IS representa_lblez by linear
nonconvex constrairt (19b) first. Note thydtp,, Op, ) is neither matrix inequality which is a convex set, so ﬁxgj’Q’q)
a convex nor concave function of, and .. Fortunately, in [34]: Now & convex upper bound of the teray(xy , Q, q)
the spirit of [23], [31], we recall the following inequality ~ " (19d) can be f(()u)nd as its first order approximation at a
neighborhood ofzy’, Q™, ™), i.e.,
1,

(n)
) V< F ) ) = -+
f(to,, Bp,) < (tDmﬂle/’Di ) 21#(7) t, 2

D;

5 (20) )
- 9(23,,Q,q) < G(xuj,Q,q, x5, Q("),q("))

which holds for every/)[()ﬁ) > 0. The right side of{{20) is called _ { 2™ Q) g™ (M) H (¢ (n)y—1 (n)
i =— -, , +2zy5. " hy (Xy, hy, (zy, —xy.
a convex upper estimate of(tp,, 5p,). The approximation 9les,’, Q™ a™) o, B, (Ko, ) u (o, Ui )
shown in [20) deserves some comments. First, it is straight- ()2 (~ (n)\ —1 H /~(n)y—1 (n)
forward to note thatf(tp,, 5p,) = F(tDi,ﬁDi,u;]g:‘)) when [((%j ) (Xy;") hoshy, (Xy ) )(XUJ'_XUJ' )}
U$" = to, /55, 8 Moreover, with this selection ofi{", one (23)
can easily check that the first derivative B{tp,, BDi,wé?))

3 ) where Xy. is replaced by the affine function of) and
with respect totp, or fp, is equal to that off (¢p,, fp,), i-€., 3

q defined below [(1I8) and we have used the fact that
HA-1}h — _ A—1.RHA -1
4Sincetp, > 1 and fp, > o2 > 0 (from (IZB)) and both of them are Vaa’A™'b= _A éb A_ for A - O [35].
bounded above (i.etp, < 400 and fBp, < +oc) due to the transmit power ~ The mathematical discussions above imply that the convex
constraint at the BS, the value aéf) is well defined. approximate problem at iteration+ 1 of the second iterative



design approach is the following solvers such as SEDUMI and MOSEK. Alternatively, we can
Ky Ky use both proposed two approaches in parallel for solving the
maximize H to, H ty, (24a) original problem. The solving process can be terminatedé o
Qabot, 2 of the algorithms has converged. It is also possible to solve

Bp,»xy

the problem until both methods converge and choose therbette

Ko
subject to F(tni,ﬂoi,%@) <o+ Z h Qp, h, _soluti_on. More insights on the computatione_ll complexity_zhﬁ _
- = ' iterative MAXDET- and SDP- based algorithms are given in
Ky Sectior V.
+Zqu ’gﬁ 27w =1,...,Kp, (24b) In closing this section two remarks are in order. First, the
=1 proposed algorithms are also valid for macro cell full-cixpl

systems (if practically implementable). Our emphasis oalsm

() o) g™
G(IUJ"Q’ @@y, Q7 d ) cell setups is merely due to current practical limitatioBsc-

S1—ty,Vj=1,..., Ky, (24c) ond, the mathematical presentation can be slightly moditied
5 Ko o arrive at a centralized joint beamformer design for a melkic
op t+ Z hy; Qp, by, deployment scenario. Specifically, if all the CSI can be tyime
k#i forwarded to the centralized processing unit, a joint desig
Ky 5 is straightforward. Obviously, distributed solutions an@re
+ au; |95 < Boiy Vi=1,...,Kp, (24d) interesting from a practical perspective and will be exptbr
J=l1 in the follow-up work.
qu; Zx%j, Vi=1,..., Ky, (24e)
0<qu, <Gy, ¥j=1,..., Ky, (24f) IV. NUMERICAL RESULTS
Ky A. Convergence and Complexity Comparison
ZT‘f(QDJ < P, (249) In the first experiment we compare the complexity and
i=1 the convergence rate of Algorithnis 1 ahfl 2 proposed in
Qp, = 0,Vi=1,..., Kp, (24h)  section[TIl for two cases, the first case for independent and

to, > 1,Vi=1,...,Kp;ty, > 1,Vj =1,..., Ky. (24i) identically distributed (i.i.d) channel model and the seto

After the iterative procedure terminates, the randonrati case fo.r realistic channel model generated in Sedfion]Iv-B.
In the first case, each entry of the channel vecileys hy,,

trick may be applied to extract a rank-1 solution as in

Algorithm [1. The proposed iterative SDP-based algorithm Esndgﬁ follows the i.i.d zero mean and unit variance Gaussian
. . . istribution. The noise power is taken a§ = 1 and the
summarized in Algorithni]2.

The convergence results of Algorithids 1 &nd 2 are stated Jiyomum transmit power at the BS and uplink users are set

) o . 10 Pgs = qu, = 20 dBW for all U;. This setting resembles
the following theorem whose proof is given in the Appendn%he ?:Sase ?/I\J/Jhere the average sigjnal to noisegratio (SNR) at

Theorem 1. Algorithms1 and® produce a sequence of soluransmitter sides i20 dB. In the second case, the specific
tions converging to a KKT point offd) and (18), respectively. parameters are taken from Tablk Il and the allowable transmi

As mentioned in[[31], the SPCA method can start with Jpower at the BS and the users in the uplink channel are fixed

infeasible initial point. However, it is desired to generatitial atfas a:cgﬂjrz;elaggg.for the seli-interference channel plavs
values forQy”, g5 , vy anday” such that Algorithni2 is play

guaranteed to be solvable in the first iteration. For thippse, an important role in evaluating the SE performance of full-

first doml © « 0fori—1 K d duplex systems. Thus, theoretical studies and practica- me
W(ﬁ) .|rs randomly generé , - ort=1,....0 NG ¢ rements on this issue are of significant importance and cal
qy, inthe range frond to gy, for j = 1,..., Ky. If necessary, for more research efforts. A pioneer practical experiment o

[(,?) is scaled so that the constraift (249) is satisfied. Thesglf-interference channel model has been carried outlin [7]

20 is calculated ag'? — /q(O) andw(o) is set tot(o)/ﬁ(o) The main conclusion of [7] is that the Rician probability
% ©) ©) % v > b '7%  distribution with a small Rician factor should be used to
wheret,” and 5" are computed froml(16b) an@ (24d) bycparacterize the residual self-interference channer af-

setting the inequalities to equalities, respectively. ~ jyterference cancellation mechanisms. Hence, in this pape
At the first look, the SDP solved at each iteration in

H 0'2 ] 0'2

Algorithm [2 has more optimization variables due to somgst IS generated agNNRNT(V i Har, iR I ® IJYT)’

slack variables introduced. Thus, the theoretical (woastey Where @ denotes the Kronecker produdk is the Rician
computational complexity of Algorithrial 2 could possibly bdactor, Hs: is a deterministic matrix, andg; is introduced
higher than that of Algorithrll1. We note that the complexity d© Parameterize the capability of a certain self-interfiee
the two proposed methods mainly depends on the semidefirfiggcellation desigh.In this model,o3; is the ratio of the av-
constraintsQp, = 0, Vi = 1,...,Kp. That is to say, the erage self-interference power before and after the ceatimeil
per iteration complexity formulation used in Algorithj 2Process and its value is fixed {?\BO QB for the_z first_case _and
just slightly requires higher complexity than Algorithii 1.~100 dB for the second case in this numerical simulation.

As aforementione.d’ the advantage of the SGCOD({I proposeqvithout loss of generality, we sét = 1 andHs; to be the matrix of all
algorithm is that it allows us to make use of efficient SDBnes for all experiments.



Fig.[2 illustrates the convergence rate of Algorithiths 1[@nd® 29.2
for a given set of channel realizations generated randoanly LE\,,
the two cases. Each point on the curves of Flig. 2 is obtained &y
solving problems[(14) and_(24), respectively. The simalati
settings are included in the figure caption for ease of refare § 99.1 5
Generally, we have observed that Algorithin 1 requires few& N
iterations to converge than Algorithid 2. This observatisn @ '
probably attributed to the fact that Algorithih 1 exploiteth £ L
hidden convexity better since it searches for an improv@ o ; ; ; ; ; ;
solution over the whole feasible set in each iteration. Véalle £ 29 -+ © —e— lterative MAXDET-based Algorithm |
that SDPT3 is the dedicated solver for the type of problemsﬁ ! - - - m-- lterative SDP-based algorithm
(I4), and thus the choice of optimization software is limliter " L : 1 : L : L
Algorithm[d. A recent work of[[41] has reported that, among 2 4 6 8
common general SDP solvers, SDPT3 is comparatively slow. Iteration index
The SDP formulation in Algorithrii]2 allows for use of fastefa) Convergence rate for i.i.d channel realizations with = Ky = 4 and
SDP solvers such as SeDuMi or MOSEK. In return, the total ~— “* =%
time of Algorithm[2 to find a solution may be less than thaﬁ
of Algorithm [ which is illustrated in Tablg I. P

In Table[l, we show the average run time (in seconds) & I f : : : : : :
Algorithms[1 and R for the two channel models mentionegh 344" ¢ e, ST e, SRR .
above. The stopping criterion for the two algorithms is wheg : : : : : :
the increase in the last0 iterations is less than0=°. All &£
convex solvers considered in Talile | are set to their defaa@t 321
values. We observe that the per iteration solving time ofbAlg 5 :
rithm[2 is much less than that of Algorithinh 1. Consequently‘é’. 300/ :

o |
36 Lo AR Lini i e o -]

ts/
A

1C

the total solving time of Algorithni]2 is smaller than that ofg —e— lterative MAXDET-based Algorithm
Algorithm[1, especially when used with MOSEK solver. 2 - - = - - lterative SDP-based algorithm
28 { [ N | N | {
5 10 15 20 25
B. Spectral Efficiency Performance Iteration index

We now evaluate the performance of the full-duplex systeﬂw Convergence rate for channel realizations taken fraenctiannel model
- . ! in Section IV-B. In this setupNt = 4, Ny = 2, Kp = 6, and Ky = 4.
for more realistic models. Particularly, we compare thdeach
able spectral efficiency of the proposed beamformer design@_z. _Convergence rate of Algorithris 1 ddd 2 for a set of sam¢hannel
for the full-duplex system introduced in Sectioh Il with tlod  realizations.
a traditional half-duplex scheme having the relevant haréw

configurations. In fact, as mentioned earlier, the appbeat SIMULAT-II-QI\?II;’ERILMETERS

with the most potential for full-duplex technology in cddu

systems is in small cells. To quantify the potential benefit Carrier frequency 2GHz

of the full-duplex transmission considered in this papeg, w System bandwidth 10MHz
evaluate the performance of the proposed algorithms under ggigf\]g'r”n%issi figure (at downlink userd) —im ng‘/gg

the 3GPP LTE specifications for small cell deployments. The  Receiver noise figure (at BS) 5 dB
general simulation parameters are taken from [2]) [42] and  Maximum transmit power at BSHes) 10 or 26 dBm
listed in Table[Tl. Without loss of generality, per-user pw Maximum transmit power per useq)( 10 or 23 dBm
constraints of users in the uplink transmission are assumed

to be equal, i.e.ﬁuj = ¢. In particular, we consider two o I,
different settings of the transmit power constraints inhbot e s
directions: (i) (Pss,q) = (26 dBm,23 dBm) following " S A
the LTE 3GPP pico cell standard for outdool [2] and (ii) { ) ”f“\
(Pes,7) = (10 dBm, 10 dBm) according to the work of 7.«  _ % A et R
The number of antennas at the BS is set6foof which 4 > : /
are used for transmitting aritifor receiving, i.e.,.Nr = 4 and 5

Ny = 2, respectively. All users in both directions are randomly "
dropped in a circle area of a radius= 100 m, centered at = o0 , 0

the full-duplex capable BS in an outdoor small cell scenario(a) Location of users of the simula- (b) Location of users of the simu-
The channel vector from the BS m is given bth. — tion setup considered in Fidsl 4 and lation setup considered in Figl 7
= ~ 7 £
/K, hp, wherehy, follows CN(0,I) that denotes the small
scale fading, andp, = 10(—Plwos/10) represents the path loss,Fig. 3. Location of users for the two specific simulation isgt considered
where Plygs is calculated from a specific path loss model d8 the numerical results section.



TABLE |
AVERAGE RUN TIME (IN SECONDS) FOR I.1.D AND REALISTIC CHANNEL MODELS FOR VARIOUS SIMULATION SETUF. THE PROPOSED ALGORITHMS
TERMINATE IF THE GAP OF THE OBJECTIVES BETWEEN THE LAST0 ITERATIONS IS LESS THANe < 1072,

Nt 2 4 6 8 10 12
Algorithm 1 (SDPT3) 261 | 374 | 561 | 9.46 | 15.14 | 1792
i.i.d channel model Algorithm 2 (SeDuMi) 1.43 2.63 3.77 6.66 | 11.54 | 14.69

IJXR =2 Algorthm 2 (MOSEK) [ 0.089 | 0.26 | 045 | 1.09 | 2.68 | 3.38
Ko = st chanmel model |[_Algorithm T (SDPT3) [ 4.17 | 6.28 | 9.29 | 1504 | 23.76 | 2851
v= oo i SocLTZB) Algorithm 2 (SeDuMi) [ 2.36 | 413 | 6.11 | 1050 | 17.64 | 22.93
9 Algorthm 2 (MOSEK) [ 0.21 | 0.61 | 1.0I | 247 | 500 | 6.66

% 2 3 6 8 10 2

Algorithm 1 (SDPT3) || 3.74 | 9.64 | 13.01 | 16.27 | 18.76 | 25.32
i.i.d channel model Algorithm 2 (SeDuMi) 2.63 6.25 8.12 9.98 | 12.77 | 15.96

%T -, Algorithm 2 (MOSEK) || 0.26 | 1.24 | 1.66 | 2.52 | 3.09 | 3.02
paie realistic channel model |_Algorithm T (SDPT3) || 6.28 | 17.33 | 22.84 | 27.55 | 3158 | 4257
v= von in Sec TV Algorithm 2 (SeDuM) || 4.13 | 10.59 | 14.19 | 17.05 | 22.54 | 27.91
(given in Sec[TV-B) Algorithm 2 (MOSEK) || 0.61 | 2.24 | 2.90 | 434 | 524 | 7.08

shown in [25). The channel vector between the BS@ané (3) and [(6), respectively, after achieving the solutionghef
generated in the same way. For large scale fading, we adpptblem in [7).

the path loss model presented in [2]./[42]. More specifically Fig.[4 depicts the SE gains in percentage of the full-duplex
downlink and uplink channels are assumed to experience gygtem over the half-duplex one as a function«gf for
path loss model for line of sight (LOS) communications asthe scenario as shown in Fif. 3(a). A general observation
is that full-duplex transmission can significantly imprabe
spectral efficiency of the half-duplex one when the self-
Iinterference is substantially suppressed. Specificalghawn

where Plygs is in dB, d is the distance (in kilometers) betwee . : .
the BS and a specific user. Similarly, the channel coefficiel Fig. [4(C], the total SE gain of the full-duplex system is

from U; to D; is modeled ag;;; = ,/R;:g;: whereg;; follows 15.6% and55% for the cases s, 7) = (226 dBm, 23 dBm)
CN(0,1) and k;; = 10(-Phu=/10) denotes the large scaleand (Pss,q) = (10 dBm,10 dBm) at o5; = —130 dB,

! s _ :
fading. Since there is a high possibility of obstructionssen respectively. However, wheng; = —55 dB, the half-duplex

i : stem performs better than the full-duplex one for botlesas
users deployed in an outdoor environment, we assume that . . . ) .
of transmit power constraint. This observation simply ngean
channel fronU; to D; encounters the path loss model for non;

line-of-sight (NLOS) transmission. That is, Rbs (in dB) is tha_lt_the self-interference cancellation mechanism shdmlq

Written as efficient enough for the full-duplex system to compete asfain
the half-duplex counterpart. In additiotine simulation results

PLutos = 145.4 + 37.5 log, o dec (26) also indicate Fhat the self-interference needs to be caucat
least 75 dB (i.e.,03; < —75 dB) for the case(Fs,q) =

where dee; is now the distance (in kilometers) from a usef10 dBm10 dBm) and at least83 dB (i.e., 03; < —83
in the uplink transmission to another user in the downlinB) for the case(FPss,7) = (26 dBm 23 dBm) for the full-

direction. The self-interference channel model is memtibn duplex system to attain better SE in both downlink and uplink
in Subsectiol TVEA. transmissions, compared to the half-duplex one. Theseéreequ

To have a fair comparison between the full-duplex an@ents can be achieved by a recent advanced S| cancellation

half-duplex systems, we made the following assumptiori§chnique reported in_[17].

First, the BS of the half-duplex counterpart is assumed toTo obtain more insights into the performance of the full-
use all antennas in both downlink and uplink transmissiordiiplex system, we also study the gains of the downlink and
i.e., Ny + N. For the half-duplex case, since the downlinkiplink channels separately in Fi§s. 4(a) &and}4(b), respelyti
and uplink transmissions are separated, and thus the 3Hs can see that, while the SE of the uplink transmission of
of the downlink and uplink channels can be computed itke full-duplex system is always deterioratedsgds increases,
dependently. Specifically, we use the iterative watemfjlli that of the downlink channel decreases until a certain vafue
algorithm introduced in[[43] to find the optimal SE of thesZ; (—100 dB and—90dB for (Fss,q) = (26 dBm, 23 dBm)
uplink channel. Note that the problem of SE maximization iand(FPss,g) = (10 dBm, 10 dBm), respectively) and increases
the downlink direction is NP-hard which requires extremelgfter that. The degradation on the SE of the uplink channel is
high computational complexity to find optimal solutidn [33]obvious and due to the fact that a large valuesgf results
Herein, we employ an efficient solution proposed [inl[23]n a greater amount of self-interference power being added
which was shown to be close optimal, to calculate the SB the background noise. To explain different trends in the
of the downlink transmission. Then, the resulting SEs of tHeE of the downlink channel, we first recall that the main
downlink and uplink channels in the half-duplex countetpagoal of the proposed designs is to maximize the total SE
are divided by2 since each of them is assumed to shai® of the full-duplex system, i.e., jointly optimizing both link

of the temporal resourck][7]. For the full-duplex case, tBs Sand downlink transmissions. When the Sl is quite small, the
of the downlink and uplink channels are simply calculated hgint optimization schemes slightly reduce the actual <rait

Plis = 103.8+20.91og,,d (25)
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Average spectral efficiency gail%) versus o2 (dB) for the

simulation scenario shown in Fig._3(a).
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that of Pss andg is dBm.

power of the downlink channel to maintain the SE of the
uplink channel. For a large value @¢;, the self-interference is
comparable or even dominates the desired signals of the user
in the uplink channel. Hence, data detection for uplink siser
becomes more erroneous, incredibly deteriorating thenkpli
performance. For such a case, the total SE of the full-duplex
system is mostly determined by the downlink transmission
since the SE of the uplink channel is extremely low. Thus it i
better to reduce the transmit power in the uplink channel and
concentrate on maximizing the SE of the downlink channel. As
a result, the SE of the uplink channel greatly declined. Bpec
ically, the SE of the uplink direction of the full-duplex sgm
is remarkably smaller than that of the half-duplex one as
o3 > —80 and o, > —70 for (Pgs,q) = (26 dBm, 23 dBm)
and (Fss,q) = (10 dBm,10 dBm), respectively. It is worth
noting that a reduction in the transmit power of users innlpli
channel results in a decrease in the CCI. This explains the
increment of the SE gain in the downlink transmissionrgs
is greater than a certain threshold. An interesting obsierva
from Fig.[4(c) is that the SE gain of the full-duplex system is
higher when the maximum transmit power is smaller. This is
due to the fact that smaller maximum transmit powers create
a smaller amount of self-interference as well as CCI.

In Fig.[H, we show cumulative distribution function (CDF)
of the total SE gain of the full-duplex for the scenario in Fig
[3(@). Obviously, for the same power setting, a smaller value

> . .
130125 -120-115-100 -95 -90 -85 -80 -75 -70 -65 60 -59f 031 results in better SE gain. On the other hand, for the

samec?;, a lower transmit power yields better SE gain. These
observations are consistent with the observation in[Fig). 4(
The performance of the full-duplex is further explored in
the next numerical experiment, in which we study the CDF of
the average SE gain of the full-duplex system for a number
of random topologies. The results in Flg. 6 are plotted for
1000 topologies, where all users are uniformly distributed in
a circle area of a radius = 100 meters centered at the BS.
For each topology, the spectral efficiency gain is averaged o
500 random channel realizations. As can be seen in[Fig| 6(c),
the total average SE of full-duplex systems are higher than
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Fig. 6. CDF of average spectral efficiency gains 600 random topologies.
4andNg = 2.
The users are uniformly dropped in a circle area of a radias 100 meters
centered at the BS at random. The unitog is dB and that ofPss andg

The simulation scenario parameters &fg = Ky = 2, Nt =

is dBm.

11

that of the half-duplex one for most of the topologies. For
example, the SE gains are larger thz¥% and 28% for the
power settingg Pss, ) = (26 dBm, 23 dBm) and (Bes,q) =

(10 dBm, 10 dBm), respectively for a half of the simulated
topologies atrZ; = —80 dB. Not surprisingly, the SE gain of
the downlink channel is rather sensitive to topologies Whic
determine the degree of CCI. On the other hand, positions of
users have a small impact on the SE of the uplink transmission
wheno?, = —90 dB. The reason is that the self-interference
in this case is relatively lower than the received signarsjth

for most of the topologies. However, the situation dranzditjc
changes as?Z; increases to-80 dB, where more dependency
between topology and SE gain is observed. Thus, the number
of scenarios that can yield a received signal strength lnighe
than the Sl power is reduced for a larger valuesgy.

Next, we study the impact of co-channel interference on the
SE of the full-duplex system. For this purpose, we £ at
—100 dB, and consider a setting shown in Hig. 3(b). In this
simulation setup, we vary the distance betwé&gnand D,
denoted bydccr, and plot the resulting SEs of the full-duplex
system in Fig[l7. Each value af.c; on the x-axis of Fig.

[4 corresponds to a position of, while D; is held fixed. We
observe that the spectral efficiencymfincreases as; moves

far away fromD;. Especially when the two users are close
(e.0.,dcct < 64.82 m), the performance of the full-duplex
downlink transmission can be worse than that of the half-
duplex one. The reason is straightforward since decreasing
decr leads to an increase in CCl which then degrades the SE
of the downlink channel. On the other hand, the location of
U; has a small impact on the SE of the uplink transmission
for a fixed small value ob2;. The results in Figl]7 indicate
that the CCl is a critical factor that needs to be controlied f
successful deployment of full-duplex systems.

In the final numerical experiment we plot the CDF of the
average total SE of the full-duplex system with and without
accounting for the CCI. The problem of beamformer design
without taking CCI into account was studied in_[14]. The
curves in Fig[B are obtained from 1000 random topologies.
For each topology, the average total SE is calculated sd@r
random channel realizations. It is obvious that the progose
designs in this paper outperform the one with no CCLin [14] as
expected. For instance, the proposed designs attain &/bits/
of total SE higher than the scheme in[14] for approximately
60% of the simulated topologies whéti, = 3 andKy = 2. As
the total number of users is reduced, the SE becomes smaller
due to a decrease in the available multiuser diversity gain.

V. CONCLUSION AND FUTURE WORK

In this paper we have devised a beamforming scheme
for a full-duplex system, in which a full-duplex capable BS
communicates with multiple half-duplex users in the dowkli
and uplink channels simultaneously. In particular, we have
considered the problem of joint SE maximization of downlink
and uplink transmissions under some power constraintst, Fir
the design problem is formulated as a rank constrained opti-
mization one, and then the rank relaxation technique isiegpl
However, the relaxed problem is still nonconvex. To solue th
problem we have proposed two iterative algorithms, onedase



Average spectral efficiency (bits/s/Hz) Average spectral efficiency (bits/s/Hz)

Average spectral efficiency (bits/s/Hz)

Fig.
downlink one,decr. In this setup,o3; = —100 dB, Pss = 26 dBm and
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r and 0.85r, respectively. The position df; is fixed whileU; moves on a
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circle with radius0.85r as shown in Fig_3(®).
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Fig. 8. CDF of average total spectral efficiency of the pregodesign and
the design with no consideration of CCI [n_[14] fd600 random topologies.
In the simulation settinggZ; 100 dB, Pps = 26 dBm andg,, = 23
dBm.

on the concept of the FW algorithm and the other based on
the framework of SPCA method. The idea of both proposed
methods is to approximate the nonconvex problem by a convex
formulation in each iteration. While the first approach reed
to solve a sequence of MAXDET programs, the second one
relies on solving a series of SDPs. We have carried out
several numerical experiments under 3GPP LTE small cell
setups to evaluate the SE performance of the full-duplex
scheme. It has been shown that the SE of the full-duplex

185 System is remarkably larger than that of the half-duplexase
the capability of current SI cancellation schemes is efficie
Our work has proved that the full-duplex transmission is a
promising technique to improve the SE of small cell wireless
communications systems.

The work considered in this paper also opens several possi-
bilities for future research. First, more efficient desighself-
interference cancellation for full-duplex MIMO systeme af
critical importance. In addition to distributed algoritenfor
multiple small cell setups as mentioned earlier, a mechanis
which can accurately measure the CCI at users in the downlink
channel is required. When many users are active in the
downlink and uplink channels, a CCl-aware user scheduling
scheme which can control the CCI is a good solution to the
full-duplex systems. This allows us to exploit the multiise

185 diversity gain in both directions. Furthermore, since thénk
performance of the full-duplex system is significantly reeld,

even worse than the half-duplex one due to a large amount of
self-interference, a mechanism to control the fairnessramo
users needs to be proposed. For example, we can additionally
impose a rate constraint on the SE of the uplink channel.
The future research can also include an efficient algorithm t
switch between full-duplex and half-duplex systems. Sithee
downlink and uplink channels operate at the same time, some
traditional MAC protocols, which are dedicated to current
half-duplex systems, need to be redesigned. These iriteyest
problems call for more comprehensive studies, and thus are
beyond the scope of this paper.

to
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APPENDIX KKT conditions are necessary and sufficient for optimality
PROOF OFCONVERGENCE [34, Section 5.5]. With the dual variables introduced in &b

In this appendix we adopt the techniques from][31] {80 the KKT conditipns of th_e optimal value at iteration(see
prove the convergence of Algorithris 1 afid 2 (i.e., the itel34] for more details) are given as
ative MAXDET-based algorithm and the iterative SDP-based ) ~(n) () () ~(n)
algorithm, respectively) to a KKT point. Let us start witheth Va, h(Q™,a™) =V, ¢ (Q", a™)
convergence proof of Algorithfd 1. First, we note that thenaffi —pl+Zp, =0, Vi=1,...,Kp, (34)
majorization in[[11l) has the following two important propes

which are the key to show the convergence to a KKT point of (n) . (n) () () ()
Algorlthm []] aQU- h(Q a4 ) - B‘ZUj g (Q 4 )

n n n n n +)\j—X]‘:O,Vj:1,...,K, 35
g"@Q™,q™) = 9(Q™,q™), @7) Y v (39)

where property[(27) means that the inequality[inl (11) isttigh
when (Q,q) = (Q™,q™) and property [[28) is obvious
due to the first order approximation. Note that the gradient Kp
in (28) is with respect t@Q andq. To proceed further, le§ “(Z Tr( [(,7:)) — Pgs) =0. (38)
denote the feasible set df {14), i.e., the setQpfand q that i=1

satisfy the constrainf(Tb)[{Irc) and {7d). We note tﬁgils Due to property[[28), we can repladgq, ¢(Q™, q)
a compact convex set. Further let"*%) be is the obtained (1) (O (R) (1) ) ()
optimal objective of[(T¥) at iteration + 1. According to the and 8‘1"]‘9 (Q™,q"™) by VQDi.g(Q ,a™)  and
updating rule in Algorithnil, we can derive the foIIowingaqujg(Q(")vq(")) on convergence (i.e., as — ©0),

Tr(QYVZp,) = 0, Vi=1,..., Ky, (37)

inequalities respectively. Thus,
W) = h(QY, g D) — g (QU, g Y) (29) Vi, A(Q™,q™) — Vaq, 9(Q),q)
= max h(Q,q) - ¢™(Q,q) (30) —yl+Zy, =0, Vi=1,...,Kp, (39)
(Qa)es
> h(Q™,q™) — g™ (Q™, q™) (31)
=h(Q™, q™) — g(Q™, q™) (32) Dy, hQ™,q™) - aqujg(Q(n)a q™)
> Q™ g™) — g=1(QM, g™ = u™ (33) +Ay, — Ay, =0, Vj=1,....Ky. (40)

where [31) follows from the fact that the objective at thé is straightforward to see that the set of equations in-(@6)
optimal solution is greater than the one at any feasibletispiy  are actually the KKT conditions for the problem[10) and thus
i.e., f(x*) = maxf(x) > f(xo) wherex* and x, are an completes the proof. We note that the KKT conditions for the
optimal solution and any feasible solution, respectiv@@g) Convex program after convergence are also the_ necessasy one
is due to [[2),[(33) is due to the affine majorization ] (11f0r local optimality of the probleni(10). Indeed sin(@", q*)

In fact, we have shown that the sequer{gé”} in nonde- IS @n optimal solution to the convex program at convergence,
creasing Furthermore, the value dfu(™} is bounded above It satisfies [44, Section 2.1]

due to the limited transmit power, and thus it is guaranteed , _ () . . ;L

to converge. We note that the functigifiX) = log det(X) is (V'™(Q",q") = Vh(Q",q"),(Q'. q) o

differentiable and strictly concave &% > 0 [34, Section 3.1]. —(Q*,q")) >0foral (Q',q)eS (41)

SinceS is a compact convex set, the objective is then showwr\1ere< ) stands for the inner product of the arguments, i.e
to be strongly concave o8 due to [31, Lemma 3.1]. As a ’ P 9 Lo

! o S ) o
result, the sequend® ™, (™) converges to an accumulation<x’ Y) = Tr(XHY), the subtraction in{41) is element-wise,

point denoted by{Q*, q*). To establish the convergence to a?:\/it:fslgravefr;;f rv(\antra(r;;sp(goc)t(g* an*d) qt.) Aé n(wgrltm?)e d
KKT point, we first introduce the set of dual variables for th e nd thus)&,@l) becomez g @) Y VIlss an),
constraints in[(T4) which is listed in TadIE]llI.
It is easy to check that the Slater's condition holds for the v * o) — Vh(Q*. a* I
convex program at all iterations of Algorithm 1. Thus, the (Vo(@a") (? ’*q ) Q. d) .,
-(Q",q")) >0foral (Q.q)eS (42)

TABLE Il which is the first order necessary conditions for local optim
CONSTRAINTS AND THEIR CORRESPONDING DUAL VARIABLES |ty of the prob|em m) [44' Section 21]
Constraints DUal Varabies Thg proof of. Algorithm[2 follows the same spirit. As
0<au, v, mentioned earlier for the convex approximation in](20),
qu; < qu- >\Uj F(tDi?/BDi7 1/’[27)) = f(tDi7BDi) Whenw[():l) = tDi /ﬂDi' that is
S Tr(Qo,) < Prs m
Qp, = 0 Zp, F(tDmBDm w[():l))|wéé):t])v/ﬁ])v = tDiﬁDi = f(tDpBDT) (43)



Furthermore, we also have [15]
OF (to, ,Bo, Y1) 1
— | =~y [16]
éi ):tni/ﬁni ¢]§¢ ) wéTl):tDi /B, [17]
18
_ 5 _ Ol fo) el
D dtp,
(44) [9]
and
OF (to,, B 5.") _UliBr) g PO
8[3[)1. (n)_t /B aﬂDI
D; — "D/ PD; [21]
Let S be the feasible set of the convex program

solved at iterationn. Due to the updating rule in Al- 5,
gorithm 2 (i.e., """ t§/85"), follows that
F(t]()?),ﬂ[,?), S?H)) f(t]()?),ﬂ[)f ) Similarly, we have 5
Gy, Q. q,25”,QM, q™) = —g(z§",QM, ™). This
means that(a:é?),Q(m,q(”)) e S+t and thusu(*t1) >

u(™ whereu(™ is the objective of[(16) at iteration. The [24]
convergence proof to a solution that satisfies KKT condiiiorba
follows the same steps frorh (29) fo {40) presented above.
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