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ABSTRACT

This paper studies Gaussian Two-Way Relay Channel wherecomamunication nodes ex-
change messages with each other via a relay. It is assumeédilthaodes operate in half
duplex mode without any direct link between the communaratiodes. A compress-and-forward
relaying strategy using nested lattice codes is first pregpo3hen, the proposed scheme is
improved by performing a layered coding : a common layer oded by both receivers and a
refinement layer is recovered only by the receiver which hashest channel conditions. The
achievable rates of the new scheme are characterized argshawen to be higher than those

provided by the decode-and-forward strategy in some reagion
Index Terms

Compress-and-forward, Gaussian channel, lattice codwsigqal-layer network coding, side infor-

mation, two-way relay channel.

I. INTRODUCTION

Consider the Two-Way Relay Channel (TWRC) that is shown g Two wireless terminals

T, and T;, with no direct link between them, exchange individual nages via a relay. Recently,
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the capacity characterization of this channel has attaetdot of interest since TWRC is
encountered in various wireless communication scenasiosh as ad-hoc networks, or range
extension for cellular and local networks.

While network level routing is the standard option to solws problem, it has been shown that
network coding (NC) strategies provide better performamgdeveraging the side information
that is available at each node. In fact, NC [1] offers ratermmepments by combining raw bits
or packets at network layer. The rate performance of theesysan be further improved if NC
takes place at the physical layer. In this situation, thedimsuperposition property of the wireless
channel is considered as a "code” and can be exploited apately to turn interference into a
useful signall[2]. In this context, we consider a physiesldr network coding (PNC) architecture
in which the overall communication requires two phases,aig@ Multiple Access (MAC) phase
in which the terminals simultaneously send their messagdbé relay and a Broadcast (BC)
phase in which the relay transmits a message that is a funofighe signals received in the
MAC phase. An outer bound on the capacity region of this magigiven in [3], [4].

Several coding strategies have been proposed for PNC biyddrteclassical relaying strategies
such as Amplify-and-Forward (AF), Decode-and-Forward)[2ihd Compress-and-Forward (CF)
to TWRC. AF strategyi [5] is a linear relaying protocol whehe telay only scales the received
signal to meet its power constraints. This simple strategfjess from noise amplification
especially at low signal-to-noise ratios (SNRs). With Dratgy, the relay jointly decodes both
messages, and then re-encodes them before broadcastirgstifttng codeword. The authors in
[5] derived an achievable rate region for TWRC by using Ditsggy and superposition coding
in the BC phase. This region has been improved in [6] wherathlors propose that the relay
sends a modulo sum of the decoded messages, thus mimickingitil example of XOR NC.
These DF relaying based schemes require full decoding oihttening signals and thus suffer
from a multiplexing loss due to the MAC phase limitation [3].

The authors in[]2],[1[7] propose PNC schemes based on a pBfglpDF) where the relay
does not decode completely the incoming signals, but relireshe side information available
at each terminal to decode a linear function of the transahitodewords. The key strategy in
these schemes is to design the codes at both transmittmgntds in the MAC phase so that the
relay can compute a message which is decodable by both nodieg dhe BC phase. Nested

lattice codes, which have the nice property to ensure thairdager-valued linear combination
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of codewords is a codeword, are used.in [7] to implement pDFSfaussian channels. However,
the problem of pDF schemes is to guarantee phase cohereribe atlay during the MAC
channel [[3].

Another strategy is based on the relay compressing its wdisen and sending it to the sources,
utilizing Wyner-Ziv binning. This strategy has attractearicular attention since it offers a good
trade-off between processing complexity at the relay andenamplification. CF for TWRC_|8]
follows the same approach as CF schemes for the relay chi@jn&erformance bounds of CF
scheme for TWRC have been investigated in [10]) [11]] [12hds been shown that for specific
channel conditions, namely symmetric channels, CF outpad the other relaying schemes at
high SNR regimes. Random coding tools have been used in trenaéntioned references to
derive achievable rate regions of CF. Structured codesherother hand, have been found to
be more advantageous in practical settings thanks to tedirced implementation complexity
[13].

In [14], we have proposed a CF scheme that is based on nestied keoding. In the MAC
phase of this scheme, the communicating nodes simultalyesersd their messages and the relay
receives a mixture of the transmitted signals. The relaysictems this mixture as a source which
is compressed and transmitted during the BC phase. Takiogaotount that each terminal has a
partial knowledge of this source (namely, its own signat tas been transmitted during the MAC
phase, now considered as receiver side information), th@lBSe is equivalent to a Wyner-Ziv
compression setting with two decoders, each one havingwts side information. Each user
employs lattice decoding technique to retrieve its datatbam the available side information.
The proposed scheme can be seen as an extension of lattiegzgtian introduced in [15] to
the TWRC model. In this paper, we first generalize this lastdreme and we apply the results
to our transmission problem.

In the simplest situation, when a single "layer” of compressis performed, the relay
broadcasts a common compressed message to both termihatefdre it is easily understood
that the achievable rates in both directions are somewmastined by the capacity of the worst
channel. In this case, the user experiencing better chamlside information conditions is
strongly constrained by this restriction on its transnaussiate. To overcome this limitation, in
an improved scheme, the relay also sends an individual igéser of its output that serves as

an enhancement compression layer to be recovered only lyetiteeceiver. Therefore, the new
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scheme employs three nested lattices. The common infamai encoded using two nested

lattices while the refinement information is encoded withreffilattice that contains the other

two lattices. The channel codewords corresponding to tloeldyers are superimposed and sent
during the BC phase. Through numerical analysis, we shottltislayered scheme outperforms

AF and CF strategies in all SNR regimes and DF strategy fociBpeSNR regions.

Layered coding for Wyner-Ziv problem has been addressefighfpr lossy transmission over
broadcast channel with degraded side information. In [tg,authors derive the achievable rate
region of layered CF coding for TWRC, based on a random coaljopgoach. The authors in [17]
and [18] proposed schemes for TWRC based on doubly nesticklabding where different
power constraints at all nodes are assumed. In these scheaws of the two end terminals
employs a different code (with carefully chosen rate) cartséd from the lattice partition chain.
The relay decodes a modulo-lattice sum of the transmittel@words from the received signal.
However, in [17] full-duplex nodes are considered andlin],[1Be direct link between both
terminals is exploited and the transmission is performethiee phases. In these schemes, the
relay follows a pDF strategy since it decodes a function ef ttansmitted lattice codewords.
On the other hand, in our proposed enhancement scheme ydoestied lattice coding is only
employed at the relay for CF strategy and half-duplex teafsiare considered with no direct link
between the two end terminals. Furthermore, the relay doeseed to know neither the other
terminals’ codebooks nor the precise value of the chanheherely reconstructs its encoder
from the channel module and the variances of the transmditgahls. To our knowledge, our
work is the first that proposes a doubly nested lattice cofbndCF relaying in TWRC.

The remaining of the paper is organized as follows. Sedfiontioduces the system model.
SectiorL Il derives the achievable rate region when onerlmfgce-based coding scheme is used
and sectiof [V derives the achievable rate region with tweidaattice-based coding. Sectibn V
illustrates the performance of the proposed schemes thraugerical results. Finally, section
VIl concludes the paper.

Notations: Random variables (r.v.) are indicated by capital letterd #reir realizations are

denoted by small letters. Vector of r.v. or a sequence ofzat#bns are indicated by bold fonts.
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Broadcast phase

Fig. 1: The two-phase transmission of TWRC: MAC and Broatipasses

II. SYSTEM MODEL

Consider a Gaussian TWRC in which two source nodegaid T, exchange two individual
messagesn; andm,, with the help of a relayk as shown in Fi§]l. For this model, we have
the following assumptions:

a.1l There is no direct link between and T,.

a.2 The relay and the source nodes operate in half-duplexemod

a.3 The communication takes channel uses that are split into two orthogonal phases: MAC
phase and BC phase with lengths= an andn, = (1 — a)n , a € [0, 1] respectively.

During the MAC phase, node, Hraws uniformly a message, from the setM; = {1,2,-.. 2z}

and sends it to the other termina} Where R;, denotes the message rate of noded€stined

to T,. Similarly, node T draws uniformly a message, from the setM, = {1,2, ... 2"}

and sends it to the other termina] Where Ry; denotes the message rate of noded&stined

to T,. Let x;(m;) € R™ be the channel codeword of length sent by node T i = 1,2 and P,

be the corresponding transmit power constraint that vehéyfollowing assumptions

a4 LE[X|) < P
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The messages are transmitted through a memoryless Gaghsianel and the relay R receives
a signalyz € R™ given by

Yr = hix) + hoXo + Zp (1)

whereh; denotes the channel coefficient betweerafd R, = 1,2. We assume that:

a.5 The components of the random vedgrare i.i.d Additive White Gaussian Noise (AWGN)
at the relay with variance? i.e. ~ N'(0,0%) and they are independent from the channel
inputs X,;, i = 1, 2.

a.6 The channel coefficients follow a block fading model. AWiit loss of generality, channel
reciprocity between MAC and BC channels is assumedji.eg = hr_s; = h;.

During the BC phase, the relay generates a codewgfa:z) € R"? of dimensionn, from the

received sequencegi. The average power constraint at the relgy verifies

a7 L BllXall’) < Pr

The signalxy is transmitted through a broadcast memoryless channelrenceteived signal at

node T isy; € R™, ¢ =1,2.

yi = hiXg + z;, (2

a.8 The components &; are i.i.d AWGN at node Twith variances?, i = 1,2 and they are
independent from the channel inpktz.
Perfect CSl is assumed at all nodes. This assumption wilisiidsed more in detail iIRemark
[3 For the aforementioned TWRC, a rate pdi 2, R2;) is said to be achievable if there exists a
sequence of encoding and decoding functions such that ttuelotg error probability approaches
zero forn sufficiently large.

For the sake of completeness, we hereafter outline somengmaties on lattices [13]/[19].

Fundamentals on Lattice Coding:

A real n;-dimensional lattice\ is a subgroup of the Euclidean spa@:, +). Y\, Ay € A,
A1+ A2 € A. We present below some fundamental properties associatbdavattice:
« The nearest neighbor lattice quantizer/ofs defined as),(x) = arg r§1€1/13 ||x — A|| where
x € R™ and||.|| is the Euclidean norm.
« The basic Voronoi cell of\ is the set of points ifR™ closer to the zero vector than to any
other point ofA , V(A) = {x | Qa(X) = 0}.
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« The volume of a latticd” := Vol(V(A)).
« The modA operation is defined as mod A = x — @, (X). It satisfies the distributive law:
(x modA +y) mod A = (x+Yy) mod A.

« The second moment per dimension/ofis o*(A) := . [,y |[X[[*dx.

a2(A)

« The dimensionless normalized second moment is define@l(as := =7

« A sequence ofi, -dimensional latticed (") is said to be good for quantizationGf( A1) e
= [20].

« A sequence ofi;-dimensional lattices\(™) is said to be good for AWGN channel coding
if for n;-dimensional vectoZ ~ N(0,0%1,,), P{Z ¢ V(A™))} vanishes whem, goes
to co. In this case, VdlA(™)) — 2mh(Z) whereh(Z) = 1log(2mec?) is the differential
entropy ofZ [21]. e

« There exist lattices which are simultaneously good for ¢jmation and channel coding in
[22].

« Lemma 1. Crypto Lemma[[19]. For a dither vectdr independent ofX and uniformly
distributed overV(A), thenY = (X +T) mod A is uniformly distributed ovel/(A) and
is independent oK.

Consider a pair ofi;-dimensional nested latticés\;, A;) such asA, C A;. The fine lattice is
A, with basic Voronoi regiorV; of volumeV; and second moment per dimensiet(A;). The
coarse lattice is\, with basic Voronoi regioV, of volumeV;, and second moment (A,). The
following properties of nested lattices hold:
o« For Ay C Ay, we haveQa, (Qa, () = Qu, (Qa, (7)) = Qa,(2).
« The points of the sef\; NV, = A; mod A, represent the coset leaders /of relative to
Ay, where for each\ € {A; mod A,}, the shifted lattice\, , = A, + X is called a coset of
A, relative toA;. There are% distinct cosets. It follows that the coding rate when using

1
nested lattices is

1 1 \Z . . .
R=—log,|Ai NV, = —1log, — (bits per dimension) (3)
ny ny Vi
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IIl. AcCHIEVABLE RATE REGION FORTWRC

Theorem 1. For a Gaussian TWRC, under the assumptions a.1 to a.8, tivexcbmll of the

following end-to-end rate-pair&R;», R»;) is achievable:

(6% |h1|2P1
Ry, <=1 1 4
R R R 2P, + o2 “)
0R+ 9 l-a
14 i PR
i€{12y o2
« |h2|2P2
R < =1 1 5
20 55 089 + |h1\2P1+02 ()
%+ R
(1+ min |hi|2PR)T 1
€12y o?

for a € [0, 1].

The main idea of the proposed scheme is the following: duitiegBC phase, the relay sends
a quantized version of the signal that was received durisgMAC phase. It uses nested lattices
to generate a source index that is then channel encoded.ind@s is decoded by both users
and, based on their own information (sent during the MAC phathe sources recover each
the message which is sent to them. The prooffbéoreni llis detailed in the next paragraphs:
in sectionll-A, the lattice coding scheme for the sourceling is presented. The end-to-end
achievable rates are derived in secfion 1lI-B and finallyant®n[Il-G the achievable rate region

is maximized by appropriate optimization of lattice parteng

A. Lattice Based Source Coding

We suppose that the elements Xf, i = 1,2, are drawn from an independent identically
distributed (i.i.d) Gaussian distribution with zero meard avarianceP;. Let S; = h;X; be the
side information available at terminal;, i = 1,2. The signal sent by the relaY z can be
written in two ways as the sum of two independent Gaussianth& side informatiors; and

the unknown parfU; = Yg|S; = X; + Zg, @ € {1,2}. From their received signals, each
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terminal T, , i € {1,2} decodesU, using S;. The variance per dimension &f; is a?li =
VAR(YR|S:) = |Wi|*P; + o%.
In the following, we detail the proposed lattice source ogdscheme.

1) Encoding: The lattice source encoding (LSE) operation is performeti ¥aur successive
operations: first, the input signgl; is scaled with a facto,. Then, a random dithdrwhich is
uniformly distributed oven); is added. This dither is known by all nodes. The ditheredestal
version ofyg, By, +t is quantized to the nearest pointA3. The outcome of this operation is
processed with a modulo-lattice operation in order to gaseea vectovy of sizen; as shown
in Fig[2, and defined by:

ViR = Qa,(BYr +1) mod As. (6)

The relay sends the index of; that identifies a coset ol, relative to A; that contains

Relay ] Terminal T,
" LSE [ LSD
\Y E N
> mod AQ R '\*I/ ‘@ »>mod AQ —U;
-t s ,.

Fig. 2: Lattice encoding at the relay and decoding at: F 1,2

Qa, (BYR + t). By construction, the coset leadey can be represented usihgg, <% bits.
Thus, the rate of the source encoding scheme employed byetag is R given by Eg. ().
We assume further that; is good for quantization and, is good for channel coding [15].
For high dimensiom; and according to the properties of good lattices, we h%tvlegz(%) R~

s log,(2mea?(A;)) , i € {1,2}. Thus R reads

1 a?(A
R= §log2 <ﬁ) ) (7)

2) Decoding: For both usersyy is decoded first. Them; is reconstructed with a lattice

source decoder (LSD) using the side informatgmas
Cli = ’}/Z'((VR —t— BSL) mod AQ), 1 =1, 2 (8)
where~;, i € {1,2} are the scaling factors at each decoder.
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B. Rate Analysis

At the relay, message r corresponding to the index of; is mapped to a codeword; of size
ne. We assume that the elements of theXy are drawn from an i.i.d Gaussian distribution with
zero mean and variande;. The broadcast rate from the relay to both terminals is bedrizy
the capacity of the worst individual relay-terminal chancegpacitymin(/(Xg; Y1), [(Xg; Y2)).
From Shannon’s source-channel separation thedrem [23hawve

m R < nymin(I(Xg; Y1), [(Xg; Y2)). 9

Since real Gaussian codebooks are used for all transmissierhavel (X ; Y;) = 3 log, (1 + “‘(L#)
i = 1,2. Finally, by combining Eq.[{7) and](9), we obtain the follaygi constraint on the
achievable rates

0'2(A2) |hz|2PR
)< 1 .
ny log, (02(/\1)) < nslog, (1 + zér{lll%} = ) (20)

This constraint ensures that inde; is transmitted reliably to both terminals ang is available

at the input of the LSD of both receivers. At terminal T; in (8) can be written as:
CIZ- = %((ﬁuz -+ eq) mod AQ) (11)
= ’)/Z(BUZ -+ eq) (12)

wheree, = Qa,(Byr +t) — (Bygr +1t) = —(Byp +1) mod A4, is the quantization error. By
Lemmd.l E, is independent fronY g, and thus fromU,. Also E, is uniformly distributed over
V), thus the variance dE, per dimension ig?(A;). Equation[(IR) is valid only if3u; +e, € V,.
According to [15], with good channel coding lattices, thelmbility P(sU,+E, ¢ V) vanishes
asymptotically provided that:

1
n—lEllﬁUi +E|? = o5, + 0*(A1) < 0?(N9) (13)
By replacingU; by its value, we conclude that:
U, = %(B(lX1 +Zg) + E,). (14)

Let Z.,; = v(BZr + E,) be the effective additive noise at terminal. For high dimension
assumptiony; — oo, we can approximate the uniform variall, over V; by a Gaussian

variable Z, with the same variance [20]. Therefore, the communicatietwben terminals T
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11

and T, (resp. & and T,) is equivalent to a AWGN channel where the Gaussian noiséveng

by Z.,... hence, the achievable rates of both links satisfy

ny 52|h1|2P1
< —1 1 15
NR12 = 2 Og2< + 620_}2%+0_2(A1) ( )
n 52|h2|2P2
R < =1 1 16
niigy = 92 08o ( + 520_% —|—O'2(A1) ( )

C. Achievable Rate Region

The rate region that can be achieved by the proposed schermarecterized by the constraints
(A5), (16), [10) and[{d3). Without loss of generality, weuase that|hy|>P, < |hy|?P;. With
this setting, T is the terminal which experiences the weakest side infaonatettinga = E,
from (10) and [(IB), the lower bound of(A,) is given by "

Fot,

o?(Ay) > = (17)
< . |hi|2PR> =
1+ min 5 —1
i€{1,2} O]
The rate region defined if_(115) ad [16) can be rewritten as
Ry < %logQ (1+SNR_,,) (18)
Ry < %logz (1+SNRy,1) (19)
where SNR_,, and SNR_,; are the end-to-end SNRs, defined as follows:
B2 |* Py
SNR,_,; = 20
ﬂ2|h2|2P2
NR = 21

We notice that SNR., and SNR_,; are maximized when?(A;) is minimal. Thus the optimal
choice on the second moment &f is
B*ot,

11—«
hil?Pr\ =
<1+ min | |2R) ~1

02 (A1>min = (22)

1e{1,2} o;
Finally by replacingo?(A;)mi, in (20) and [(21L), Eq.[{4) and](5) are verified and the proof is
concluded.

Remark 1: For the transmission problem of the TWRC, the achievable ragion is inde-

pendent of the choice of the decoders scaling facterdt is also independent of the encoder
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scaling factor3 provided thato?(A,) is set to its smallest value?(A; )i, in (22). In the next
section, we show that these parameters that are involvdteisdurce coding problem that was
addressed in [14].

D. Analog Sgnal Transmission

When using the relay to transmit analog signals, the distothat affects the reconstructed

signals becomes the main performance metric. The seconcentarhthis distortion is given by
E|Yr - Yul? =D; i€ {1,2) (23)

whereY, = U; 4+ S; andYy = U, + S,. By replacingU; by its value in [IR),[(Z23) becomes
Di = (1 —yB)%0f, +~io* (A1) 5 i€ {1,2}. (24)

For the analog signal transmission, this distortion hasdarminimized to obtain the optimal
source coding scheme. For fixgd the distortion at T depends only on two parameters namely

v; ando?(A;). The optimal distortion can be obtained by calculating thiéofving derivatives:

oD; Bot;
- =0=1= L 25a
9, Vi 620[211_ +U/2\ ( )
oD,
——=0=7=0 25b
where~/, i € {1,2} are the optimal decoder scaling factors. Singe> 0, thenacg—%l) > 0.

Thus, the functionD; is increasing witho?(A;) ando?(A;)win in (22) is the optimal choice that
minimizes the distortion at each terminal. Therefore,
. pot,
7T B0+ (M)
By replacingo?(A;) and~; by their optimal values, we obtain the minimal value/@f'® given

by

ie{1,2}. (26)

Dmin _ 02(A1>min0[2]i
‘ B 520-(2]2. + 02(A1>min

(27)

2 2

_ 90,90, ,ie{1,2). (28)

1—a
hiPPr\
((”ié?i%} ) )t

Dmn g e {1,2}, just like the achievable rates, are independeng.oHowever, for a fixeds,

the lattice parameters and receivers scaling factors deperthat choice.
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Comments on the Distortions: At terminal T,, the distortion writes:

2 2
Dmin _ UUQUUQ
2 - 2 2
(A— 1)UU2 + o7,
2
_ 90,
A

2
where A = (1 + min |1l 2PR

i€{1,2y 0}

) . It can be reformulated as

o2 hi?Pr\
Uz :<1+ min 7| | R)

Diin i€{12y  o?
0'2 hl 2P
alog, (D‘[ﬁn) = (1 —«a)log, (1 + 2?111;} | l_2 R) (29)
2 e i

We find, in the left hand side of Ed. (29), the Wyner-Ziv ratstdition function of the Gaussian
sourceY p with side informationS, at the decoder J[24]. It is defined as the minimum rate
needed to achiev®y™ and it is given by:

min 1 Ulzfz
Ry z(Dy™) = 3 log, Dmin (30)
2

Note that the source coding rate is no larger than the chasotkhg rate to the relay. Also,
according to[(26) the optimal value of is given by

. Bot,
7T B2 £ 02 (Ar)mm

With the choices = 73, we get3 = , /1 — 2™ This is in accordance with the optimal scaling

Uz

factor reported in [24],.[14] for the optimum Gaussian forvéest channel. For this choice of

B, 0%(A1)min = D™ which is consistent with the source coding parameters elsdit [14].
At terminal T,, the reconstruction distortion is smaller th@ni"™ of terminal T,. This is
compatible with the fact that,;Thas the best side information quality and the proposed zaibiie

scheme is optimal for the worst user.

IV. IMPROVED ACHIEVABLE RATE REGION FORTWRC

In the previous section, we presented a PNC scheme in whicbmanon information is
sent from the relay to both users. The rates that are acheestgbthis scheme depend only on

the ratio % This ratio is determined, as shown by Eql(22), essentlafijthe variance
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a?]i of the unknown part of the source at the terminalahd the lowest channel coefficient
. hi|?
amplitude min | 2|

ie{1,2} O
side information and also the worst channel condition. Is tlase, the best user suffers from this

. Thus, the achievable rates are limited by the user whichihr@sveakest

limitation on its achievable rate. In order to improve itgeraan additional refinement information
can be sent from the relay, that can be only decoded by theuksest
Without loss of generality, let terminal T1 has a better ctemondition than T2, and also more
transmit power i.gh;| > |ho| and P, > P». The following theorem provides an achievable rate
region for the TWRC, obtained using the refinement scheme.

Theorem 2. For a Gaussian TWRC, under the assumptions a.l to a.8, tivexconll of the

following end-to-end rate-pair&R;», R»;) is achievable:

o |h1|2P1
R < =1 1 31
12 > 92 089 + ) |h1|2P1+0'}2{ ( )
1+ V|h2| PR . 1
(1—1/)|h2|2PR—|—0'2
Ry < Zlog, | 14 7" Py
2= 2 g2 9 |h1‘2P1+0'%
or t 5 ia 2p T-a
1—v)|h|*P E h E
(1+( V)|21| R) (1+ v|hs|*Pr 2) 1
o1 (1= v)|ho|*Pr + o3
(32)

for o,v € [0, 1].

As we mentioned previously, the main idea of the coding s&htrat we employ for Theorem
2 is having the relay sending two descriptions of its reakisgnal, a common layer that is
intended to be recovered by both users and an individualforeraent layer that is intended to
be recovered by only the best user, i.e., terminal T1.

The proof of Theorem]2 is detailed in the following subsettio
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A. Doubly Nested Lattices for Source Coding

We use a doubly nested lattice chaiky, A, As) such as\, C A; C Ag. We require that\,
is good for channel coding\; is simultaneously good for channel and source coding/ani
good for source coding.

From these lattices, we form three codebooks

CC:AlﬂVQ
CTZAQHV1
C1:A0ﬁV3

with the following coding rates:

o2 (A
Re = log, (1) =, dloss (5(33) (33)
_ 1 1% 1 a>(A1)
R, = .-log, <7(1)> - log, <02(A0)> (34)
0.2
Rl - RC + RT - nLl 10g2 <%> n1—00 %logz (02E£§§> (35)

where R, is the common source rat&, is the refinement source rate aRyd is the total source
rate at terminal T.

1) Encoding: Figure[3 shows the LSE operation. The input signalis scaled with a factor
B. Then, a random dithdrwhich is uniformly distributed oveY); is added. This dither is known
by all nodes. The dithered scaled versionyaf Sy, +t, is quantized to the nearest pointAg.
The outcome of this operation is then processed to genevatenessages. First, the coset leader
of A, relative toA, Vg, is generated by a modulo-lattice operation. The indexpfidentifies
the refinement message. Then, another quantization to #restgoint inA; is performed and
processed with another modulo-lattice operation to géedtse coset leader of, relative to

A1, Vr.. The index ofvy,. identifies the common message. Both messages are defines as:

Vrr = Q1o (BYR +1) mod Ay (36)
Vie = Q@ (Qao(BYr +1)) mod A, (37)
= Qr (Byr+1t) mod A, (38)

September 26, 2018 DRAFT



16

LSE
Y RA>—P—{0n0
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\/

Y

mod Ag——>VRe

Fig. 3: Layered Lattice encoding at the relay

It can be seen easily that;, € C, andvgi. € C.. We obtain the same common information
generated in[(6). Thus, the (total) information that is muked to terminal T1 is such that

VR1 = VRr + VR (39a)
= Qo (Byr+1t) mod Ay + Qu, (Byr +1t) mod Ay (39b)
= Quo(BYR +t) — Qa, (Qao (BYR + 1)) + Qa, (Byr + t) — Q1. (Qnr, (Byr +t))  (39¢)
= Qr(Byr +t) — Qr,(Byr + t) (39d)
= Qno(Byr +1t) — Qr,(Qn,(Byr +1)) (39)
= Qr(Byr+1t) mod A, (39f)

where the Eq.[(39c)[ (39d) and _(39e) follow using the praeerbf the modulo operation as
given in Sectiorill.
2) Decoding: Vvg. is decoded at terminal,T Then, U, is reconstructed with an LSD using

the side informatiors, as
02 = ’}/2((VRC —t— BSZ) mod Ag) (40)

At terminal T, viz. and vy, are both decoded correctly. These coset leaders are used to
recalculate the total informationg; from (394). Finally, the decoder reconstruatsas defined
by (41) and shown in Fid.]4, as

ljl = ’Yl((VRl —t— 681) mod Ag) (41)
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Fig. 4: Lattice source decoding at the Terminal 1

B. Rate Analysis

At the relay, the relay generates the indicesvgf andvg,. Then they are mapped to the

channel codewordgy. and Xg,. The relay sendsz(mg) which is the superposition ofg.

and xg, with transmit powervPr and (1 — v)Pg, v € {0,1}, respectively. The refinement

codewordx g, is encoded on top of the common codewgyd and it is treated as an interference

while decoding the common message. Th¥g. — X, — (Y;,Ys) forms a Markov chain.

As described in previous one layer PNC scheme, the broadatesis bounded by the worst

relay-terminal channel capacity for the common message,bgnthe relay-T channel for the

refinement message. In addition, the source-channel sepaensures that the codewords,

andXxg, are transmitted reliably to the terminals and thigt andvy, are available at the LSD

input of corresponding receivers. Therefore, the ratessach that

niRe < nomin{l(Xge; Y1), I(Xpge; Y2)}

n Ry < nol(Xpy; Y1|Xre)

For real Gaussian codebooks, we have

I<XRC; }/1> ==

I(Xre; Y1 XkRe)

September 26, 2018
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3 log,

1
= §log2 (1 +

(”<

1
I(Xge; Ys) = = log, (1 +

I/‘hl‘ZPR )

1 —v)|hi|*Pg + o2

(

I/|h2|2PR )

1-— I/)|h2|2PR + 0'%
(1 —v)|hi|*Pg

2
01 )

(42)

(43)
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Since hs| < [hul, min{I(Xp.: Y1), I(Xre; Ya)} = I(Xre; Ya). Using Eq. [3B),[(34),[(32) and

(43), the rates’ conditions become

0'2(A2) V‘hQ‘ZPR
1 < myl 1 44
o (T ) < metoms (14 (=) “
o?(A1) (1 —v)|h[*Pr
1 —— ] <nyl 1 45
) B (e ) @)
Now, U; and U, can be obtained using (41) arid (40), respectively. At teamin, U, can be
written as:
02 = ’72((5U2 + eq71) mod Ag) (46)
= 72(BUz + €y1) (47)

wheree, ; is the quantization error at lattick®, given by

€1 = Qun, (BYR+1)) — (Byg +1) = —=(Byg +1) mod A,

and [47) can be obtained by proceeding as in Sedtion]lll-BeNbat P(5U, + E,; ¢ V»)
vanishes asymptotically provided that:

1
n—E||6U2 + Egq1|)? = B%07, + 0°(A1) < 0%(As) (48)
1

In this case, the rate achievable at terminalig such that

ni ﬁ2|h1|2P1
R < —1 1 . 49
nivie = 2 Og2( +520']2%—|—O'2<A1) ( )
At terminal T, U; can be obtained as
01 = ’71((5U1 + eq,()) mod Ag) (50)
= ’yl(ﬁul —+ eq,o) (51)

wheree, o is the moduloA, quantization error given by

€0 = Qno(BYr +1) — (BYgr +1) = —=(Byz +1) mod Ag

and [51) holds ifsu; + e, € V». Note that, by using Lemma E,, is independent from
Y r, and thus fromJ,. Also this quantization error is uniformly distributed ov&,. Therefore,
VAR(E,o) = d*(Ao). The probability P{3U; + E,o ¢ V») vanishes asymptotically provided
that:

B + Byol] = 8202, +0%(A0) < 0%(8a) (52)
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Thus,
lAJ1 =7 (BMmXe+ BZr+E,p)

Communication from terminal ;Tto terminal T, is equivalent to that over an AWGN channel

with noisev;(5Zr + E, ). Hence the achievable rate of this link satisfies:

ni 52|h2|2P2
< —=1 1
nRgl =5 0goy ( + 20_}2% T 0_2(/\0) (53)

C. Achievable Rate Region

The rate region that is achievable using the coding schemtewh described so far can be
obtained using[(44),(45) (48) and {52). Letti% = «a, we get
n

(

o2(Ns) < (1+ v|hs|? P 2)J‘
o2(A1) (1 —v)|ho|?Pr + 05
o2(Ay) (1—v)|h2Pr\ =

< (1
?(hg) = ( R )
0%(Ay) < 0*(Ag) — FPop,
o2 Ag) < 02(/\2) — 520[2]1

\
Sinceo?(Ay) > 0%(Ay) > o%(Ao), the last constraint in the system is not active. Thus weiobta

the following bounds on the second moment of the lattices

2.2
o2 (Ay) > 0 e _ (54)
V|h2| PR Ta
1+ —1
( (1 =v)|ha|*Pr + 03)
X
0'2(/\0) Z ! 1o (55)
(1 n (1- V)|2h1|2PR) *
01
The rate region defined by (49) arid(53) can then be rewrittgrivalently as
Ry < %logQ (1+SNR_,,) (56)
Ry < %logz (1+SNRy,1) (57)
where the end-to-end SNRs are given by
B2 |* Py
SNR, 5 = 58
2T 3202 4 02(Ay) (58)
B?|hy|* Py
SNR,_,; = 59
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It is easy to see that one obtains larger rates if the inetipglin (55) and (56) hold with

equality, i.e., the optimal choice on the second moment ofs

o,
2 J— 2
7 (A (1 N v|ha|?Pr )a L (60)
(1 —v)|ha|?Pr + 03
and the optimal choice on the second momenigfis
2 2
UZ(AO)min = ou, (61)

(1t = [ (1 i) ™ ]
Finally, by substitutings?(A1)min and o?(Ag)min in (58) and [(59), we gef{(31) an@(32). This
completes the proof of Theorem 2.

Remark 2: The obtained achievable rates are independent of the chbite scaling factors
£ and ;. The optimal choice of these parameters is explained whesidering the source

coding problem as explained in the next section.

D. Analog Sgnal Transmission

Proceeding as in the analysidin Ill-D, it can be easily atgdithat the optimal scaling factors

~; that minimize the distortion at each terminal are given by

* 0'2 A

N = Ay (62)
x Bo2(Ao)

T2 T 520%1-%08(/\0)' (63)

Thus, the minimal distortion at terminak Ts

. 0'2
Dy = = (64)
1 i V‘hQ‘ZPR Ta
(1 — I/)|h2|2PR + 0'%
and the minimal distortion at terminal; Ts
. 0'2 02(A0)min
Dpin = (65)
5 0, +o (AO)min
2 2
= l—a UU2 UUl (66)

1—v)||*Pg\
(1 (o)

07

11—«

V|h2|2PR @
1 —1 |02, +a?
(('%u—uwmw%+a§ 700,

Observe that the distortioP™" that is allowed by the layered coding scheme described so far

is, as expected, smaller than that of the coding scheme aio8dd given by (27).
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To summarize, if we are interested in the distortion problanaddition to the transmission
problem addressed in this paper, the choicg afin be left to the designer. The optimal lattice
parameters and the receivers’ scaling factors that depertii® choice are given by Ed. (22)
and [26) for the first scheme and (60),1(61),1(62) dnd (63) fier <econd scheme. However,
this choice does not affect the optimal achievable ratesdistdrtions that depend only on the

system parameters.

V. NUMERICAL RESULTS

This section presents numerical results of the achievaditiesrof our proposed schemes
compared to AF and DF protocols and the outer-bound capgwign in [3], [11].

We select the time-division parameterc [0, 1] that permits to trade among the multiaccess
and broadcast phases in a manner that maximizes the usess Tae bounds are determined
by maximizing the weighted sum of the rat&s, and Ry; for each protocol. For example, for

the scheme of Sectidn1V, we solve the following problem ftbivalues ofn € [0, 1]

max T]ng + (1 — 77)R21 (673.)
s.t. (Ris, Ro) satisfy [31) and[(32) (67b)
for o« andv € [0, 1] (67¢c)

It is worth noting that the time division with AF relaying scheme is is set optimally go

We consider equal noise varianees= o3 =0% = 1, different transmit powers and asymmetric
channels with|h,|?P, > |hy|*P. For convenience, we refer to the achievable rate regions of
Theoremdd and[Z respectively as LCF1 and LCF2.

Figure[ shows the rates allowed by AF, DF and our proposeensel.CF1 for two different
setups: i) terminal T2 experiencing better channel cooilitiand having less power than terminal
T, in Fig.[5a, and ii) terminal T experiencing better channel conditions and having lessepow
than terminal T in Fig. [5D.

Note that our scheme LCFL1 is, in essence, a CF relaying gyraéibat is adopted and tailored
appropriately for the TWRC. Being based on linear (latticeyling, this strategy has been
shown in [14] to possibly achieve the same rates as thoseedldy random coding [11], [12].
It has been shown in_[11], that CF strategy achieves ratdsatiealarger than those by AF for

symmetric power and channel configurations. However, #ssit is not verified for asymmetric
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Fig. 5: Achievable rate regions and the outer bound capaditthe Gaussian TWRC. In the
left, T; has the best transmit power and the worst channel. In thé fighhas the best transmit

power and the worst channel.

channels. This is shown in Hig.5 where the difference betvibe rate regions of AF and LCF1
is negligible for moderate SNR values and asymmetric cHanne

Figure[6 illustrates the performance of all schemes in thansgtric power and channel
conditions case. End-to-end equal raigs = R, as a function of the SNR are shown for equal
channel and power conditions for all nodes. Define §N:R% It is clearly seen that LCF1

outperforms DF for SNR$> 12 dB. This result can be interpreted analytically. In factan

be seen easily that for small SNR values, DF rate approaches
1
Rpr — maxmin{aSNR, (1 — a)SNR} = ZSNR'

Also, the rate offered by LCF1 approaches

(VSNR+1—-1)+ (SNR—2VSNR +2)V/SNR)SN R?
2(WVSNR+1—-1)+VSNR

Thus, in such small SNR regime, we hafe-r; < Rpr. On the other hand, for high SNR,

Ricr —

DF rate can be approximated by

1
RDF — 6 IOgZ(SNR)
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Fig. 6: Equal ratesR;; = R,; for symmetric channels: SNR = SNR = SNRz; = SNR»
=SNRgs. LCF1 outperforms AF and DF for SNR 11 dB

and LCF1 rate approaches

1
RLCFl — Z(IO&(SNR) — 1)

It is immediately seen that for large SNRs, we hakgcr; > Rpr Which corresponds to the
result in Fig.[6.

In what follows, we consider channel parameters combinatiuch thaf’, > P, and|h,|* >
|ho|?. Figure[T draws the achievable rate regions of LCF1 and LGH#& can see that the
two-layer based scheme LCF2 enlarges the rate region cexhparthe basic scheme since the
relay sends additional information to the best terminal Hor the setting presented in Figl 7a,
the achievable rat&,, increases by0% due to the additional refinement individual description.
Figure[7b illustrates this aspect for a different choice led thannel parameters whef,;
increases by more thar00%.

Finally, when compared to DF and AF relaying schemes, sitia show that LCF2 scheme
outperforms AF in all SNR regimes for symmetric and asymioeatnfigurations.

Figure[8 illustrates the achievable rate regions of DF, AB hnoth lattice-based schemes,
LCF1 and LCF2, for various SNR settings.

At small SNRs, the scheme LCF2 outperforms the scheme LC&tlthey both fall short
of attaining the same performance as that offered by DF wisalearly optimal in this SNR
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Fig. 7: Achievable rate regions of LCF1 and LCF2. LCF2 ackseygreater end-to-end rates at
Ty

regime. In fact, in this SNR regime, the rate region obtaimeth DF relaying approaches
relatively closely the outer bound as can be seen in[Ei. &de fhat our observation here is
consistent with the results in [11], [25] that showed that &itheme is better than the other
relaying schemes for low SNR region.

At very large SNRs, LCF1 and LCF2 achieve better rates thara®Bhown in Figl_8a. At
moderate to large SNRs, the scheme LCF2 performs bettercthasic DF.

Remark 3: We have assumed in our system model perfect CSI at all nodmsevér, in the
proposed two lattice-based coding schemes (LCF1 and LQGRi&),perfect knowledge of the
channel state can be relaxed. In fact, in order to compres®deived signal, the relay needs
only the module of the channel gains to reconstruct its eingpdcheme. For each terminal,
the decoder uses the available side informan= h;X; that depends on its terminal-relay
channel. Appropriate training sequences can be employedtimate the channel of the relay.
Furthermore, each decoder estimates only its unknown patteorelay received signals. It is
shown in sectionE IlI-B and IV-B that the communication beén both terminals is equivalent
to the output of an effective Gaussian channel for both pedoschemes. Thus, a training

sequence can also be used in order to estimate at each dett@dehannel on the other link.
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Fig. 8: Achievable rate regions of DF, AF, LCF1 and LCF2 infeliént channel and power

settings

VI. CONCLUSION

In this paper, we studied the problem of exchanging messagasa Gaussian two-way relay
channel. We derived two achievable rate regions based opress and forward lattice coding.
In the proposed schemes, the relay uses a lattice based \&ynencoding by taking into
account the presence of the side information at each no@e.tlfie signal broadcasted by the
relay includes also the signal that has been transmittechbly aser to the relay during the first

MAC transmission phase).
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First, we develop a coding scheme in which the relay brodaddhe same signal to both
terminals. We show that this scheme offers the same perfamenas random coding based
compress-and-forward protocol [14]. Then, we propose,aralyze the performance of, an im-
proved coding scheme in which the relay sends not only a camuhescription of its output, but
also an individual description that is destined to be recaddoy only the user who experiences
better channel conditions and better side information. Wansthat this results in substantial
gains in rates. Numerical results demonstrate an enhamtevhéhe achievable rate region over
the basic scheme up to 1%@0for moderate SNR regime and asymmetric channel conditions.
Also, the improved scheme outperforms classic amplify-fomdiard at all SNR values, and
classic decode-and-forward for certain SNR regimes.

Finally, it is worth mentioning that our schemes are basedtanctured codes that have low
complexity compared to random coding from practical vieimfs However, in these schemes,
lattices codewords are used only at the relay while Gaussidawords are used at the terminals’
nodes. Considering lattice codes at all the nodes can be reeea appropriate for practical

systems.
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