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Achievable Rate Regions for Two-Way Relay

Channel using Nested Lattice Coding

Sinda Smirani, Mohamed Kamoun, Mireille Sarkiss, Abdellatif Zaidi and Pierre

Duhamel

ABSTRACT

This paper studies Gaussian Two-Way Relay Channel where twocommunication nodes ex-

change messages with each other via a relay. It is assumed that all nodes operate in half

duplex mode without any direct link between the communication nodes. A compress-and-forward

relaying strategy using nested lattice codes is first proposed. Then, the proposed scheme is

improved by performing a layered coding : a common layer is decoded by both receivers and a

refinement layer is recovered only by the receiver which has the best channel conditions. The

achievable rates of the new scheme are characterized and areshown to be higher than those

provided by the decode-and-forward strategy in some regions.

Index Terms

Compress-and-forward, Gaussian channel, lattice codes, physical-layer network coding, side infor-

mation, two-way relay channel.

I. INTRODUCTION

Consider the Two-Way Relay Channel (TWRC) that is shown in Fig. 1. Two wireless terminals

T1 and T2, with no direct link between them, exchange individual messages via a relay. Recently,
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the capacity characterization of this channel has attracted a lot of interest since TWRC is

encountered in various wireless communication scenarios,such as ad-hoc networks, or range

extension for cellular and local networks.

While network level routing is the standard option to solve this problem, it has been shown that

network coding (NC) strategies provide better performanceby leveraging the side information

that is available at each node. In fact, NC [1] offers rate improvements by combining raw bits

or packets at network layer. The rate performance of the system can be further improved if NC

takes place at the physical layer. In this situation, the linear superposition property of the wireless

channel is considered as a ”code” and can be exploited appropriately to turn interference into a

useful signal [2]. In this context, we consider a physical-layer network coding (PNC) architecture

in which the overall communication requires two phases, namely a Multiple Access (MAC) phase

in which the terminals simultaneously send their messages to the relay and a Broadcast (BC)

phase in which the relay transmits a message that is a function of the signals received in the

MAC phase. An outer bound on the capacity region of this modelis given in [3], [4].

Several coding strategies have been proposed for PNC by extending classical relaying strategies

such as Amplify-and-Forward (AF), Decode-and-Forward (DF), and Compress-and-Forward (CF)

to TWRC. AF strategy [5] is a linear relaying protocol where the relay only scales the received

signal to meet its power constraints. This simple strategy suffers from noise amplification

especially at low signal-to-noise ratios (SNRs). With DF strategy, the relay jointly decodes both

messages, and then re-encodes them before broadcasting theresulting codeword. The authors in

[5] derived an achievable rate region for TWRC by using DF strategy and superposition coding

in the BC phase. This region has been improved in [6] where theauthors propose that the relay

sends a modulo sum of the decoded messages, thus mimicking the initial example of XOR NC.

These DF relaying based schemes require full decoding of theincoming signals and thus suffer

from a multiplexing loss due to the MAC phase limitation [3].

The authors in [2], [7] propose PNC schemes based on a partialDF (pDF) where the relay

does not decode completely the incoming signals, but relieson the side information available

at each terminal to decode a linear function of the transmitted codewords. The key strategy in

these schemes is to design the codes at both transmitting terminals in the MAC phase so that the

relay can compute a message which is decodable by both nodes during the BC phase. Nested

lattice codes, which have the nice property to ensure that any integer-valued linear combination
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of codewords is a codeword, are used in [7] to implement pDF for Gaussian channels. However,

the problem of pDF schemes is to guarantee phase coherence atthe relay during the MAC

channel [3].

Another strategy is based on the relay compressing its observation and sending it to the sources,

utilizing Wyner-Ziv binning. This strategy has attracted particular attention since it offers a good

trade-off between processing complexity at the relay and noise amplification. CF for TWRC [8]

follows the same approach as CF schemes for the relay channel[9]. Performance bounds of CF

scheme for TWRC have been investigated in [10], [11], [12]. It has been shown that for specific

channel conditions, namely symmetric channels, CF outperforms the other relaying schemes at

high SNR regimes. Random coding tools have been used in the aforementioned references to

derive achievable rate regions of CF. Structured codes, on the other hand, have been found to

be more advantageous in practical settings thanks to their reduced implementation complexity

[13].

In [14], we have proposed a CF scheme that is based on nested lattice coding. In the MAC

phase of this scheme, the communicating nodes simultaneously send their messages and the relay

receives a mixture of the transmitted signals. The relay considers this mixture as a source which

is compressed and transmitted during the BC phase. Taking into account that each terminal has a

partial knowledge of this source (namely, its own signal that has been transmitted during the MAC

phase, now considered as receiver side information), the BCphase is equivalent to a Wyner-Ziv

compression setting with two decoders, each one having its own side information. Each user

employs lattice decoding technique to retrieve its data based on the available side information.

The proposed scheme can be seen as an extension of lattice quantization introduced in [15] to

the TWRC model. In this paper, we first generalize this latterscheme and we apply the results

to our transmission problem.

In the simplest situation, when a single ”layer” of compression is performed, the relay

broadcasts a common compressed message to both terminals. Therefore it is easily understood

that the achievable rates in both directions are somewhat constrained by the capacity of the worst

channel. In this case, the user experiencing better channeland side information conditions is

strongly constrained by this restriction on its transmission rate. To overcome this limitation, in

an improved scheme, the relay also sends an individual description of its output that serves as

an enhancement compression layer to be recovered only by thebest receiver. Therefore, the new
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scheme employs three nested lattices. The common information is encoded using two nested

lattices while the refinement information is encoded with a finer lattice that contains the other

two lattices. The channel codewords corresponding to the two layers are superimposed and sent

during the BC phase. Through numerical analysis, we show that this layered scheme outperforms

AF and CF strategies in all SNR regimes and DF strategy for specific SNR regions.

Layered coding for Wyner-Ziv problem has been addressed in [16] for lossy transmission over

broadcast channel with degraded side information. In [12],the authors derive the achievable rate

region of layered CF coding for TWRC, based on a random codingapproach. The authors in [17]

and [18] proposed schemes for TWRC based on doubly nested lattice coding where different

power constraints at all nodes are assumed. In these schemes, each of the two end terminals

employs a different code (with carefully chosen rate) constructed from the lattice partition chain.

The relay decodes a modulo-lattice sum of the transmitted codewords from the received signal.

However, in [17] full-duplex nodes are considered and in [18], the direct link between both

terminals is exploited and the transmission is performed inthree phases. In these schemes, the

relay follows a pDF strategy since it decodes a function of the transmitted lattice codewords.

On the other hand, in our proposed enhancement scheme, doubly nested lattice coding is only

employed at the relay for CF strategy and half-duplex terminals are considered with no direct link

between the two end terminals. Furthermore, the relay does not need to know neither the other

terminals’ codebooks nor the precise value of the channel. It merely reconstructs its encoder

from the channel module and the variances of the transmittedsignals. To our knowledge, our

work is the first that proposes a doubly nested lattice codingfor CF relaying in TWRC.

The remaining of the paper is organized as follows. Section II introduces the system model.

Section III derives the achievable rate region when one layer lattice-based coding scheme is used

and section IV derives the achievable rate region with two layer lattice-based coding. Section V

illustrates the performance of the proposed schemes through numerical results. Finally, section

VI concludes the paper.

Notations: Random variables (r.v.) are indicated by capital letters and their realizations are

denoted by small letters. Vector of r.v. or a sequence of realizations are indicated by bold fonts.
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Fig. 1: The two-phase transmission of TWRC: MAC and Broadcast phases

II. SYSTEM MODEL

Consider a Gaussian TWRC in which two source nodes T1 and T2 exchange two individual

messagesm1 andm2, with the help of a relayR as shown in Fig.1. For this model, we have

the following assumptions:

a.1 There is no direct link between T1 and T2.

a.2 The relay and the source nodes operate in half-duplex mode;

a.3 The communication takesn channel uses that are split into two orthogonal phases: MAC

phase and BC phase with lengthsn1 = αn andn2 = (1− α)n , α ∈ [0, 1] respectively.

During the MAC phase, node T1 draws uniformly a messagem1 from the setM1 = {1, 2, · · · , 2nR12}
and sends it to the other terminal T2 whereR12 denotes the message rate of node T1 destined

to T2. Similarly, node T2 draws uniformly a messagem2 from the setM2 = {1, 2, · · · , 2nR21}
and sends it to the other terminal T1 whereR21 denotes the message rate of node T2 destined

to T1. Let xi(mi) ∈ R
n1 be the channel codeword of lengthn1 sent by node Ti, i = 1, 2 andPi

be the corresponding transmit power constraint that verifythe following assumptions

a.4 1
n1
E[||Xi||2] ≤ Pi
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The messages are transmitted through a memoryless Gaussianchannel and the relay R receives

a signalyR ∈ R
n1 given by

yR = h1x1 + h2x2 + zR (1)

wherehi denotes the channel coefficient between Ti and R,i = 1, 2. We assume that:

a.5 The components of the random vectorZR are i.i.d Additive White Gaussian Noise (AWGN)

at the relay with varianceσ2
R i.e. ∼ N (0, σ2

R) and they are independent from the channel

inputsXi, i = 1, 2.

a.6 The channel coefficients follow a block fading model. Without loss of generality, channel

reciprocity between MAC and BC channels is assumed, i.e.hi→R = hR→i = hi.

During the BC phase, the relay generates a codewordxR(mR) ∈ R
n2 of dimensionn2 from the

received sequenceyR. The average power constraint at the relayPR verifies

a.7 1
n2

E[||XR||2] ≤ PR

The signalxR is transmitted through a broadcast memoryless channel and the received signal at

node Ti is yi ∈ R
n2, i = 1, 2.

yi = hixR + zi, (2)

a.8 The components ofZi are i.i.d AWGN at node Ti with varianceσ2
i , i = 1, 2 and they are

independent from the channel inputXR.

Perfect CSI is assumed at all nodes. This assumption will be discussed more in detail inRemark

3. For the aforementioned TWRC, a rate pair(R12, R21) is said to be achievable if there exists a

sequence of encoding and decoding functions such that the decoding error probability approaches

zero forn sufficiently large.

For the sake of completeness, we hereafter outline some preliminaries on lattices [13], [19].

Fundamentals on Lattice Coding:

A real n1-dimensional latticeΛ is a subgroup of the Euclidean space(Rn1 ,+). ∀λ1, λ2 ∈ Λ,

λ1 + λ2 ∈ Λ. We present below some fundamental properties associated with a lattice:

• The nearest neighbor lattice quantizer ofΛ is defined asQΛ(x) = argmin
λ∈Λ

||x− λ|| where

x ∈ R
n1 and‖.‖ is the Euclidean norm.

• The basic Voronoi cell ofΛ is the set of points inRn1 closer to the zero vector than to any

other point ofΛ , V(Λ) = {x | QΛ(x) = 0}.
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• The volume of a latticeV := Vol(V(Λ)).
• The mod-Λ operation is defined asx modΛ = x −QΛ(x). It satisfies the distributive law:

(x modΛ + y) mod Λ = (x + y) mod Λ.

• The second moment per dimension ofΛ is σ2(Λ) := 1
n1
. 1
V

∫

V(Λ)
||x||2dx.

• The dimensionless normalized second moment is defined asG(Λ) := σ2(Λ)

V 2/n1
.

• A sequence ofn1-dimensional latticesΛ(n1) is said to be good for quantization ifG(Λ(n1)) −→
n1→∞

1
2πe

[20].

• A sequence ofn1-dimensional latticesΛ(n1) is said to be good for AWGN channel coding

if for n1-dimensional vectorZ ∼ N (0, σ2In1
), P{Z /∈ V(Λ(n1))} vanishes whenn1 goes

to ∞. In this case, Vol(Λ(n1)) −→
n1→∞

2n1h(Z), whereh(Z) = 1
2
log(2πeσ2) is the differential

entropy ofZ [21].

• There exist lattices which are simultaneously good for quantization and channel coding in

[22].

• Lemma 1: Crypto Lemma [19]. For a dither vectorT independent ofX and uniformly

distributed overV(Λ), thenY = (X + T) mod Λ is uniformly distributed overV(Λ) and

is independent ofX.

Consider a pair ofn1-dimensional nested lattices(Λ1,Λ2) such asΛ2 ⊂ Λ1. The fine lattice is

Λ1 with basic Voronoi regionV1 of volumeV1 and second moment per dimensionσ2(Λ1). The

coarse lattice isΛ2 with basic Voronoi regionV2 of volumeV2 and second momentσ2(Λ2). The

following properties of nested lattices hold:

• For Λ2 ⊂ Λ1, we haveQΛ2
(QΛ1

(x)) = QΛ1
(QΛ2

(x)) = QΛ2
(x).

• The points of the setΛ1 ∩ V2 = Λ1 mod Λ2 represent the coset leaders ofΛ2 relative to

Λ1, where for eachλ ∈ {Λ1 mod Λ2}, the shifted latticeΛ2,λ = Λ2+λ is called a coset of

Λ2 relative toΛ1. There are
V2

V1
distinct cosets. It follows that the coding rate when using

nested lattices is

R =
1

n1
log2 |Λ1 ∩ V2| =

1

n1
log2

V2

V1
(bits per dimension). (3)
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III. A CHIEVABLE RATE REGION FORTWRC

Theorem 1: For a Gaussian TWRC, under the assumptions a.1 to a.8, the convex hull of the

following end-to-end rate-pairs(R12, R21) is achievable:

R12 ≤ α

2
log2





















1 +
|h1|2P1

σ2
R +

|h1|2P1 + σ2
R

(

1 + min
i∈{1,2}

|hi|2PR

σ2
i

)
1−α
α

− 1





















(4)

R21 ≤ α

2
log2





















1 +
|h2|2P2

σ2
R +

|h1|2P1 + σ2
R

(

1 + min
i∈{1,2}

|hi|2PR

σ2
i

)
1−α
α

− 1





















(5)

for α ∈ [0, 1].

The main idea of the proposed scheme is the following: duringthe BC phase, the relay sends

a quantized version of the signal that was received during the MAC phase. It uses nested lattices

to generate a source index that is then channel encoded. Thisindex is decoded by both users

and, based on their own information (sent during the MAC phase), the sources recover each

the message which is sent to them. The proof ofTheorem 1is detailed in the next paragraphs:

in section III-A, the lattice coding scheme for the source coding is presented. The end-to-end

achievable rates are derived in section III-B and finally in section III-C the achievable rate region

is maximized by appropriate optimization of lattice parameters.

A. Lattice Based Source Coding

We suppose that the elements ofXi, i = 1, 2, are drawn from an independent identically

distributed (i.i.d) Gaussian distribution with zero mean and variancePi. Let Si = hiXi be the

side information available at terminal Ti, i = 1, 2. The signal sent by the relayYR can be

written in two ways as the sum of two independent Gaussian r.v.: the side informationSi and

the unknown partUi = YR|Si = hīXī + ZR, i ∈ {1, 2}. From their received signals, each
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terminal Ti , i ∈ {1, 2} decodesÛi using Si. The variance per dimension ofUi is σ2
Ui

=

V AR(YR|Si) = |hī|2Pī + σ2
R.

In the following, we detail the proposed lattice source coding scheme.

1) Encoding: The lattice source encoding (LSE) operation is performed with four successive

operations: first, the input signalyR is scaled with a factorβ. Then, a random dithert which is

uniformly distributed overV1 is added. This dither is known by all nodes. The dithered scaled

version ofyR, βyR + t is quantized to the nearest point inΛ1. The outcome of this operation is

processed with a modulo-lattice operation in order to generate a vectorvR of sizen1 as shown

in Fig.2, and defined by:

vR = QΛ1
(βyR + t) mod Λ2. (6)

The relay sends the index ofvR that identifies a coset ofΛ2 relative to Λ1 that contains

Terminal  

Fig. 2: Lattice encoding at the relay and decoding at Ti, i = 1, 2

QΛ1
(βyR + t). By construction, the coset leadervR can be represented usinglog2

(

V2

V1

)

bits.

Thus, the rate of the source encoding scheme employed by the relay is R given by Eq. (3).

We assume further thatΛ1 is good for quantization andΛ2 is good for channel coding [15].

For high dimensionn1 and according to the properties of good lattices, we have1
n1

log2(Vi) ≈
1
2
log2(2πeσ

2(Λi)) , i ∈ {1, 2}. ThusR reads

R =
1

2
log2

(

σ2(Λ2)

σ2(Λ1)

)

. (7)

2) Decoding: For both users,vR is decoded first. Then̂ui is reconstructed with a lattice

source decoder (LSD) using the side informationsi as

ûi = γi((vR − t − βsi) mod Λ2), i = 1, 2 (8)

whereγi, i ∈ {1, 2} are the scaling factors at each decoder.
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B. Rate Analysis

At the relay, messagemR corresponding to the index ofvR is mapped to a codewordxR of size

n2. We assume that the elements of the r.v.XR are drawn from an i.i.d Gaussian distribution with

zero mean and variancePR. The broadcast rate from the relay to both terminals is bounded by

the capacity of the worst individual relay-terminal channel capacitymin(I(XR; Y1), I(XR; Y2)).

From Shannon’s source-channel separation theorem [23], wehave

n1R ≤ n2min(I(XR; Y1), I(XR; Y2)). (9)

Since real Gaussian codebooks are used for all transmissions, we have:I(XR; Yi) =
1
2
log2

(

1 + |hi|2PR

σ2

i

)

,

i = 1, 2. Finally, by combining Eq. (7) and (9), we obtain the following constraint on the

achievable rates

n1 log2

(

σ2(Λ2)

σ2(Λ1)

)

≤ n2 log2

(

1 + min
i∈{1,2}

|hi|2PR

σ2
i

)

. (10)

This constraint ensures that indexmR is transmitted reliably to both terminals andvR is available

at the input of the LSD of both receivers. At terminal Ti, ûi in (8) can be written as:

ûi = γi((βui + eq) modΛ2) (11)

= γi(βui + eq) (12)

whereeq = QΛ1
(βyR + t) − (βyR + t) = −(βyR + t) mod Λ1, is the quantization error. By

Lemma 1, Eq is independent fromYR, and thus fromUi. Also Eq is uniformly distributed over

V1 thus the variance ofEq per dimension isσ2(Λ1). Equation (12) is valid only ifβui+eq ∈ V2.

According to [15], with good channel coding lattices, the probability Pr(βUi+Eq /∈ V2) vanishes

asymptotically provided that:

1

n1
E‖βUi + Eq‖2 = β2σ2

Ui
+ σ2(Λ1) ≤ σ2(Λ2) (13)

By replacingUi by its value, we conclude that:

Ûi = γi(β(h1X1 + ZR) + Eq). (14)

Let Zeq,i = γi(βZR + Eq) be the effective additive noise at terminal Ti. For high dimension

assumption,n1 → ∞, we can approximate the uniform variableEq over V1 by a Gaussian

variableZq with the same variance [20]. Therefore, the communication between terminals T1

September 26, 2018 DRAFT
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and T2 (resp. T2 and T1) is equivalent to a AWGN channel where the Gaussian noise is given

by Zeq,i. hence, the achievable rates of both links satisfy

nR12 ≤ n1

2
log2

(

1 +
β2|h1|2P1

β2σ2
R + σ2(Λ1)

)

(15)

nR21 ≤ n1

2
log2

(

1 +
β2|h2|2P2

β2σ2
R + σ2(Λ1)

)

(16)

C. Achievable Rate Region

The rate region that can be achieved by the proposed scheme ischaracterized by the constraints

(15), (16), (10) and (13). Without loss of generality, we assume that|h2|2P2 ≤ |h1|2P1. With

this setting, T2 is the terminal which experiences the weakest side information. Lettingα =
n1

n
,

from (10) and (13), the lower bound ofσ2(Λ1) is given by

σ2(Λ1) ≥
β2σ2

U2

(

1 + min
i∈{1,2}

|hi|2PR

σ2
i

)
1−α
α

− 1

(17)

The rate region defined in (15) and (16) can be rewritten as

R12 ≤
α

2
log2 (1 + SNR1→2) (18)

R21 ≤
α

2
log2 (1 + SNR2→1) (19)

where SNR1→2 and SNR2→1 are the end-to-end SNRs, defined as follows:

SNR1→2 =
β2|h1|2P1

β2σ2
R + σ2(Λ1)

(20)

SNR2→1 =
β2|h2|2P2

β2σ2
R + σ2(Λ1)

(21)

We notice that SNR1→2 and SNR2→1 are maximized whenσ2(Λ1) is minimal. Thus the optimal

choice on the second moment ofΛ1 is

σ2(Λ1)min =
β2σ2

U2

(

1 + min
i∈{1,2}

|hi|2PR

σ2
i

)
1−α
α

− 1

(22)

Finally by replacingσ2(Λ1)min in (20) and (21), Eq. (4) and (5) are verified and the proof is

concluded.

Remark 1: For the transmission problem of the TWRC, the achievable rate region is inde-

pendent of the choice of the decoders scaling factorsγi. It is also independent of the encoder
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scaling factorβ provided thatσ2(Λ1) is set to its smallest valueσ2(Λ1)min in (22). In the next

section, we show that these parameters that are involved in the source coding problem that was

addressed in [14].

D. Analog Signal Transmission

When using the relay to transmit analog signals, the distortion that affects the reconstructed

signals becomes the main performance metric. The second moment of this distortion is given by

1

n1
E‖YR − ŶRi‖2 = Di ; i ∈ {1, 2} (23)

whereYR = Ui + Si andŶRi = Ûi + Si. By replacingÛi by its value in (12), (23) becomes

Di = (1− γiβ)
2σ2

Ui
+ γ2

i σ
2(Λ1) ; i ∈ {1, 2}. (24)

For the analog signal transmission, this distortion has to be minimized to obtain the optimal

source coding scheme. For fixedβ, the distortion at Ti depends only on two parameters namely

γi andσ2(Λ1). The optimal distortion can be obtained by calculating the following derivatives:

∂Di

∂γi
= 0 ⇒ γ∗

i =
βσ2

Ui

β2σ2
Ui

+ σ2
Λ1

(25a)

∂Di

∂σ2(Λ1)
= 0 ⇒ γ∗

i = 0 (25b)

whereγ∗
i , i ∈ {1, 2} are the optimal decoder scaling factors. Sinceγi > 0, then ∂Di

∂σ2(Λ1)
> 0.

Thus, the functionDi is increasing withσ2(Λ1) andσ2(Λ1)min in (22) is the optimal choice that

minimizes the distortion at each terminal. Therefore,

γ∗
i =

βσ2
Ui

β2σ2
Ui

+ σ2(Λ1)min

, i ∈ {1, 2}. (26)

By replacingσ2(Λ1) andγi by their optimal values, we obtain the minimal value ofDmin
i given

by

Dmin
i =

σ2(Λ1)minσ
2
Ui

β2σ2
Ui

+ σ2(Λ1)min
(27)

=
σ2
U2
σ2
Ui

(

(

1 + min
i∈{1,2}

|hi|2PR

σ2
i

)
1−α
α

− 1

)

σ2
Ui

+ σ2
U2

, i ∈ {1, 2}. (28)

Dmin
i , i ∈ {1, 2}, just like the achievable rates, are independent ofβ. However, for a fixedβ,

the lattice parameters and receivers scaling factors depend on that choice.
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Comments on the Distortions: At terminal T2, the distortion writes:

Dmin
2 =

σ2
U2
σ2
U2

(A− 1)σ2
U2

+ σ2
U2

=
σ2
U2

A

whereA =

(

1 + min
i∈{1,2}

|hi|2PR

σ2
i

)
1−α
α

. It can be reformulated as

σ2
U2

Dmin
2

=

(

1 + min
i∈{1,2}

|hi|2PR

σ2
i

)
1−α
α

α log2

(

σ2
U2

Dmin
2

)

= (1− α) log2

(

1 + min
i∈{1,2}

|hi|2PR

σ2
i

)

(29)

We find, in the left hand side of Eq. (29), the Wyner-Ziv rate distortion function of the Gaussian

sourceYR with side informationS2 at the decoder T2 [24]. It is defined as the minimum rate

needed to achieveDmin
2 and it is given by:

RWZ(D
min
2 ) =

1

2
log2

(

σ2
U2

Dmin
2

)

(30)

Note that the source coding rate is no larger than the channelcoding rate to the relay. Also,

according to (26) the optimal value ofγ2 is given by

γ∗
2 =

βσ2
U2

β2σ2
U2

+ σ2(Λ1)min

With the choiceβ = γ∗
2 , we getβ =

√

1− Dmin

2

σ2

U2

. This is in accordance with the optimal scaling

factor reported in [24], [14] for the optimum Gaussian forward test channel. For this choice of

β, σ2(Λ1)min = Dmin
2 which is consistent with the source coding parameters choices in [14].

At terminal T1, the reconstruction distortion is smaller thanDmin
2 of terminal T2. This is

compatible with the fact that T1 has the best side information quality and the proposed achievable

scheme is optimal for the worst user.

IV. I MPROVED ACHIEVABLE RATE REGION FORTWRC

In the previous section, we presented a PNC scheme in which a common information is

sent from the relay to both users. The rates that are achievable by this scheme depend only on

the ratio σ2(Λ1)min

β2 . This ratio is determined, as shown by Eq.(22), essentiallyby the variance
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σ2
Ui

of the unknown part of the source at the terminal Ti and the lowest channel coefficient

amplitude min
i∈{1,2}

|hi|2
σ2
i

. Thus, the achievable rates are limited by the user which hasthe weakest

side information and also the worst channel condition. In this case, the best user suffers from this

limitation on its achievable rate. In order to improve its rate, an additional refinement information

can be sent from the relay, that can be only decoded by the bestuser.

Without loss of generality, let terminal T1 has a better channel condition than T2, and also more

transmit power i.e|h1| ≥ |h2| andP1 ≥ P2. The following theorem provides an achievable rate

region for the TWRC, obtained using the refinement scheme.

Theorem 2: For a Gaussian TWRC, under the assumptions a.1 to a.8, the convex hull of the

following end-to-end rate-pairs(R12, R21) is achievable:

R12 ≤
α

2
log2





















1 +
|h1|2P1

σ2
R +

|h1|2P1 + σ2
R

(

1 +
ν|h2|2PR

(1− ν)|h2|2PR + σ2
2

)
1−α
α

− 1





















(31)

R21 ≤
α

2
log2























1 +
|h2|2P2

σ2
R +

|h1|2P1 + σ2
R

(

1 +
(1− ν)|h1|2PR

σ2
1

)
1−α
α

[

(

1 +
ν|h2|2PR

(1− ν)|h2|2PR + σ2
2

)
1−α
α

− 1

]























(32)

for α, ν ∈ [0, 1].

As we mentioned previously, the main idea of the coding scheme that we employ for Theorem

2 is having the relay sending two descriptions of its received signal, a common layer that is

intended to be recovered by both users and an individual or refinement layer that is intended to

be recovered by only the best user, i.e., terminal T1.

The proof of Theorem 2 is detailed in the following subsections.
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A. Doubly Nested Lattices for Source Coding

We use a doubly nested lattice chain(Λ0,Λ1,Λ2) such asΛ2 ⊂ Λ1 ⊂ Λ0. We require thatΛ2

is good for channel coding,Λ1 is simultaneously good for channel and source coding andΛ0 is

good for source coding.

From these lattices, we form three codebooks

Cc = Λ1 ∩ V2

Cr = Λ0 ∩ V1

C1 = Λ0 ∩ V3

with the following coding rates:

Rc = 1
n1

log2

(

V2

V1

)

−→
n1→∞

1
2
log2

(

σ2(Λ2)
σ2(Λ1)

)

(33)

Rr = 1
n1

log2

(

V1

V0

)

−→
n1→∞

1
2
log2

(

σ2(Λ1)
σ2(Λ0)

)

(34)

R1 = Rc +Rr = 1
n1

log2

(

V2

V0

)

−→
n1→∞

1
2
log2

(

σ2(Λ2)
σ2(Λ0)

)

(35)

whereRc is the common source rate,Rr is the refinement source rate andR1 is the total source

rate at terminal T1.

1) Encoding: Figure 3 shows the LSE operation. The input signalyR is scaled with a factor

β. Then, a random dithert which is uniformly distributed overV1 is added. This dither is known

by all nodes. The dithered scaled version ofyR, βyR+ t, is quantized to the nearest point inΛ0.

The outcome of this operation is then processed to generate two messages. First, the coset leader

of Λ1 relative toΛ0, vRr, is generated by a modulo-lattice operation. The index ofvRr identifies

the refinement message. Then, another quantization to the nearest point inΛ1 is performed and

processed with another modulo-lattice operation to generate the coset leader ofΛ2 relative to

Λ1, vRc. The index ofvRc identifies the common message. Both messages are defines as:

vRr = QΛ0
(βyR + t) mod Λ1 (36)

vRc = QΛ1
(QΛ0

(βyR + t)) mod Λ2 (37)

= QΛ1
(βyR + t) mod Λ2. (38)
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Fig. 3: Layered Lattice encoding at the relay

It can be seen easily thatvRr ∈ Cr and vRc ∈ Cc. We obtain the same common information

generated in (6). Thus, the (total) information that is intended to terminal T1 is such that

vR1 = vRr + vRc (39a)

= QΛ0
(βyR + t) mod Λ1 +QΛ1

(βyR + t) mod Λ2 (39b)

= QΛ0
(βyR + t)−QΛ1

(QΛ0
(βyR + t)) +QΛ1

(βyR + t)−QΛ2
(QΛ1

(βyR + t)) (39c)

= QΛ0
(βyR + t)−QΛ2

(βyR + t) (39d)

= QΛ0
(βyR + t)−QΛ2

(QΛ0
(βyR + t)) (39e)

= QΛ0
(βyR + t) mod Λ2. (39f)

where the Eq. (39c), (39d) and (39e) follow using the properties of the modulo operation as

given in Section II.

2) Decoding: vRc is decoded at terminal T2. Then, û2 is reconstructed with an LSD using

the side informations2 as

û2 = γ2((vRc − t − βs2) mod Λ2). (40)

At terminal T1, vRc and vRr are both decoded correctly. These coset leaders are used to

recalculate the total informationvR1 from (39a). Finally, the decoder reconstructsû1 as defined

by (41) and shown in Fig. 4, as

û1 = γ1((vR1 − t − βs1) mod Λ2) (41)
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Fig. 4: Lattice source decoding at the Terminal 1

B. Rate Analysis

At the relay, the relay generates the indices ofvRc and vRr. Then they are mapped to the

channel codewordsxRc and xRr. The relay sendsxR(mR) which is the superposition ofxRc

and xRr with transmit powerνPR and (1 − ν)PR, ν ∈ {0, 1}, respectively. The refinement

codewordxRr is encoded on top of the common codewordxRc and it is treated as an interference

while decoding the common message. Thus,XRc → Xr → (Y1,Y2) forms a Markov chain.

As described in previous one layer PNC scheme, the broadcastrate is bounded by the worst

relay-terminal channel capacity for the common message, and by the relay-T1 channel for the

refinement message. In addition, the source-channel separation ensures that the codewordsxRc

andxRr are transmitted reliably to the terminals and thatvRc andvRr are available at the LSD

input of corresponding receivers. Therefore, the rates aresuch that

n1Rc ≤ n2min{I(XRc; Y1), I(XRc; Y2)} (42)

n1Rr ≤ n2I(XRr; Y1|XRc) (43)

For real Gaussian codebooks, we have

I(XRc; Y1) =
1

2
log2

(

1 +
ν|h1|2PR

(1− ν)|h1|2PR + σ2
1

)

I(XRc; Y2) =
1

2
log2

(

1 +
ν|h2|2PR

(1− ν)|h2|2PR + σ2
2

)

I(XRr; Y1|XRc) =
1

2
log2

(

1 +
(1− ν)|h1|2PR

σ2
1

)
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Since |h2| ≤ |h1|, min{I(XRc; Y1), I(XRc; Y2)} = I(XRc; Y2). Using Eq. (33), (34), (42) and

(43), the rates’ conditions become

n1 log2

(

σ2(Λ2)

σ2(Λ1)

)

≤ n2 log2

(

1 +
ν|h2|2PR

(1− ν)|h2|2PR + σ2
2

)

(44)

n1 log2

(

σ2(Λ1)

σ2(Λ0)

)

≤ n2 log2

(

1 +
(1− ν)|h1|2PR

σ2
1

)

(45)

Now, û1 and û2 can be obtained using (41) and (40), respectively. At terminal T2, û2 can be

written as:

û2 = γ2((βu2 + eq,1) mod Λ2) (46)

= γ2(βu2 + eq,1) (47)

whereeq,1 is the quantization error at latticeΛ1 given by

eq,1 = QΛ1
(βyR + t))− (βyR + t) = −(βyR + t) mod Λ1

and (47) can be obtained by proceeding as in Section III-B. Note that Pr(βU2 + Eq,1 /∈ V2)

vanishes asymptotically provided that:

1

n1

E‖βU2 + Eq,1‖2 = β2σ2
U2

+ σ2(Λ1) ≤ σ2(Λ2) (48)

In this case, the rate achievable at terminal T2 is such that

nR12 ≤
n1

2
log2

(

1 +
β2|h1|2P1

β2σ2
R + σ2(Λ1)

)

. (49)

At terminal T1, û1 can be obtained as

û1 = γ1((βu1 + eq,0) mod Λ2) (50)

≡ γ1(βu1 + eq,0) (51)

whereeq,0 is the modulo-Λ0 quantization error given by

eq,0 = QΛ0
(βyR + t)− (βyR + t) = −(βyR + t) mod Λ0

and (51) holds ifβu1 + eq,0 ∈ V2. Note that, by using Lemma 1,Eq,0 is independent from

YR, and thus fromU1. Also this quantization error is uniformly distributed over V0. Therefore,

VAR(Eq,0) = σ2(Λ0). The probability Pr(βU1 + Eq,0 /∈ V2) vanishes asymptotically provided

that:
1

n1
E‖βU1 + Eq,0‖2 = β2σ2

U1
+ σ2(Λ0) ≤ σ2(Λ2) (52)
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Thus,

Û1 = γ1(βh1X2 + βZR + Eq,0)

Communication from terminal T2 to terminal T1 is equivalent to that over an AWGN channel

with noiseγ1(βZR + Eq,0). Hence the achievable rate of this link satisfies:

nR21 ≤
n1

2
log2

(

1 +
β2|h2|2P2

β2σ2
R + σ2(Λ0)

)

(53)

C. Achievable Rate Region

The rate region that is achievable using the coding scheme that we described so far can be

obtained using (44),(45), (48) and (52). Letting
n1

n
= α, we get















































σ2(Λ2)

σ2(Λ1)
≤
(

1 +
ν|h2|2PR

(1− ν)|h2|2PR + σ2
2

)
1−α
α

σ2(Λ1)

σ2(Λ0)
≤
(

1 +
(1− ν)|h1|2PR

σ2
1

)
1−α
α

σ2(Λ1) ≤ σ2(Λ2)− β2σ2
U2

σ2(Λ0) ≤ σ2(Λ2)− β2σ2
U1

Sinceσ2(Λ2) ≥ σ2(Λ1) ≥ σ2(Λ0), the last constraint in the system is not active. Thus we obtain

the following bounds on the second moment of the lattices

σ2(Λ1) ≥
β2σ2

U2

(

1 +
ν|h2|2PR

(1− ν)|h2|2PR + σ2
2

)
1−α
α

− 1

(54)

σ2(Λ0) ≥
σ2
Λ1

(

1 +
(1− ν)|h1|2PR

σ2
1

)
1−α
α

(55)

The rate region defined by (49) and (53) can then be rewritten equivalently as

R12 ≤
α

2
log2 (1 + SNR1→2) (56)

R21 ≤
α

2
log2 (1 + SNR2→1) (57)

where the end-to-end SNRs are given by

SNR1→2 =
β2|h1|2P1

β2σ2
R + σ2(Λ1)

(58)

SNR2→1 =
β2|h2|2P2

β2σ2
R + σ2(Λ0)

(59)
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It is easy to see that one obtains larger rates if the inequalities in (55) and (56) hold with

equality, i.e., the optimal choice on the second moment ofΛ1 is

σ2(Λ1)min =
β2σ2

U2

(

1 +
ν|h2|2PR

(1− ν)|h2|2PR + σ2
2

)
1−α
α

− 1

(60)

and the optimal choice on the second moment ofΛ0 is

σ2(Λ0)min =
β2σ2

U2

(

1 + (1−ν)|h1|2PR

σ2

1

)
1−α
α

[

(

1 + ν|h2|2PR

(1−ν)|h2|2PR+σ2

2

)
1−α
α − 1

] (61)

Finally, by substitutingσ2(Λ1)min and σ2(Λ0)min in (58) and (59), we get (31) and (32). This

completes the proof of Theorem 2.

Remark 2: The obtained achievable rates are independent of the choiceof the scaling factors

β and γi. The optimal choice of these parameters is explained when considering the source

coding problem as explained in the next section.

D. Analog Signal Transmission

Proceeding as in the analysis in III-D, it can be easily obtained that the optimal scaling factors

γi that minimize the distortion at each terminal are given by

γ∗
1 = βσ2(Λ1)

β2σ2

U2
+σ2(Λ1)

, (62)

γ∗
2 = βσ2(Λ0)

β2σ2

U1
+σ2(Λ0)

. (63)

Thus, the minimal distortion at terminal T2 is

Dmin
2 =

σ2
U2

(

1 +
ν|h2|2PR

(1− ν)|h2|2PR + σ2
2

)
1−α
α

(64)

and the minimal distortion at terminal T1 is

Dmin
1 =

σ2
U1
σ2(Λ0)min

β2σ2
U1

+ σ2(Λ0)min

(65)

=
σ2
U2
σ2
U1

(

1 +
(1− ν)|h1|2PR

σ2
1

)
1−α
α

(

(

1 +
ν|h2|2PR

(1− ν)|h2|2PR + σ2
2

)
1−α
α

− 1

)

σ2
U1

+ σ2
U2

.(66)

Observe that the distortionDmin
1 that is allowed by the layered coding scheme described so far

is, as expected, smaller than that of the coding scheme of Section III given by (27).
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To summarize, if we are interested in the distortion problemin addition to the transmission

problem addressed in this paper, the choice ofβ can be left to the designer. The optimal lattice

parameters and the receivers’ scaling factors that depend on this choice are given by Eq. (22)

and (26) for the first scheme and (60), (61), (62) and (63) for the second scheme. However,

this choice does not affect the optimal achievable rates anddistortions that depend only on the

system parameters.

V. NUMERICAL RESULTS

This section presents numerical results of the achievable rates of our proposed schemes

compared to AF and DF protocols and the outer-bound capacitygiven in [3], [11].

We select the time-division parameterα ∈ [0, 1] that permits to trade among the multiaccess

and broadcast phases in a manner that maximizes the users rates. The bounds are determined

by maximizing the weighted sum of the ratesR12 andR21 for each protocol. For example, for

the scheme of Section IV, we solve the following problem for all values ofη ∈ [0, 1]

max ηR12 + (1− η)R21 (67a)

s.t. (R12, R21) satisfy (31) and (32) (67b)

for α andν ∈ [0, 1] (67c)

It is worth noting that the time divisionα with AF relaying scheme is is set optimally to1
2
.

We consider equal noise variancesσ2
1 = σ2

2 =σ2
R = 1, different transmit powers and asymmetric

channels with|h1|2P1 ≥ |h2|2P2. For convenience, we refer to the achievable rate regions of

Theorems1 and2 respectively as LCF1 and LCF2.

Figure 5 shows the rates allowed by AF, DF and our proposed scheme LCF1 for two different

setups: i) terminal T2 experiencing better channel conditions and having less power than terminal

T1 in Fig. 5a, and ii) terminal T1 experiencing better channel conditions and having less power

than terminal T2 in Fig. 5b.

Note that our scheme LCF1 is, in essence, a CF relaying strategy that is adopted and tailored

appropriately for the TWRC. Being based on linear (lattice)coding, this strategy has been

shown in [14] to possibly achieve the same rates as those allowed by random coding [11], [12].

It has been shown in [11], that CF strategy achieves rates that are larger than those by AF for

symmetric power and channel configurations. However, this result is not verified for asymmetric
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|h1|2 = 2, |h2|2 = 0.5

Fig. 5: Achievable rate regions and the outer bound capacityof the Gaussian TWRC. In the

left, T1 has the best transmit power and the worst channel. In the right, T2 has the best transmit

power and the worst channel.

channels. This is shown in Fig.5 where the difference between the rate regions of AF and LCF1

is negligible for moderate SNR values and asymmetric channels.

Figure 6 illustrates the performance of all schemes in the symmetric power and channel

conditions case. End-to-end equal ratesR12 = R21 as a function of the SNR are shown for equal

channel and power conditions for all nodes. Define SNRij =
|hij |2Pi

σ2

j
. It is clearly seen that LCF1

outperforms DF for SNRs≥ 12 dB. This result can be interpreted analytically. In fact,it can

be seen easily that for small SNR values, DF rate approaches

RDF → max
α

min{αSNR, (1− α)SNR} =
1

4
SNR.

Also, the rate offered by LCF1 approaches

RLCF1 →
((
√
SNR + 1− 1) + (SNR− 2

√
SNR + 2)

√
SNR)SNR2

2(
√
SNR + 1− 1) +

√
SNR

Thus, in such small SNR regime, we haveRLCF1 ≤ RDF . On the other hand, for high SNR,

DF rate can be approximated by

RDF → 1

6
log2(SNR)
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Fig. 6: Equal ratesR12 = R21 for symmetric channels: SNR = SNR1R = SNRR1 = SNR2R

=SNRR2. LCF1 outperforms AF and DF for SNR> 11 dB

and LCF1 rate approaches

RLCF1 →
1

4
(log2(SNR)− 1).

It is immediately seen that for large SNRs, we have,RLCF1 ≥ RDF which corresponds to the

result in Fig. 6.

In what follows, we consider channel parameters combinations such thatP1 ≥ P2 and|h1|2 ≥
|h2|2. Figure 7 draws the achievable rate regions of LCF1 and LCF2.One can see that the

two-layer based scheme LCF2 enlarges the rate region compared to the basic scheme since the

relay sends additional information to the best terminal T1. For the setting presented in Fig. 7a,

the achievable rateR21 increases by60% due to the additional refinement individual description.

Figure 7b illustrates this aspect for a different choice of the channel parameters whereR21

increases by more than100%.

Finally, when compared to DF and AF relaying schemes, simulations show that LCF2 scheme

outperforms AF in all SNR regimes for symmetric and asymmetric configurations.

Figure 8 illustrates the achievable rate regions of DF, AF and both lattice-based schemes,

LCF1 and LCF2, for various SNR settings.

At small SNRs, the scheme LCF2 outperforms the scheme LCF1; but they both fall short

of attaining the same performance as that offered by DF whichis nearly optimal in this SNR
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Fig. 7: Achievable rate regions of LCF1 and LCF2. LCF2 achieves greater end-to-end rates at

T1

regime. In fact, in this SNR regime, the rate region obtainedwith DF relaying approaches

relatively closely the outer bound as can be seen in Fig. 8d. Note that our observation here is

consistent with the results in [11], [25] that showed that DFscheme is better than the other

relaying schemes for low SNR region.

At very large SNRs, LCF1 and LCF2 achieve better rates than DFas shown in Fig. 8a. At

moderate to large SNRs, the scheme LCF2 performs better thanclassic DF.

Remark 3: We have assumed in our system model perfect CSI at all nodes. However, in the

proposed two lattice-based coding schemes (LCF1 and LCF2),this perfect knowledge of the

channel state can be relaxed. In fact, in order to compress its received signal, the relay needs

only the module of the channel gains to reconstruct its encoding scheme. For each terminal,

the decoder uses the available side informationSi = hiXi that depends on its terminal-relay

channel. Appropriate training sequences can be employed toestimate the channel of the relay.

Furthermore, each decoder estimates only its unknown part of the relay received signals. It is

shown in sections III-B and IV-B that the communication between both terminals is equivalent

to the output of an effective Gaussian channel for both proposed schemes. Thus, a training

sequence can also be used in order to estimate at each decoder, the channel on the other link.
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(b) P1 = 20 dB, P2 = 18 dB, PR = 17 dB, |h1|2 = 4,

|h2|2 = 0.5
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(c) P1 = 10 dB, P2 = 9 dB, PR = 9 dB, |h1|2 = 4 and

|h2|2 = 2
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(d) P1 = 5 dB, P2 = 3 dB, PR = 3 dB, |h1|2 = 4 and

|h2|2 = 0.5

Fig. 8: Achievable rate regions of DF, AF, LCF1 and LCF2 in different channel and power

settings

VI. CONCLUSION

In this paper, we studied the problem of exchanging messagesover a Gaussian two-way relay

channel. We derived two achievable rate regions based on compress and forward lattice coding.

In the proposed schemes, the relay uses a lattice based Wyner-Ziv encoding by taking into

account the presence of the side information at each node. (i.e. the signal broadcasted by the

relay includes also the signal that has been transmitted by each user to the relay during the first

MAC transmission phase).
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First, we develop a coding scheme in which the relay broadcasts the same signal to both

terminals. We show that this scheme offers the same performance as random coding based

compress-and-forward protocol [14]. Then, we propose, andanalyze the performance of, an im-

proved coding scheme in which the relay sends not only a common description of its output, but

also an individual description that is destined to be recovered by only the user who experiences

better channel conditions and better side information. We show that this results in substantial

gains in rates. Numerical results demonstrate an enhancement of the achievable rate region over

the basic scheme up to 100% for moderate SNR regime and asymmetric channel conditions.

Also, the improved scheme outperforms classic amplify-and-forward at all SNR values, and

classic decode-and-forward for certain SNR regimes.

Finally, it is worth mentioning that our schemes are based onstructured codes that have low

complexity compared to random coding from practical viewpoints. However, in these schemes,

lattices codewords are used only at the relay while Gaussiancodewords are used at the terminals’

nodes. Considering lattice codes at all the nodes can be evenmore appropriate for practical

systems.
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