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Abstract—Quantize-Map-and-Forward (QMF) relaying has
been shown to achieve the optimal diversity-multiplexing trade-
off (DMT) [1] for arbitrary slow fading full-duplex networks
[2] as well as for the single-relay half-duplex network [3].
A key reason for this is that quantizing at the noise level
suffices to achieve the cut-set bound approximately to within an
additive gap, without any requirement of instantaneous channel
state information (CSI). However, DMT only captures the high
SNR performance and potentially, limited CSI at the relay
can improve performance at moderate SNRs. In this work we
propose an optimization framework for QMF relaying over slow
fading channels. Focusing on vector Gaussian quantizers, we
optimize the outage probability for the full-duplex and half-
duplex single relay by finding the best quantization level and
relay schedule according to the available CSI at the relays. For
the N -relay diamond network, we derive an universal quantizer
that sharpens the additive approximation gap of QMF from
the conventional Θ(N) bits/s/Hz [2] [4] to Θ(log(N)) bits/s/Hz
using only network topology information. Analytical solutions to
channel-aware optimal quantizers for two-relay and symmetric
N -relay diamond networks are also derived. In addition, we
prove that suitable hybridizations of our optimized QMF schemes
with Decode-Forward (DF) or Dynamic DF protocols provide
significant finite SNR gains over the individual schemes.

Index Terms—Cooperative Relaying, Outage Probability, Op-
timization, Relay Scheduling, Quantize-Map-and-Forward

I. INTRODUCTION

Cooperative communication as a means to provide reliable
high data-rate wireless transmission has been extensively stud-
ied for the past several decades, both from an information-
theoretic viewpoint as well as from the perspective of commu-
nication protocols. However, the capacity characterization of
the relay channel [5] has remained one of the most fundamen-
tal open problems in information theory, not to mention that of
general wireless relay networks. Various relaying techniques
for single-relay and multiple-relay wireless networks have
been proposed and studied over the years, including amplify-
and-forward (AF), decode-and-forward (DF) [5], compress-
and-forward (CF) [5], compute-and-forward [6], and quantize-
map-and-forward (QMF) [2] [4].

Among these, QMF was shown to be the first relaying strat-
egy that provably achieves the capacity of arbitrary Gaussian
relay networks to within a bounded additive gap, independent
of the channel coefficients in the network [2]. This is referred
to as the universal approximation property of QMF, and
asymptotically, QMF achieves the capacity of Gaussian relay
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networks as SNRs go to infinity. As per the original work
in [2], QMF operates on the following principles: each relay
quantizes its received signal at the noise level and maps it
onto the transmit codebook; the destination performs a joint
decoding operation that together utilizes all the information
it receives from the source and the relays to converge on
the transmitted source codeword. Unlike conventional CF [5]
however, explicit decoding of the quantized values from the
relay is not a requirement for QMF. Also, the QMF relays
in [2] do not require any channel state or network topology
information for their operation. Owing to the universal approx-
imation property, QMF is naturally robust to channel fades and
hence, a potentially attractive candidate for wireless settings.
In particular, for slow fading wireless relay networks, QMF
achieves the optimal diversity-multiplexing tradeoff (DMT)
[1] for arbitrary full-duplex networks [2] and the half-duplex
single-relay network [3].

However, in spite of possessing the above mentioned at-
tributes, an obvious concern with QMF operation in moderate-
SNRs is the additive gap from the information-theoretic cutset
upper bound – 15N bits/sec/Hz in [2] improved to 1.26N in
[4], with N being the number of nodes in the single-source
single-destination relay network. Even for reasonably sized
networks, these gaps can a priori seem prohibitively large
for network operation at finite SNRs and existing schemes
could potentially outperform QMF at these SNRs even without
possessing an universal approximation property. Opposing this
concern on the other hand, is the observation that unlike the
original works on QMF [2] [4], one could make use of the
available channel state information (CSI) at the network nodes,
as well as the network topology to boost QMF performance at
practically operable SNRs, and translate the inherent advan-
tages of QMF to these regimes.

In this work, we are interested in optimizing the finite-
SNR performance of QMF relaying for specific small networks
in slow fading scenarios, and the performance metric we
take is the outage probability Pout(R) at a given rate R,
which denotes the probability of the system failing to support
transmission at rate R. Our goal is to examine whether QMF
can prove to be a viable alternative or even a scheme of choice
in typical operating SNRs when limited channel knowledge
is available at the network nodes. We focus on the single-
relay network (Fig. 1(a)) and the N -relay diamond network (a
topology introduced in [7] in which the source communicates
to the destination via N non-interfering relays, Fig. 1(b)).
Given (possibly limited) CSI at the relays, we develop an
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optimization framework to choose the system parameters at
the relays, including the quantization level and the half-duplex
relay schedule, so that the outage probability Pout(R) at a
given rate R is minimized. The two CSI scenarios primarily
considered in this work are: (1) the global CSI scenario, where
all relay nodes have full knowledge of the magnitudes of
the fading coefficients in the entire network together with the
phase of its incoming link, and (2) the receiver CSI (CSIR)
scenario, where each relay node only knows the realization
(magnitude and phase) of the fading channel coefficient of its
incoming link.

We also explore the benefit of incorporating relay decoding
into our schemes by using limited CSI to decide when the relay
should switch modes. For full-duplex networks, if channel
conditions permit, decoding is a natural choice as it cleans
up incoming noise at the relay. For half-duplex networks, the
decisions are more involved as we have to deal with dynamic
versions of both the DF and QMF protocols that depend on the
listening time (schedule) of the relay. For instance, a schedule
that permits decoding may not be the optimal schedule to use.
We discuss how our framework deals with such choices in the
later sections.

Contributions

Our main contributions in this paper are summarized in the
following:

(i) For the single-relay full-duplex network, we derive
outage-optimal quantizers under various levels of limited
CSI. Numerical evaluations demonstrate finite-SNR gains
(over the baseline noise-level scheme) ranging from 3
dB for CSIR settings, to 6 dB for global CSI-aware
relays. For the half-duplex relay, we jointly optimize the
quantizer and relay schedule under similar settings. The
results were partially presented in our conference paper
[8].

(ii) For the N -relay diamond network, we show that a
topology-aware universal quantizer can reduce the addi-
tive approximation gap of QMF from the conventional
Θ(N) [2] [4] to within Θ(log(N)) bits/s/Hz, improving
the performance of QMF in slow fading networks when
no CSI is available. We also derive analytical solutions
for channel-aware optimal quantizers for the 2-relay and
symmetric N -relay networks when global CSI is available
at the relays. These results were presented in part in our
conference paper [9]1.

(iii) In the CSIR settings, we prove that suitable hybridizations
of optimized QMF with DF (Dynamic DF for half-
duplex) universally outperform the outage performance
of the individual schemes for the single relay network.
For the diamond network, hybridization is also shown
to improve the performance of QMF, with simulations
demonstrating a 5 dB gain over QMF alone, and a gain in
diversity order over DF in asymmetric diamond networks.

1A version of the Θ(log(N)) gap result was also presented in [10]
independently at the same conference as our work [9]

Related Work

Cooperative relaying over slow fading networks have been
extensively studied in the literature. For full-duplex networks,
the optimal DMT is found for the single relay channel [11]
and then for arbitrary relay networks [2]. For half-duplex
networks, [12] proposed the DDF scheme, which is later
slightly improved by superposition coding in [13]. In [3],
it is shown that QMF relaying achieves the optimal DMT
for the single-antenna relay channel. For finite-SNR outage
performance, most works in the literature were focused on
DF and AF, eg., [14] – [18]. The outage performance of
QMF over the half-duplex relay channel is recently studied
in [19] but the optimization of schedules and performance
of dynamic relaying protocols are not further pursued. The
idea of hybridization of QMF and DF has been reported in an
independent archive submission [20], where the treatment is
limited to full-duplex relay networks.

The paper is organized as follows: Section II details the
communication model for the single relay, as well as the
N -relay diamond network and also outlines the metrics that
are used to demonstrate the performance benefits of our
schemes. Section III collects the mathematical expressions for
the achievable QMF rates with Gaussian vector quantizers,
as well as those for DF, DDF and cutset bound expressions
that will be used throughout the paper. Section IV details the
limited-CSI QMF optimizations for the full-duplex single relay
network, while Section V deals with the more involved joint
optimization problem for the half-duplex variant. In Section
VI, we focus on the optimization choices for the N -relay
diamond network. Each of the sections IV, V and VI contain
numerical evaluations that provide a visual insight into our
results.

II. MODEL AND METRICS
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(b) The N -Relay Diamond Net-
work with a partition Ω = {1, 2}
on relays

A. Single Relay Network

The single relay channel is depicted in Fig. 1(a). The source
S communicates with the destination D with the help of a
relay R that is capable of causal signal processing. The signals
transmitted by the source and the relay are denoted by X and
Xr respectively. The received signal at the destination and the
relay are denoted by Y and Yr respectively.

In the full-duplex case, the received signals as a function
of the transmitted signals are as follows: for t ∈ {1, 2, . . . , T}
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where T is the communication block length,

Yr[t] = hX[t] + Zr[t], Y [t] = g1Xr[t] + g2X[t] + Z[t]. (1)

The complex channel coefficient from the source to relay
is denoted by h and those from relay to destination and
source to destination are denoted by g1 and g2 respectively.
Additive white Gaussian noises Z and Zr are i.i.d CN (0, 1)
random variables. The transmitted signals are normalized to
have an average power constraint of unity at the source and
the relay, i.e., E(|X|2) ≤ 1 and E(|Xr|2) ≤ 1. For notational
convenience, denote the amplitude of the channel coefficients
as follows: h := |h|, g1 := |g1|, g2 := |g2|.

In the half-duplex scenario, the relay listens for a fraction
f ∈ [0, 1] of the total communication block length N and
transmits for the fraction (1−f). Without loss of generality, we
assume that the relay is in the listening phase during the first
bfT e symbols times (b·e denotes the closest rounded integer)
and in the transmitting phase during the rest. The received
signals as a function of the transmitted signals are defined as
in (1) except that due to the half-duplex constraint, Xr[t] = 0
for t ∈ {1, 2, . . . , bfT e} when the relay is listening, and for
the remaining time Yr[t] = 0, t ∈ {bfT e+ 1, . . . , T}.

B. Diamond Networks

The N -Relay diamond network we consider is shown in
Fig. 1(b). In this model, the source S communicates with
the destination D via N relay nodes capable of causal signal
processing. The signals transmitted by the source S and the
relay nodes Ai ∈ {A1,A2, . . . ,AN} are denoted by X and Xi.
The received signal at the destination and the relay nodes are
denoted by Y and Yi, i ∈ {1, 2, . . . , N}. The received signals
as a function of the transmitted signals are as follows:

Yi = hiX + Zi, Y =

N∑
i=1

giXi + Z

where hi represents the complex channel coefficient between
S and Ai and gi denotes that between Ai and D. Zi, i ∈
{1, 2, . . . , N} and Z are i.i.d CN (0, 1) random variables.
The transmitted signals are normalized to have an average
power constraint of unity at the source and the relays, i.e.,
E(|X|2) ≤ 1 and E(|Xi|2) ≤ 1, i ∈ {1, 2, . . . , N}. Again,
for notational convenience, we let hi := |hi|, gi := |gi| for
i = {1, 2, . . . , N}.

C. Outage Performance in Slow Fading Environment

In the slow fading scenario, the block-fading channel gains
are Rayleigh distributed and are independent from link to link,
and across blocks.

The outage probability Pout(R) is the probability that the
system cannot support the transmission rate R from the
source. From the static channel capacity bounds, we have the
following lower and upper bounds on the outage probability:

Pout(R) ≥ Pout,cut(R) := Pr
{
R > Ccut

}
Pout(R) ≤ Pout,ACH(R) := Pr {R > RACH}

where Ccut denotes the information-theoretic cutset upper
bound on network capacity and ACH denotes any achievable
scheme, like QMF, DF or DDF.

It is shown as a corollary in [2] that QMF achieves the
optimal DMT [1] for arbitrary full-duplex relay networks. In
[3], it was shown that even for the single-relay half-duplex
channel, QMF relaying with a noise-level quantizer and a
fixed 1/2 − 1/2 schedule achieves the optimal DMT. At
finite SNR however, one can sharpen the upper bound on the
outage probability by optimizing the quantization distortion
level (and the schedule f , for half-duplex networks) at the
relay depending on available CSI.

To characterize the finite SNR outage performance corre-
sponding to different multiplexing gains on the DMT curve,
we demonstrate the performance of our schemes by plotting
the outage probabilities as a function of the SNR of one of
the links (the SNRs of the other links scale in proportion to
the configuration considered) for different rate scalings, i.e,
we plot Pout(R) vs SNR, where instead of a fixed rate R,
we use R = r log(SNR) where r can be thought of as the
multiplexing gain. This method of representation allows us to
take finite SNR snapshots of the DMT for varying multiplexing
gains. Also, such a representation serves as a good guideline
for most wireless systems that adapt their transmission rates
according to channel conditions.

D. Limited CSI constraints

In this paper, we are primarily concerned with two settings
of available CSI:
(i) Global CSI: In this setting, the relay has access to the

magnitudes of the fading coefficients in the entire network
but it does not require the phases of its forward channels
in order to carry out optimizations on QMF. This piece
of information is available in many wireless systems due
to reciprocity of channel magnitudes. However, the relay
does need phase knowledge of its incoming link in order
to generate the quantization codebooks for instance.

(ii) CSIR: when only receiver CSI (CSIR) is available at the
relay (both magnitude and phase information), as is the
most practical scenario for typical wireless systems.

We derive QMF optimizations and optimal combinations
with other schemes for both settings for the single relay
network as well as the diamond network. For the single relay
network, we consider both the full-duplex as well as the
half-duplex problem, whereas for the diamond network, we
consider only the full-duplex problem.

While arriving at the CSIR-optimal relaying schemes, we
also provide optimizations for the single relay network where
the relay has access to local CSI, i.e., the instantaneous
knowledge of its incoming and outgoing channels.

III. RATE EXPRESSIONS AND UPPER BOUNDS

To consolidate the development of our optimization frame-
work, in this section we provide the expressions of the
information-theoretic cutset upper bound and achievable rates
of the QMF relaying scheme as well as other relaying schemes
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(DF and DDF) considered in this paper. The explicit deriva-
tion of these expressions follows straightforwardly from the
literature [2] [4] [5]. For notational convenience, in the rest of
this paper, logarithm is of base 2.

A. Single Relay Network

1) QMF Achievable Rates: The achievable rate for QMF re-
laying is given by the following single-letter characterization:
for a given probability distribution p(X)p(Xr)p(Ŷr|Yr, Xr),

RQMF = min

 I (X,Xr;Y )− I
(
Yr; Ŷr|X,Xr, Y

)
,

I
(
X; Ŷr, Y |Xr

)  .

Here Ŷr denotes the quantizer output of the relay. We pick
X ∼ CN (0, 1), Xr ∼ CN (0, 1) and a Gaussian vector quan-
tization codebook generated by the single-letter probability
distribution

Ŷr = Yr + Ẑr, Ẑr ∼ CN (0,∆) , (2)

independent of everything else. The parameter ∆ determines
the quantization distortion level: the larger ∆ is, the coarser
the quantization is [4]. With this choice, the QMF achievable
rates are as follows:

Full-Duplex: RQMF(∆) = dmin {I1, I2}e+, where

I1(∆) = log

(
1 +

h2

1 + ∆
+ g2

2

)
I2(∆) = log

(
1 + g2

1 + g2
2

)
− log

(
1 + ∆

∆

) (3)

Half-Duplex: Rhd,QMF(∆; f) = dmin {Ihd,1, Ihd,2}e+,
where

Ihd,1(∆, f) = f log

(
1 +

h2

1 + ∆
+ g2

2

)
+ (1− f) log

(
1 + g2

2

)
Ihd,2(∆, f) = (1− f)

(
log
(
1 + g2

1 + g2
2

))
+ f

{
log
(
1 + g2

2

)
− log

(
1 + ∆

∆

)} (4)

2) DF and DDF Achievable Rates:

Full-Duplex:

RDF = max

{
log
(
1 + g2

2

)
,min

{
log
(
1 + h2

)
,

log
(
1 + g2

1 + g2
2

) }}
DF is also DMT optimal for the single relay full-duplex
network, and the DF achievable rate is within 1 bit/sec/Hz
of the cutset bound. It is to be noted that in the expression
above, we assume that the relays do not know the phases of
the forward channels and hence, in the last term there is no co-
herent combining gain. This assumption is true throughout this
paper. Also note that we shall use point-to-point transmission
if h2 < g2

2 .

Half-Duplex: For the half-duplex network, the dynamic
decode-forward (DDF) protocol [12] is the appropriate variant
of DF. In this protocol, the relay adjusts its schedule (the

fraction of time it listens) in accordance with the received
channel strength to decide how long it needs to listen for
it to be able to decode, or whether at all it can decode the
transmission from the source. The achievable rate as a function
of the relay schedule is given by

RDDF(f) =
{

log
(
1 + g2

2

)
, R1(f)

}
, where

R1(f) = min

{
f log

(
1 + h2

)
,

(1− f) log
(
1 + g2

1 + g2
2

)
+ f log

(
1 + g2

2

) }
The optimal rate achievable (over all possible schedules) is
given by: R∗DDF = maxf∈[0,1]RDDF(f).

It is important to note that for the half-duplex network, none
of the schemes (including DDF) other than QMF is DMT
optimal for the entire range of multiplexing gains [3],

3) Upper Bounds on Capacity: The cutset upper bound on
the capacity of the full-duplex single relay channel is given
by Ccut = min {C1, C2} where

C1 = log
(
1 + h2 + g2

2

)
, C2 = log

(
1 + (g1 + g2)

2
)
.

For the half-duplex case, the cutset bound expres-
sion for a given schedule f is given by Chd,cut(f) =
min {Chd,1(f), Chd,2(f)} where

Chd,1(f) = f log
(
1 + h2 + g2

2

)
+ (1− f) log

(
1 + g2

2

)
,

Chd,2(f) = f log
(
1 + g2

2

)
+ (1− f) log

(
1 + (g1 + g2)

2
)
.

(5)

B. Diamond Networks

We denote by Ω, a partition of the index set [1 : N ] :=
{1, 2, . . . , N} of the relay nodes {A1, . . . ,AN}. Therefore, for
any Ω ⊆ [1 : N ], {S} ∪ {Ai : i ∈ Ω} is a cut of the network
(see Fig. 1(b) for illustration). Moreover, let XΩ := {Xi : i ∈
Ω}.

1) QMF Achievable Rates: The achievable rate for QMF
relaying over the N -relay diamond network is evaluated using
the single-letter characterization2 in [4].

RQMF = max min
Ω

 I
(
X,XΩ; ŶΩc , Y |XΩc

)
−I
(
YΩ; ŶΩ|X,X[1:N ], ŶΩc , Y

) 
where the maximum is taken over all probability distributions
p(X)

∏
i∈[1:N ] p (Xi) p

(
Ŷi|Yi, Xi

)
. Here Ŷi denotes the quan-

tizer output of relay Ai. Generating the Gaussian vector quanti-
zation codebooks with the following independent single-letter
probability distributions Ŷi = Yi+ Ẑi, Ẑi ∼ CN (0,∆i) , i =
1, . . . , N , the above achievable rate is evaluated as

RQMF

(
∆[1:N ]

)
= min

Ω

{
R
(
Ω; ∆[1:N ]

)}
where ∆J := {∆j | j ∈ J}, and R

(
Ω; ∆[1:N ]

)
is as follows:

R
(
Ω; ∆[1:N ]

)
=

 log
(
1 +

∑
i∈Ω |gi|2

)
+ log

(
1 +

∑
j∈Ωc

|hj |2
1+∆j

)
−∑i∈Ω log

(
1+∆i

∆i

) +

(6)
2The Gaussian version was proved in [21] using lattice vector quantizers.
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2) DF Achievable Rates: The DF achievable rate is given
by:

RDF = max
Ω

{
min

{
log

(
1 +

∑
i∈Ω

g2
i

)
,min
i∈Ω

log
(
1 + h2

i

)}}
3) Upper Bounds on Capacity: The cutset upper bound on

the capacity of the network is given by (7) in the following.

Ccut ≤ min
Ω

log

1 +

(∑
i∈Ω

gi

)2
+ log

1 +
∑
j∈Ωc

h2
j


(7)

IV. FULL-DUPLEX SINGLE RELAY NETWORK

In this section we focus on the full-duplex single-relay
network.We study the ways in which the full-duplex relay
can utilize the available CSI to optimize and improve the
performance of QMF in slow fading scenarios. As mentioned
in Section III, we focus on QMF with Gaussian random
codebooks and Gaussian vector quantizers as shown in (2).
Hence, the optimization parameter that the relay can choose
is the quantization level ∆ used in (2).

We assume that the relay knows the probability distributions
of the three links {h, g1, g2}, but has limited access to the
realizations of them in each transmission block. Recall that the
channels are Rayleigh-faded and are independent from link to
link, and across blocks:

h ∼ CN (0, 1/ρ), g1 ∼ CN (0, 1/λ1), g2 ∼ CN (0, 1/λ2)

where 1/ρ, 1/λ1, 1/λ2 denote the signal-to-noise ratios in the
Source-Relay link, the Relay-Destination link, and the Source-
Destination link respectively.

In the rest of this section, we study the following CSI
scenarios:
• The relay has global CSI, i.e., the instantaneous realiza-

tions of h, g1 and g2.
• The relay has local CSI, that is, the instantaneous real-

izations of h and g1.
• The relay has CSI at the receiver (CSIR) only, that is the

realization of h.
In the global CSI setting, the optimization problem is equiv-

alent to rate maximization. In the other cases, we formulate
the objective function as the outage probability, conditioned
on the known channel gain realizations at the relay. For the
CSIR-limited case, we also prove that a hybridization of QMF
(using optimized quantizers) with DF provides a strictly better
outage performance than either one of the two schemes for all
channel configurations.

A. Global CSI at the Relay

When the relay has access to the instantaneous channel
gain realizations h, g1 and g2, it will choose a quantizer
distortion ∆∗ that maximizes RQMF(∆). Hence using (3),
the optimization problem can be stated as a max min problem
as follows:

R∗QMF = max
∆>0

{
dmin {I1, I2}e+

}

and the optimizing ∆ is denoted by ∆∗.
We note that I1 is monotonically decreasing in ∆ and I2 is

monotonically increasing in ∆. Also, at the boundary points
of the admissible range of ∆, we have,

I1(0) = lim
∆→0+

I1 = log
(
1 + h2 + g2

2

)
I1(∞) = lim

∆→∞
I1 = log

(
1 + g2

2

)
I2(0) = lim

∆→0+
I2 = −∞

I2(∞) = lim
∆→∞

I2 = log
(
1 + g2

1 + g2
2

)
The properties I1 > 0 ∀∆ > 0, I2(0) < I1(0) and

I2(∞) > I1(∞), together with the above mentioned mono-
tonicity properties ensure that the optimum quantizer distortion
is given by

∆∗ = arg∆ {I1 = I2} =
1 + h2 + g2

2

g2
1

B. Local CSI at the Relay

The goal here is to find a quantizer distortion based on
the available channel knowledge that minimizes the con-
ditional probability of outage at a given rate R, denoted
by Pout|h,g1(R; ∆). Since the fading channel coefficients
{h, g1, g2} are mutually independent, we have

1− Pout|h,g1(R; ∆) = Pr {R ≤ RQMF(∆)}

= Pr

{
R ≤ log

(
1 + h2

1+∆ + g2
2

)
,

R ≤
⌈
log
(
1 + g2

1 + g2
2

)
− log

(
1+∆

∆

)⌉+
}

= Pr



g2
2 ≥

2R − h2

1 + ∆
− 1︸ ︷︷ ︸

β1


+

,

g2
2 ≥

2R
(

1 + ∆

∆

)
− g2

1 − 1︸ ︷︷ ︸
β2


+


= Pr

{
g2

2 ≥ max
{
dβ1e+ , dβ2e+

}}
= e−λ2 max{dβ1e+,dβ2e+}

The problem of finding the optimal ∆∗ that minimizes
Pout|h,g1(R; ∆) can then be stated as

∆∗ = arg max
∆>0

e−λ2 max{dβ1e+,dβ2e+}

= arg min
∆>0

max
{
dβ1e+ , dβ2e+

}
Now, dβ1e+ is non-decreasing in ∆ and dβ2e+ is non-

increasing in ∆. The properties that dβ2e+ (0) > dβ1e+ (0)
and dβ2e+ (∞) < dβ1e+ (∞), together with the monotonicity
conditions ensure that the optimum quantizer distortion is
given by

∆∗ = arg∆>0 {β1 = β2}
= arg∆>0

{
g2

1∆2 +
(
g2

1 − h2 − 2R
)

∆− 2R = 0
}
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=

√
(g2

1 − h2 − 2R)
2

+ 4g2
12R −

(
g2

1 − h2 − 2R
)

2g2
1

C. CSIR at the Relay

To obtain an outage-optimal quantizer in this setting, the
metric to minimize is again the conditional probability of
outage, but this time conditioned only on h. Proceeding in
a similar fashion as in the local CSI case, we have,

Q(∆) , 1− Pout|h(R; ∆)

= Pr



g2
2 ≥

2R − h2

1 + ∆
− 1︸ ︷︷ ︸

α1


+

,

g2
1 + g2

2 ≥ 2R
(

1 + ∆

∆

)
− 1︸ ︷︷ ︸

α2


We note that in contrast to the local CSI setting where only
g2

2 was treated as a random variable, both g2
1 and g2

2 are to be
treated as random variables in the optimization for the CSIR
setting. With regards to α1 and α2, note that α2 > α1 and
dα1e+ = α1 for ∆ > ∆t = h2

2R−1
− 1.

g21

g22⌈α1⌉+ α2

Fig. 1: Illustration of the integration region for computing Q(∆)

By integrating the joint density of the two independent
exponentially distributed random variables corresponding to
g2

1 and g2
2 over the shaded region in the 2-D plane (as shown

in Fig. 1), the above probability is computed as follows

Q(∆) =
λ2

λ2−λ1
e−(λ1α2+(λ2−λ1)dα1e+) − λ1

λ2−λ1
e−(λ2α2) λ1 6= λ2

e−λ1α2

(
1 + λ1α2 − λ1 dα1e+

)
λ1 = λ2

Hence the problem of choosing the optimal quantizer dis-
tortion can be stated as follows:

∆∗ = arg max
∆>0

Q(∆).

For simplicity, we focus on the case where λ1 = λ2. The
case where λ1 6= λ2 is treated in Appendix A. When λ1 = λ2,

Q′(∆) = λ1

(
dα1e+ − α2

)
α′2 − dα1e+

′

where all derivatives are with respect to ∆.
To derive the optimal ∆∗, we first assume that α1 > 0

and solve the optimization problem. With this assumption, we
note that Q′(0) = +∞, i.e Q(∆) is increasing at ∆ = 0.

Also, the solution to Q′(∆) = 0 is given by the solution of a
cubic equation with exactly one positive root (this can easily
be seen from the Descartes’ sign scheme), which we denote
by ∆†

∆† = arg∆>0

{ (
h2

λ1

)
∆3 −

(
2R
(
2R + h2

))
∆2

−
(
2R
(
2R+1 + h2

))
∆−

(
22R
)

= 0

}
where ∆† can be evaluated analytically using the properties
of cubic equations.

Since Q′(0) = +∞, and ∆† is the only critical point
of Q(∆), the maximizing ∆∗ = ∆†, provided our initial
assumption of α1 > 0 is correct, which translates to ∆† >
∆t = h2

2R−1
− 1 being satisfied.

If however, ∆† ≤ ∆t, our initial assumption is invalid, and
we set dα1e+ = 0 in the Q(∆) expression. We also note that in
this case, the maximizing ∆∗ will lie in the interval (0,∆t].
In such a case, Q′(∆) = −λ1α2α

′
2 > 0 ∀∆ ∈ (0,∆t],

i.e., Q(∆) is monotonically increasing in ∆. Hence, the
maximizing ∆∗ = ∆t.

Thus, combining the above cases, we have,

∆∗ = max
{

∆†,∆t

}
for λ1 = λ2

D. CSIR limited Hybrid DF/QMF

In this strategy, we let the relay perform a DF operation if it
is able to decode the codeword sent from the source. However,
if it cannot decode, it will go into QMF mode, whereby it
will use the CSIR-optimal quantizer distortion to quantize the
received signal and subsequently map and forward it to the
destination. The relay will also transmit a 1-bit flag to the
destination letting it know the relaying scheme it has used,
i.e., DF or QMF. We next show that the outage performance
of this hybrid scheme (denoted by HYB) is superior to the
outage performance of both the DF and CSIR-optimal QMF
schemes individually.

We write the outage probabilities at a given rate R for
the relaying schemes using the total probability theorem by
conditioning on whether the relay can decode the source
transmission. Thus, for the relaying schemes DF, QMF and
HYB, we have:

Pout,DF(R) =

{
Pr
{
R > log

(
1 + g2

1 + g2
2

)}
.

Pr
{
R < log

(
1 + h2

)} }

+

{
Pr
{
R > log

(
1 + g2

2

)}
.

Pr
{
R ≥ log

(
1 + h2

)} } (8)

Pout,QMF(R) =

{
Pr {R > RQMF(∆∗)} .
Pr
{
R < log

(
1 + h2

)} }

+

{
Pr {R > RQMF(∆∗)} .
Pr
{
R ≥ log

(
1 + h2

)} } (9)

Pout,HYB(R) =

{
Pr
{
R > log

(
1 + g2

1 + g2
2

)}
.

Pr
{
R < log

(
1 + h2

)} }

+

{
Pr {R > RQMF(∆∗)} .
Pr
{
R ≥ log

(
1 + h2

)} } (10)
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An important point to note for the above expressions is
that in terms involving RQMF(∆∗), the probability must
be computed by further conditioning on the source-to-relay
channel h, and then using the total probability theorem. This
is because in CSIR-optimized QMF, the distortion ∆∗ depends
on the channel realization h.

To show that Pout,HYB(R) < Pout,QMF(R), from equations
(9) and (10) we have to show:

Pr
{
R > log

(
1 + g2

1 + g2
2

)}
< Pr {R > RQMF(∆∗)}

where ∆∗ is the CSIR-optimal quantizer distortion derived
previously.

From the QMF rate expression in (3), we see that

RQMF(∆∗) < log
(
1 + g2

1 + g2
2

)
− log

(
1 + ∆∗

∆∗

)
=⇒ RQMF(∆∗) < log

(
1 + g2

1 + g2
2

)
which proves that Pout,HYB(R) < Pout,QMF(R).

Next, to show that Pout,HYB(R) < Pout,DF(R), from
equations (8) and (10) we have to show:

Pr {R > RQMF(∆∗)} < Pr
{
R > log

(
1 + g2

2

)}
.

From the definition of ∆∗, the CSIR-optimal quantizer
distortion, we know that it minimizes the outage probability
Pr {R > RQMF(∆)} for every realization h of the source to
relay channel. Hence, if we pick any ∆ = ∆1 irrespective of
h (in other words, we pick the same quantizer distortion ∆1

for all realizations h instead of using optimized distortions
for every realization), we have: Pr {R > RQMF(∆∗)} <
Pr {R > RQMF(∆1)}. Picking ∆1 =∞ gives us:

Pr {R > RQMF(∆∗)} < Pr
{
R > log

(
1 + g2

2

)}
which proves that Pout,HYB(R) < Pout,DF(R).

E. Numerical Evaluation

In Fig. 2, the outage performance of the relaying schemes
are plotted for different rate scalings and channel configura-
tions. In the setting shown in Fig. 2(a) with i.i.d. channels and
a multiplexing gain of 0.3, the CSIR-optimized QMF is shown
to provide a 3 dB gain over the baseline noise-level scheme.
The global CSI optimal QMF roughly offers an additional 2 dB
gain over the CSIR-optimal QMF. Similar optimization gains
are also observed for the setting in Fig. 2(b) with a higher rate
scaling and more asymmetric channels.

Another interesting point observed from simulations is that
the performance of the local CSI-optimal QMF is numerically
indistinguishable from that of the global CSI variant for all
channel configurations we tested. This possibly indicates that
the S − D direct link does not influence the performance
of QMF significantly as far as relay parameter choices are
concerned.

From Fig. 2(a), we also see that for i.i.d. channels, in
CSIR limited settings, DF marginally outperforms CSIR-
optimal QMF (by about 1 dB), but the (CSIR limited) hybrid
scheme outlined in section IV-D outperforms both DF and
CSIR-optimal QMF. For the setting shown in Fig. 2(b) on
the other hand, where the source-to-relay link is weaker in
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(b) E{|g1|2} = E{|g2|2} = 10E{|h|2}. x-axis : E{|h|2}. The
rate scales as R = 0.7 log2(SNR)

Fig. 2: Outage Performance in Rayleigh faded channels over the full-duplex
single-relay network

comparison to the other links, CSIR-optimal QMF outperforms
DF by about 2 dB. The hybrid again outperforms them both,
providing an additional 1 dB benefit over CSIR-optimal QMF.

V. HALF-DUPLEX SINGLE RELAY NETWORK

To extend our framework to half-duplex QMF relaying,
we have two parameters – the schedule (fraction of listening
time) f , and the quantizer distortion ∆, that we have to
jointly optimize depending on the CSI available to the relay.
This problem is significantly more involved than the full-
duplex QMF problem. In fact it turns out that it is difficult
to provide clean analytical characterizations for most of the
CSI conditions that we have tackled in the paper.

A. Global CSI at the Relay:

With global CSI, the equivalent rate-maximization problem
can be stated using (4) as:

R∗QMF = max
f∈(0,1);∆>0

{
dmin {Ihd,1, Ihd,2}e+

}
.

From the expressions above, it is evident that
• Ihd,1 is monotonically increasing in f and monotonically

decreasing in ∆
• Ihd,2 is monotonically increasing in ∆

To proceed, let us first fix an f , and find the optimal
∆ = ∆∗(f) corresponding to that fixed value of f . The
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equivalent representation of the original optimization problem
then becomes

R∗QMF = max
f∈(0,1)

{R∆(f)} ,

where R∆(f) = max
∆>0

{
dmin {Ihd,1, Ihd,2}e+

}
∆∗(f) = arg∆>0R∆(f), and ∆∗(f) = arg∆>0R∆(f).

For the boundary values, we have

Ihd,1(f,∆ = 0) = f log
(
1 + h2 + g2

2

)
+ (1− f) log

(
1 + g2

2

)
Ihd,1(f,∆ =∞) = log

(
1 + g2

2

)
Ihd,2(f,∆ = 0) = −∞

Ihd,2(f,∆ =∞) =
f log

(
1 + g2

2

)
+ (1− f) log

(
1 + g2

1 + g2
2

)
The fact that Ihd,1(f,∆) > 0 and Ihd,1(f,∆ = 0) >

Ihd,2(f,∆ = 0), coupled with the above mentioned mono-
tonicity properties of Ihd,1 and Ihd,2 in the variable ∆ ensure
that for a given f , ∆∗(f) = arg∆>0 {Ihd,1 = Ihd,2}. We can
then run a search over f ∈ (0, 1) to maximize R∆(f). The
maximising schedule f = f∗ and the distortion ∆∗(f∗) is the
required optimal.

B. CSIR at the Relay

To obtain a jointly optimal quantizer and relay schedule in
this setting, the metric to minimize is again the probability of
outage, conditioned only on h. Proceeding similarly as in the
full-duplex case, we have,

1− Pout|h(R; f,∆) = Pr
{
{R < Ihd,1}

⋂
{R < Ihd,2}

}
.

We note that both g2
1 and g2

2 are to be treated as ran-
dom variables in the optimization for the CSIR setting.
Since Ihd,2 now involves two random variables, the event
{{R < Ihd,1}

⋂ {R < Ihd,2}}, for a given (f,∆) pair can
equivalently be represented as

{(
g2

1 , g
2
2

)
∈ G(f,∆)

}
where

G is an appropriate open region in the first quadrant of the
2-D plane. The probability is computed numerically and the
computation is sped up by taking advantage of the structure
of the integration region (isolating rectangular components)
and making use of the cumulative distribution function of
exponential random variables. The optimal (f,∆) pair is the
one that minimizes Pout|h(R; f,∆) thus obtained. One can
show that for a given f , Pout|h(R; f,∆) increases with ∆
after a certain threshold ∆th. Also, from extensive numerical
evaluations, we can conjecture (similar to that in the full-
duplex CSIR case for asymmetric fades) that there is exactly
one critical point of Pout|h(R; f,∆) in (0,∆th) which we can
efficiently compute numerically. The optimal over f can then
be found by a sufficiently quantized search over the (0, 1)
interval.

C. CSIR-limited hybrid QMF/DDF

Similar to the full-duplex case, we outline a hybrid strategy
for the CSIR-limited half-duplex network that combines the
benefits of the CSIR-optimal QMF and the dynamic decode

forward (DDF) strategy proposed in [12]. The relay operation
here is more involved than that of the full-duplex relay, as it
has to jointly choose a schedule, a quantizer and a relaying
scheme (DDF or QMF) using the information available. We
next outline the relay operation for this scheme.

Given the received channel h, the relay essentially runs a
scan over all (sufficiently finely quantized) schedules f ∈
[0, 1], and for each such f , computes the conditional proba-
bility of outage. If a schedule f permits a decoding operation
(i.e., R < f log(1 + h2)), the outage probability corresponds
to that of DDF, whereas, if it does not permit decoding,
the outage probability corresponds to that of CSIR-optimized
QMF. The schedule f∗ that minimizes the conditional outage
probability thus obtained is the required schedule, and the
relaying scheme to be used is the one that leads to this
minimum outage probability.

However, one can observe that the properties of the rate ex-
pressions for DDF allow for a lower complexity equivalent op-
eration at the relay. Consider the quantity fDDF = R

log(1+h2) .
If, for the given h, fDDF is inadmissible (i.e., fDDF > 1),
the relay will use CSIR-optimized QMF. For the case when
fDDF is admissible, the values of f (in the scan at the relay)
for which DDF will be considered to compute the probability
of outage lie in the interval [fDDF, 1]. Observe that in this
regime, the probability of outage is an increasing function of
f , and hence one only needs to run the scan in the interval
[0, fDDF] with the outage probability corresponding to QMF
for f ∈ [0, fDDF) and to DDF for f = fDDF.

We next prove that the outage performance of the hybrid
scheme described above is superior to that of CSIR-optimized
QMF as well as DDF schemes taken individually. To do so,
we demonstrate that for every schedule f ∈ [0, 1], the outage
probability of the hybrid scheme is smaller than that of DDF
and CSIR-optimized QMF, which naturally translates to it
being better when the optimizing f is chosen. We denote
by P

(f)
out , the probability of outage at a particular schedule

f . Writing out these probabilities for the schemes, we have:

P
(f)
out,DDF(R) =

 Pr

{
R >

(1− f) log
(
1 + g2

1 + g2
2

)
+f log

(
1 + g2

2

) }
.Pr

{
R < f log

(
1 + h2

)}


+

{
Pr
{
R > log

(
1 + g2

2

)}
.Pr

{
R ≥ f log

(
1 + h2

)} }
(11)

P
(f)
out,QMF(R) =

{
Pr {R > Rhd,QMF(∆∗(f))}
.Pr

{
R < f log

(
1 + h2

)} }
+

{
Pr {R > Rhd,QMF(∆∗(f))}
.Pr

{
R ≥ f log

(
1 + h2

)} } (12)

P
(f)
out,HYB(R) =

 Pr

{
R >

(1− f) log
(
1 + g2

1 + g2
2

)
+f log

(
1 + g2

2

) }
.Pr

{
R < f log

(
1 + h2

)}


+

{
Pr {R > Rhd,QMF(∆∗(f))}
.Pr

{
R ≥ f log

(
1 + h2

)} }
(13)

To show that P (f)
out,HYB(R) < P

(f)
out,QMF(R), we observe
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from equations. (12) and (13) that we have to show:

Pr
{
R > (1− f) log

(
1 + g2

1 + g2
2

)
+ f log

(
1 + g2

2

)}
< Pr {R > Rhd,QMF(∆∗(f))}

where ∆∗(f) is the CSIR-optimal quantizer distortion derived
previously.

From the QMF rate expression in (4), we see that

Rhd,QMF(∆∗(f))

<

{
(1− f) log

(
1 + g2

1 + g2
2

)
+f log

(
1 + g2

2

)
− f log

(
1+∆∗(f)

∆∗(f)

) }
=⇒ Rhd,QMF(∆∗(f))

< (1− f) log
(
1 + g2

1 + g2
2

)
+ f log

(
1 + g2

2

)
which proves that P (f)

out,HYB(R) < P
(f)
out,QMF(R).

Next, to show that P (f)
out,HYB(R) < P

(f)
out,DDF(R), we ob-

serve from equations (11) and (13) that we have to show:

Pr {R > Rhd,QMF(∆∗(f))} < Pr
{
R > log

(
1 + g2

2

)}
where ∆∗(f) is the CSIR-optimal quantizer distortion derived
previously.

From the definition of ∆∗(f), we know that it minimizes
Pr {R > Rhd,QMF(∆)} for every realization h of the S − R
channel at any given schedule. Hence, if we pick any ∆ = ∆1

irrespective of h and f (in other words, we pick the same quan-
tizer distortion ∆1 for all realizations h instead of optimized
distortions for every realization), we have:

Pr {R > Rhd,QMF(∆∗(f))} < Pr {R > Rhd,QMF(∆1)}

Picking ∆1 =∞ gives:

Pr {R > Rhd,QMF(∆∗(f))} < Pr
{
R > log

(
1 + g2

2

)}
which proves that P (f)

out,HYB(R) < P
(f)
out,DDF(R).

D. Numerical Evaluations

Fig. 3(a) and 3(b) depict the outage performance of the
relaying schemes for two different multiplexing gains–0.3 and
0.7 over i.i.d Rayleigh-faded channels3. In both cases, we see
that using CSIR-optimal QMF provides an improvement of
∼ 1 dB over the baseline scheme used in [3] to prove DMT
optimality. In addition, the global CSI-optimal provides an
additional 3 dB gain over the CSIR optimal in settings where
feedback can be exploited.

For multiplexing gains less than 0.5, both QMF and DDF
are DMT-optimal for this network, but the plots in Fig.
3(a) clearly demonstrate the edge that DDF has over even
optimized QMF in finite SNRs at these rates. The situation
changes around for Fig. 3(b) however, as in this regime DDF

3The schedule for the cutset bound expression in (5) is optimized
using global CSI, similar to Sec. V-A and is given by f∗ =

argf

{
Chd,1 = Chd,2

}
=

log

(
1+(g1+g2)2

1+g22

)
log

(
(1+h2+g22)(1+(g1+g2)2)

(1+g22)2

)
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Fig. 3: Outage Performance in Rayleigh faded channels over the half-duplex
single-relay network

is not DMT-optimal [3] and is outperformed by CSIR-optimal
QMF.

As proved in Section V-C, the hybridization of CSIR-
optimal QMF and DDF consistently outperforms both the
schemes in the two settings shown.

VI. DIAMOND NETWORKS

In this section, we demonstrate how the performance of
QMF can be optimized for the N -relay diamond network,
and how the topology and limited CSI at the relays can be
utilized for parameter optimizations. We start off by showing
that an universal quantizer distortion level at all relays can be
appropriately chosen (without the need for CSI) to bound the
worst-case gap of QMF to within Θ(log(N)) bits/s/Hz for an
N -relay network. Next, we provide analytical solutions to the
(non-convex) quantizer optimization problem for the 2-relay
network and also for the symmetrical N -relay network when
global CSI is available at the relays. For the CSIR setting,
unfortunately we cannot extend the optimization framework
in the single-relay case to optimize over quantization levels,
as the relay nodes do not have the same knowledge about
the network and the objective function in this optimization
problem is not decomposable in general. Instead, we show
how CSIR at the relay can be used to invoke a hybrid strategy
involving DF and universal QMF that improves the outage
performance of the latter.
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A. Universal Quantizers Achieve Capacity within Θ(log(N))
Bits

Following the reasoning in [4], we can further obtain a better
universal quantizer distortion (in the sense of worst-case gap
over all possible channel realizations in the network) indepen-
dent of channel coefficients. Setting the quantizer distortions
to be the same as ∆, we have the following achievable rate:
(R
(
Ω; ∆[1:N ]

)
is defined in (6))

R
(
Ω; ∆[1:N ] = (∆, . . . ,∆)

)
=

 log

(
1 +

∑
i∈Ω

g2
i

)
+ log

(
1 +

∑
j∈Ωc

h2
j

1+∆

)
−|Ω| log 1+∆

∆


+

With a term-by-term comparison with the upper bound (7), we
see that the worst-case gap is upper bounded by

gap∗(∆;N)

≤max


log(N) +N log

(
1+∆

∆

)
,{

log(N − i) + (N − i) log
(

1+∆
∆

)
+ log (1 + ∆)

}
i∈[1:N ]


= max

{
log(N) +N log

(
1+∆

∆

)
,

log(N − 1) + (N − 1) log
(

1+∆
∆

)
+ log (1 + ∆)

}
(14)

Also, one can observe that the bound on the worst-case
gap in (14) is indeed achieved for certain configurations of
the network. The first term in the maximization is achieved
when Ω = φ is the mincut in both the cutset and QMF rate
expressions. A configuration of the following type makes this
possible: Let g2

i = ρα ∀i, h2
i = ρβ ∀i with α < β and

ρ→∞. The second term can be achieved with a configuration
of the following type: Let h2

1 = ρα, h2
i,i∈{2,...,N} = ρα

′
, g2

1 =

ρβ
′
, g2
i,i∈{2,...,N} = ρβ with α < α′, β < β′ and ρ → ∞.

Thus, the expression in (14) can be interpreted as the worst-
case gap for a given universal quantizer distortion ∆, as
opposed to simply a upper bound on it.

For the above, we now wish to find an optimal ∆ = ∆opt

that solves the following problem:

∆opt = arg min
∆

gap∗(∆;N)

We note when ∆ < N
N−1 , the first term inside the max in

(14) is larger, and when ∆ ≥ N
N−1 , the second term dominates.

Taken separately, we see that the first term is monotonically
decreasing in ∆ and the second term has exactly one minima
which occurs at ∆ = N − 1. We observe that if this minima
occurs before (in the order of increasing ∆) ∆ = N

N−1 , the
optimizing ∆ is ∆opt = N

N−1 . If however, the minima occurs
after ∆ = N

N−1 , ∆opt = N −1. Combining all these, we have
the following:

∆opt =

{
N
N−1 ,

N
N−1 > N − 1⇒ N < 2.618⇒ N = 2

N − 1, N
N−1 < N − 1⇒ N > 2.618⇒ N > 2

This choice of ∆opt leads to the following result on the best
worst-case gap in an N -relay diamond network with universal
quantizers:

gap∗(N) =

2 log(3)− 1, N = 2

N log
(

N
N−1

)
+ 2 log (N − 1) , N > 2
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Fig. 4: Comparison of worst-case gaps with number of relays

One can see that for large N , the worst-case gap with
optimized universal quantizers grows approximately logarith-
mically in N , as

lim
N→∞

N ln
N

N − 1
= lim
N→∞

1
N − 1

N−1

−1/N2
= lim
N→∞

N

N − 1
= 1.

In contrast, the worst-case gap with noise-level quantization is
dominated by a linear term in N . Fig. 4 makes the benefits of
using an optimized universal quantizer derived above explicit,
in terms of the gap performance achieved.

B. Channel-Aware Quantizer Optimization

With global CSI at the relays, the optimization problem can
be stated as:

R∗QMF = max
∆[1:N]≥0

RQMF

(
∆[1:N ]

)
= max

∆[1:N]≥0
min

Ω

{
R
(
Ω; ∆[1:N ]

)}
. (15)

We note that this optimization is not convex, as within
the minimization part of (15), for Ω = ∅, the function
R
(
Ω; ∆[1:N ]

)
is not concave in ∆[1:N ]. Instead, we provide

an analytical characterization of the optimizing distortions and
the corresponding achievable rates for the 2-relay network, and
for symmetric N -Relay networks.

Solution for the 2-Relay Network: In order to solve the
optimization problem in (15) for the case N = 2, we consider
the following equivalent formulation:

R∗QMF,G = max
∆2>0

{
max
∆1>0

min
Ω
R (Ω; ∆1,∆2)

}
:= max

∆2>0
R∗QMF,G(∆2) (16)

with R∗QMF,G(∆2) = max∆1>0 minΩR (Ω; ∆1,∆2), ∆2 > 0.
We shall first characterize R∗QMF,G(∆2) and then optimize

it over ∆2 to obtain the solution. The following lemma and
theorem summarize the main result.

Lemma 1 (Characterization of R∗QMF,G(∆2)): Let us define
the following intervals of ∆2:

I1 := (0, δ1) I2 := [δ1, δ2) I3 := [δ2,∞)
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where δ1 :=
(1+g21+g22)(1+h2

1+h2
2)+(1+g22)h2

1h
2
2

g22(1+g21+g22)(1+h2
1)

, and δ2 :=
(1+g21)(1+h2

2)

g22
. In each range of ∆2, the optimizing ∆∗1 and

Ω∗ in the max-min problem max∆1>0 minΩR (Ω; ∆1,∆2) is
given as follows:

• ∆2 ∈ I1 :

∆∗1 =
(1 + g2

2)(1 + h2
1)

g2
1

Ω∗ = {1, 2} or {2}

• ∆2 ∈ I2 :

∆∗1 =
(1 + h2

1)∆2 + (1 + h2
1 + h2

2)

(g2
1 + g2

2)∆2 − (1 + h2
2)

Ω∗ = {1, 2} or ∅

• ∆2 ∈ I3 :

∆∗1 =
(1 + h2

1)∆2 + (1 + h2
1 + h2

2)

g2
1(∆2 + (1 + h2

2))
Ω∗ = {1} or ∅

Moreover we always have 0 < δ1 < δ2, and hence the three
intervals I1, I2, I3 are not empty.

Proof: See Appendix B
Theorem 1: Let A := h2

1(1 + h2
1)− h2

2(1 + h2
1 + g2

1 + g2
2),

B := 2h2
1(1 + h2

1), C := h2
1(1 + h2

1 + h2
2), and δ3 :=

−B−
√
B2−4AC
2A .

The solution to the maximization problem in (16), is sum-
marized below:
1) A ≥ 0 or δ3 ∈ I3: The optimal solution is

∆∗2 = δ2 ∆∗1 =
(1 + h2

1)δ2 + (1 + h2
1 + h2

2)

(g2
1 + g2

2)δ2 − (1 + h2
2)

=
(1 + h2

1)δ2 + (1 + h2
1 + h2

2)

g2
1(δ2 + (1 + h2

2))

2) A < 0 and δ3 ∈ I1: The optimal solution is

∆∗2 = δ1 ∆∗1 =
(1 + h2

1)δ1 + (1 + h2
1 + h2

2)

(g2
1 + g2

2)δ1 − (1 + h2
2)

=
(1 + g2

2)(1 + h2
1)

g2
1

3) A < 0 and δ3 ∈ I2: The optimal solution is

∆∗2 = δ3 ∆∗1 =
(1 + h2

1)δ3 + (1 + h2
1 + h2

2)

(g2
1 + g2

2)δ3 − (1 + h2
2)

Proof: See Appendix C
Solution for the Symmetric N -Relay Network: We consider

the case where hi = h and gi = g for all i = 1, . . . , N .
By symmetry, the optimal distortion level ∆i = ∆ for all
i = 1, . . . , N , and the optimization becomes

R∗QMF = max
∆≥0

min
k∈[0:N ]

Rk(∆),

where Rk(∆) := log
(

1 + (N − k) h2

1+∆

)
+ log

(
1 + kg2

)
−

k log
(

1+∆
∆

)
. By plotting the Rk(∆)’s for k ∈ [0 : N ] as a

function of ∆ for various N,h and g combinations, one can
observe that the max min optimum appears to occur at the
value of ∆ where the curves R0(∆) and RN (∆) intersect. A
demonstrative plot is shown for a 5-relay network in Fig. 5.
This observation can in fact be proved, for which the following
lemmas are necessary (proofs in Appendix D):

Lemma 2: There exists exactly one positive ∆ = ∆∗ij satis-
fying Ri(∆) = Rj(∆) ∀i, j ∈ [0 : N ] and i 6= j.
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Fig. 5: Ri(∆)’s as a function of ∆ for a 5-Relay symmetric network with |h| = 1
and |g| = 3.16.

Lemma 3: lim∆→0{Ri(∆) − Ri+1(∆)} ≥ 0 ∀i ∈ [0 :
N − 1].

Lemma 4: Let ∆∗(i)(i+1) be the unique positive solution of
Ri(∆) = Ri+1(∆) ∀i ∈ [0 : N − 1]. Then, ∆∗(i)(i+1) is
non-decreasing in i, i.e., ∆∗01 ≤ ∆∗12 ≤ . . . ≤ ∆∗(N−1)(N).
These lemmas ensure that each Rk(∆), k ∈ [1 : N ] inter-
sects R0(∆) before (in the order of increasing ∆) any other
curve. Since R0(∆) is a decreasing function of ∆, the initial
observation is validated and can be crystalized as follows:

Theorem 2: (R0(∆∗0N ),∆∗0N ) attains optimum, where
∆∗0N is the root of R0(∆) = RN (∆).

C. CSIR limited Hybrid DF/QMF Relaying

In the spirit of the hybrid scheme that we proposed for
the single relay network, a CSIR-limited hybrid scheme for
the diamond network is illustrated in this subsection. In this
scheme, the relays individually decide whether or not they
can decode the source message, depending on the incoming
source-to-relay channel hi for the ith relay. For the relays
where the incoming channel supports decoding, the relays
decode and transmit the re-encoded message. The relays
that cannot decode apply QMF, i.e., they quantize, map and
forward their received signals to the destination. Each relay
sends a 1-bit flag (in a possibly orthogonalized preamble, so
that these do not interfere) to let the destination know whether
it used DF or QMF mode of operation.

In the following, we will demonstrate that this strategy,
strictly improves upon the outage performance of QMF for
all possible choices of quantizer distortions. In fact, as we
illustrate in the next section, simulations even demonstrate
significant benefits of this hybrid scheme over the DF scheme
alone, which is known to not achieve optimal DMT or
constant-gap performance for all channel configurations of the
diamond network.

Writing out the probability of outage for the hybrid scheme,
we have:

Pout(R) =
∑
Ω

{
Pr {R > RHYB (ΩD) |ΩD = Ω}
.Pr {ΩD = Ω}

}
where ΩD denotes the subset of nodes that can decode the
source message, and Ω denotes an arbitrary partition on the
set of relays.

It is important to note that the supportable rate for the hybrid
scheme, RHYB (ΩD) is dependent on the set of nodes that can
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decode. For instance, in the term corresponding to ΩD = φ,
i.e., no relay can decode, RHYB (ΩD = φ) = RQMF.

One can observe that the events
{R > RHYB (ΩD) |ΩD = Ω} and {R > ID (ΩD = Ω)}
are equivalent, where ID (ΩD = Ω) is given by the following
expression (see Fig. 6 for illustration):

b

b

b

b

b

b

b

b

S D

Ω

b

b

b
b

Γ

Ωc

Nodes with
perfect information

Fig. 6: The cut in the above diagram depicts the information transfer across nodes for a
given choice of Γ. ID(Ω) is the minimum of all such cut values computed over every

possible choice of Γ

ID (ΩD = Ω)

= min
Γ


log
(

1 +
∑
i∈(Ω∪Γ) g

2
i

)
+

log
(

1 +
∑
j∈(Ω∪Γ)c

h2
j

1+∆j

)
− ∑
k∈Γ

log
(

1+∆k

∆k

)


(17)

where Γ denotes a partition on the set Ωc.
We observe that to show HYB outperforms QMF, it is

sufficient to show that ID (Ω) > RQMF ∀ Ω. This is
because the QMF rate expression does not depend on the
choice of ΩD, the set of nodes that can decode the message.

To show this, we note that for every Ω and every Γ (for
a given Ω) in eq. (17), we can find a partition ΩQMF =
Ω ∪ Γ for which the QMF mutual information, IQ(ΩQMF),
is less than the corresponding term inside the minimization
expression for ID (Ω) by an amount

∑
ω∈Ω log

(
1+∆ω

∆ω

)
. Also,

since RQMF = minΩQMF IQ(ΩQMF), we can conclude that
ID (Ω) > RQMF ∀ Ω, which proves the result.

D. Numerical Evaluations

Fig. 7 shows the outage performance of the relaying
schemes we consider for the diamond network under different
channel configurations. Fig. 7(a) depicts the performance for
i.i.d channels, whereas Fig. 7(b) looks at an antisymmetric
network configuration. As we can see, in both the above
settings, if global CSI of the channel strengths is available to
the relays, QMF consistently provides very good performance.
In the absence of global CSI however, we see that for i.i.d
channels, DF provides a significant advantage over universal
QMF, and the noise-level QMF is even worse. This is as per
expectations, as the benefits of QMF are more pronounced in
asymmetric settings, i.e., when one of the relays is closer to the
source while the other is closer to the destination. Indeed, in
Fig. 7(b), where we have asymmetric channel configurations,
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; x-axis:
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Fig. 7: Outage Performance in Rayleigh faded channels over the 2-relay diamond
network

we see that universal QMF outperforms DF in the diversity
order (slope of the curve) itself.

It was shown in section VI-C that the hybrid scheme
can provably outperform the universal QMF scheme for the
diamond network. What is even more interesting to note from
the plots is that not only does it outperform universal QMF, it
also significantly outperforms DF in both i.i.d and asymmetric
network configurations. It strikes a balance between extracting
the multiple-input single-output (MISO) gains of the DF
scheme and the optimal DMT performance of QMF to achieve
excellent finite SNR performance, even rivaling that of global-
CSI optimal QMF.
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APPENDIX A
OPTIMAL QUANTIZER FOR ASYMMETRIC FADES

When λ1 6= λ2, we have,

Q′(∆) =
1

(λ2 − λ1)


(
λ2e
−(λ1α2+(λ2−λ1)dα1e+)

)
.(

(λ1 − λ2) dα1e+
′ − λ1α

′
2

)
+λ1λ2α

′
2e
−λ2α2


Similar to the case λ1 = λ2, we start by assuming

α1 > 0. From the boundary values in Table I, we note that

Q(0) = 0 and Q(∞) = e−λ2(2R−1). Moreover, we observe
that Q′(∞) < 0, which implies that the function is decreasing
just before attaining its limiting value. These conditions dictate
that there must be at least one finite local maxima of Q(∆),
and the ∆ = ∆§ that maximises Q(∆) corresponds to the
global maxima. The critical points can be found efficiently
using numerical methods to find the roots of Q′(∆) = 0.
From plotting Q(∆) for various parameter sets (h,R, λ1, λ2),
we conjecture that there is exactly one critical point of Q(∆),
but we cannot at this point prove the claim due to the general
transcendental nature of the expression.

As before, if ∆§ > ∆t = h2

2R−1
− 1, our assumption on

α1 is validated, and ∆∗ = ∆§. Otherwise, we set dα1e+ =
0 in the Q(∆) expression. We also note that in this case,
the maximizing ∆∗ will lie in the interval (0,∆t]. In such
a case, Q′(∆) =

λ1λ2α
′
2

λ2−λ1

{
e−λ2α2 − e−λ1α2

}
> 0 ∀∆ ∈

(0,∆t], i.e., Q(∆) is monotonically increasing in ∆. Hence,
the maximizing ∆∗ = ∆t.

Thus, similar to the case where λ1 = λ2, we have,

∆∗ = max
{

∆§,∆t

}
for λ1 6= λ2

APPENDIX B
PROOF OF LEMMA 1

Throughout this proof we work under a fixed ∆2. Hence
for notational convenience, let us drop the ∆2 argument in
R (Ω; ∆1,∆2).

First observe that

R (∅; ∆1) := log

(
1 +

h2
1

1 + ∆1
+

h2
2

1 + ∆2

)

R (2; ∆1) :=

 log
(
1 + g2

2

)
+ log

(
1 +

h2
1

1+∆1

)
− log

(
1+∆2

∆2

) +

are decreasing functions of ∆1, while

R (1; ∆1) :=

 log
(
1 + g2

1

)
+ log

(
1 +

h2
2

1+∆2

)
− log

(
1+∆1

∆1

) +

R (1, 2; ∆1) :=

 log
(
1 + g2

1 + g2
2

)
− log

(
1+∆1

∆1

)
− log

(
1+∆2

∆2

) +

are increasing functions of ∆1. Besides, within the two curves
R (1; ∆1) and R (1, 2; ∆1), one will be no less than the other
throughout all positive ∆1. Therefore to simplify the problem,
let us first find the condition for one of them to be the dominant
one, and for the remaining one can focus on the relations of the
other two decreasing functions with this dominant increasing
curve.

R (1; ∆1) ≤ R (1, 2; ∆1)

⇐⇒ log
(
1 + g2

1

)
+ log

(
1 +

h2
2

1 + ∆2

)
− log

(
1 + ∆1

∆1

)
≤ log

(
1 + g2

1 + g2
2

)
− log

(
1 + ∆1

∆1

)
− log

(
1 + ∆2

∆2

)
⇐⇒ (1 + g2

1)(1 + h2
2 + ∆2) ≤ (1 + g2

1 + g2
2)∆2

http://arxiv.org/abs/1304.1692
http://arxiv.org/abs/1304.1692
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⇐⇒ ∆2 ≥
(1 + g2

1)(1 + h2
2)

g2
2

= δ2

Below we discuss in two difference cases based on the
above condition.

A. ∆2 ≥ δ2
In this case we have

R∗QMF,G(∆2) = max
∆1>0

min {R (1; ∆1) , R (∅; ∆1) , R (2; ∆1)}

Note that at the two extreme values of ∆1,

R (1; ∆1 = 0) = 0

R (1; ∆1 =∞) = log
(
1 + g2

1

)
+ log

(
1 +

h2
2

1 + ∆2

)
R (∅; ∆1 = 0) = log

(
1 + h2

1 +
h2

2

1 + ∆2

)
R (∅; ∆1 =∞) = log

(
1 +

h2
2

1 + ∆2

)

R (2; ∆1 = 0) =

[
log
(
1 + g2

2

)
+ log

(
1 + h2

1

)
− log

(
1+∆2

∆2

) ]+

R (2; ∆1 =∞) =

[
log
(
1 + g2

2

)
− log

(
1 + ∆2

∆2

)]+

We conclude that R (1; ∆1) and R (∅; ∆1) will always
intersect at some positive ∆1, and using the monotonicity of
these curves, the intersection occurs at only one point. On the
other hand R (1; ∆1) and R (2; ∆1) may not. Moreover, using
the monotonicity of these curves, we have

∀∆1 > 0, R (1; ∆1) ≤ R (2; ∆1)

⇐⇒ R (1; ∆1 =∞) ≤ R (2; ∆1 =∞)

⇐⇒ log
(
1 + g2

1

)
+ log

(
1 +

h2
2

1 + ∆2

)
≤ log

(
1 + g2

2

)
− log

(
1 + ∆2

∆2

)
⇐⇒ ∆2 ≥

(1 + g2
1)(1 + h2

2)

g2
2 − g2

1

and g2
2 > g2

1

Hence, if g2
2 > g2

1 and ∆2 ≥ (1+g21)(1+h2
2)

g22−g21
, then ∆∗1 =

∆∗1(1; ∅) := the intersection of R (1; ∆1) and R (∅; ∆1):

∆∗1(1; ∅) :=
(1 + h2

1)∆2 + (1 + h2
1 + h2

2)

g2
1(∆2 + (1 + h2

2))

Otherwise, we use the monotonicity of these curves to arrive
at ∆∗1 = min {∆∗1(1; ∅),∆∗1(1; 2)}, where ∆∗1(1; 2) := the
intersection of R (1; ∆1) and R (2; ∆1):

∆∗1(1; 2) :=
(1 + g2

1)(1 + h2
1)∆2

(g2
1 − g2

2)∆2 + (1 + g2
1)(1 + h2

2)

Next we introduce the following claim, the proof of which
is at the end of this section.

Claim 1: Within the range ∆2 ≥ δ2, we always have
∆∗1(1; 2) > ∆∗1(1; ∅).

Therefore, ∆∗1 = ∆∗1(1; ∅) is the optimal solution for ∆2 ≥
δ2, and Ω∗ = {1} or Ω∗ = ∅.

B. ∆2 < δ2

In this case we have

R∗QMF,G(∆2) = max
∆1>0

min {R (1, 2; ∆1) , R (∅; ∆1) , R (2; ∆1)}

Again, note that at the two extreme values of ∆1,

R (1, 2; ∆1 = 0) = 0

R (1, 2; ∆1 =∞) =

[
log
(
1 + g2

1 + g2
2

)
− log

(
1 + ∆2

∆2

)]+

R (∅; ∆1 = 0) = log

(
1 + h2

1 +
h2

2

1 + ∆2

)
R (∅; ∆1 =∞) = log

(
1 +

h2
2

1 + ∆2

)

R (2; ∆1 = 0) =

[
log
(
1 + g2

2

)
+ log

(
1 + h2

1

)
− log

(
1+∆2

∆2

) ]+

R (2; ∆1 =∞) =

[
log
(
1 + g2

2

)
− log

(
1 + ∆2

∆2

)]+

We conclude that R (1, 2; ∆1) and R (2; ∆1) will always
intersect at some positive ∆1, and using the monotonicity of
these curves, the intersection occurs at only one point. On
the other hand R (1, 2; ∆1) and R (∅; ∆1) may not. Moreover,
using the monotonicity of these curves, we have

∀∆1 > 0, R (1, 2; ∆1) ≤ R (∅; ∆1)

⇐⇒ R (1, 2; ∆1 =∞) ≤ R (∅; ∆1 =∞)

⇐⇒ log
(
1 + g2

1 + g2
2

)
− log

(
1 + ∆2

∆2

)
≤ log

(
1 +

h2
2

1 + ∆2

)
⇐⇒ ∆2 ≤

1 + h2
2

g2
1 + g2

2

Hence, if ∆2 ≤ 1+h2
2

g21+g22
, then ∆∗1 = ∆∗1(1, 2; 2) := the

intersection of R (1, 2; ∆1) and R (2; ∆1):

∆∗1(1, 2; 2) :=
(1 + g2

2)(1 + h2
1)

g2
1

Otherwise, we use the monotonicity of these curves to arrive
at ∆∗1 = min {∆∗1(1, 2; ∅),∆∗1(1, 2; 2)}, where ∆∗1(1, 2; ∅) :=
the intersection of R (1, 2; ∆1) and R (∅; ∆1):

∆∗1(1, 2; ∅) :=
(1 + h2

1)∆2 + (1 + h2
1 + h2

2)

(g2
1 + g2

2)∆2 − (1 + h2
2)

Below we derive the necessary and sufficient condition for
∆∗1(1, 2; ∅) ≥ ∆∗1(1, 2; 2):

∆∗1(1, 2; ∅) ≥ ∆∗1(1, 2; 2)

⇐⇒ g2
1

(
(1 + h2

1)∆2 + (1 + h2
1 + h2

2)
)

≥ (1 + g2
2)(1 + h2

1)(g2
1 + g2

2)
(
∆2 − (1 + h2

2)
)

⇐⇒ ∆2 ≤
(1 + g2

1 + g2
2)(1 + h2

1 + h2
2) + (1 + g2

2)h2
1h

2
2

g2
2(1 + g2

1 + g2
2)

= δ1

The following claim concludes the discussion of this case.
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Claim 2: For any nonzero {h1, h2, g1, g2},
1 + h2

2

g2
1 + g2

2

< δ1 < δ2

Therefore, for 0 < ∆2 ≥ δ1, ∆∗1 = ∆∗1(1, 2; 2) is
the optimal solution, and Ω∗ = {1} or Ω∗ = {2}. For
δ1 ≤ ∆2 < δ2, ∆∗1 = ∆∗1(1, 2; ∅) is the optimal solution,
and Ω∗ = {1, 2} or Ω∗ = ∅.

Combining the above two cases for ∆2 ≥ δ2 and ∆2 < δ2,
we have the complete characterization of R∗QMF,G(∆2).

C. Proof of Claim 1

Assume the contrary, that ∆∗1(1; 2) ≤ ∆∗1(1; ∅). After some
manipulations, we have

∆∗1(1; 2) ≤ ∆∗1(1; ∅) ⇐⇒
(1 + h2

1)g2
2(1 + g2

1)∆2
2

+

[
(1 + h2

1 + h2
2)(g2

2 − g2
1)

+(g2
1g

2
2 − 1)(1 + h2

1)(1 + h2
2)

]
∆2

−(1 + g2
1)(1 + h2

2)(1 + h2
1 + h2

2)

 ≤ 0

Denote this quadratic function of ∆2 by f(∆2). Now lets
plug in g2

2∆2 ≥ (1 + g2
1)(1 + h2

2) to give a lower bound on
f(∆2):

f(∆2)

≥ g2
1

[
(1 + h2

1)(1 + h2
2)(2 + g2

1 + g2
2)− (1 + h2

1 + h2
2)
]

∆2

> 0

which leads to contradiction.

D. Proof of Claim 2

First of all,

δ1 < δ2

⇐⇒ (1 + g2
1 + g2

2)(1 + h2
1 + h2

2) + (1 + g2
2)h2

1h
2
2

g2
2(1 + g2

1 + g2
2)(1 + h2

1)

<
(1 + g2

1)(1 + h2
2)

g2
2

⇐⇒ (1 + g2
1 + g2

2)(1 + h2
1 + h2

2) + (1 + g2
2)h2

1h
2
2

< (1 + g2
1 + g2

2)(1 + h2
1)(1 + g2

1)(1 + h2
2)

⇐⇒ (1 + g2
2)h2

1h
2
2 < (1 + g2

1 + g2
2)(1 + g2

1)h1h
2
2

+ g2
1(1 + g2

1 + g2
2)(1 + h2

1 + h2
2)

which is obviously true since (1 + g2
2) < (1 + g2

1 + g2
2) <

(1 + g2
1 + g2

2)(1 + g2
1).

Second,

1 + h2
2

g2
1 + g2

2

< δ1

⇐⇒ g2
2(1 + g2

1 + g2
2)(1 + h2

1)(1 + h2
2)

< (g2
1 + g2

2)(1 + g2
1 + g2

2)(1 + h2
1 + h2

2)

+ (g2
1 + g2

2)(1 + g2
2)h2

1h
2
2

⇐⇒ g2
2(1 + g2

1 + g2
2)h2

1h
2
2

< g2
1(1 + g2

1 + g2
2)(1 + h2

1 + h2
2)

+ (g2
1 + g2

2)(1 + g2
2)h2

1h
2
2,

which is obviously true since g2
2(1+g2

1 +g2
2) < (g2

1 +g2
2)(1+

g2
2).

APPENDIX C
PROOF OF THEOREM 1

By the characterization in Lemma 1, (16) can be solved by
finding the optimal solution in each of the above three ranges
I1, I2, I3 of ∆2 analytically, and then find the maximum of
these three.

For ∆2 ∈ I3, note that ∆∗1 is an increasing function of
∆2 and that R (∅; ∆1,∆2) decreases when both ∆1 and ∆2

increase. Hence we conclude that R∗QMF,G(∆2) is a decreasing
function in this range. Hence

∆∗2 = δ2 ∆∗1 =
(1 + h2

1)δ2 + (1 + h2
1 + h2

2)

g2
1(δ2 + (1 + h2

2))

in this range.
For ∆2 ∈ I1, note that ∆∗1 does not depend on ∆2 and

that R (1, 2; ∆1,∆2) increases when ∆2 increases. Hence we
conclude that R∗QMF,G(∆2) is an increasing function in this
range. Hence

∆∗2 = δ1 ∆∗1 =
(1 + g2

2)(1 + h2
1)

g2
1

in this range.
For ∆2 ∈ I2, unlike the previous two cases, R∗QMF,G(∆2)

may not be monotone in this case. Here

R∗QMF,G(∆2) = log

(
1 +

h2
1

1 + ∆∗1
+

h2
2

1 + ∆2

)
= log

(
1 + g2

1 + g2
2

)
− log

(
1 + ∆∗1

∆∗1

)
− log

(
1 + ∆2

∆2

)
The derivative of the above function with respect to ∆2 has the
same sign as the quadratic function q(∆2) := A∆2

2+B∆2+C,
where

A = h2
1(1 + h2

1)− h2
2(1 + h2

1 + g2
1 + g2

2)

B = 2h2
1(1 + h2

1) C := h2
1(1 + h2

1 + h2
2)

If A ≥ 0, then the above quadratic is always positive, implying
that R∗QMF,G(∆2) is an increasing function. Therefore

∆∗2 = δ2

∆∗1 =
(1 + h2

1)δ2 + (1 + h2
1 + h2

2)

(g2
1 + g2

2)δ2 − (1 + h2
2)

=
(1 + h2

1)δ2 + (1 + h2
1 + h2

2)

g2
1(δ2 + (1 + h2

2))

is the optimal solution.
If A < 0, since q(0) = C > 0 and q(∞) < 0, it has a only

one positive root

δ3 :=
−B −

√
B2 − 4AC

2A

If δ3 ∈ I3 then

∆∗2 = δ3 ∆∗1 =
(1 + h2

1)δ3 + (1 + h2
1 + h2

2)

(g2
1 + g2

2)δ3 − (1 + h2
2)
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is the optimal solution.
If δ3 < δ1, that is, δ3 ∈ I1, then q(∆2) < 0 for ∆2 ∈ I3

and hence R∗QMF,G(∆2) is a decreasing function of ∆2 in this
range. Therefore,

∆∗2 = δ1

∆∗1 =
(1 + h2

1)δ1 + (1 + h2
1 + h2

2)

(g2
1 + g2

2)δ1 − (1 + h2
2)

=
(1 + g2

2)(1 + h2
1)

g2
1

is the optimal solution.
If δ3 ≥ δ2, that is, δ3 ∈ I3, then q(∆2) > 0 for ∆2 ∈ I3

and hence R∗QMF,G(∆2) is an increasing function of ∆2 in this
range. Therefore,

∆∗2 = δ2

∆∗1 =
(1 + h2

1)δ2 + (1 + h2
1 + h2

2)

(g2
1 + g2

2)δ2 − (1 + h2
2)

=
(1 + h2

1)δ2 + (1 + h2
1 + h2

2)

g2
1(δ2 + (1 + h2

2))

is the optimal solution.

APPENDIX D
PROOF OF LEMMAS 2,3 AND 4

A. Proof of Lemma 2

Without loss of generality, let N ≥ i > j ≥ 0. Note that

log2

{(
1 + (N−i)h2

1+∆

) (
1 + ig2

) (
∆

1+∆

)i}
= log2

{(
1 + (N−j)h2

1+∆

) (
1 + jg2

) (
∆

1+∆

)j}
if and only if f(∆) = 0, where

f(∆) =(
1− 1+jg2

1+ig2

)
∆i−j+1+(

1 + (N − i)h2 −
(

1+jg2

1+ig2

) (
1 + (N − j)h2 + i− j

))
∆i−j

−
(

1+jg2

1+ig2

)∑i−j−1
p=1

{(
i−j
p

) (
1 + (N − j)h2

)
+
(
i−j
p−1

)}
∆p

−
(

1+jg2

1+ig2

) (
1 + (N − j)h2

)
We note that in f(∆), the coefficient of ∆i−j+1 is positive

and that the coefficients of ∆p
{p∈[0:i−j−1]} are negative. The

coefficient of ∆i−j may be positive or negative, depending
on the channel configurations. Either way, the number of
sign changes of the coefficients of f(∆) when written in
descending order of powers is exactly 1. By the Descartes’
sign scheme, the number of positive roots of such a polynomial
equation is given by α− 2m, where α is the number of sign
changes and m is a positive integer. Since f(∆) has exactly 1
sign change, f(∆) has exactly 1 positive root, which proves
the lemma.

B. Proof of Lemma 3

For i ∈ [0 : N −1], Ri(∆)−Ri+1(∆) can be simplified as,

Ri(∆)−Ri+1(∆) =

log2

(
1+∆

∆

)
+ log2

(
1+∆+(N−i)h2

1+∆+(N−i−1)h2

)
+ log2

(
1+ig2

1+(i+1)g2

)
From the above, we note that for finite h and g,
lim∆→0 {Ri(∆)−Ri+1(∆)} = +∞ due to the presence of
the term log

(
1+∆

∆

)
in the expression for Ri(∆)− Ri+1(∆),

which proves the lemma.

C. Proof of Lemma 4

We define the sequence of polynomials fm(∆) =
(1+∆)m+2

∆m

(
2Rm+1(∆) − 2Rm(∆)

)
. Further, let ∆∗m denote the

unique positive root of fm(∆) (which is also the unique
positive solution of Rm(∆) = Rm+1(∆)). Then, ∆∗m satisfies

g2∆∗m
2

+
(
g2
(
1 + (N −m)h2

)
− 1− h2 − g2h2 + 2mg2

)
∆∗m

−
(
1 +mg2

) (
1 + (N −m)h2

)
= 0

For the required condition to hold true, i.e, ∆∗m ≤ ∆∗m+1, we
must have fm+1(∆∗m) < 0, since Rm+1(∆) > Rm+2(∆) for
∆ ∈ (0,∆∗m+1) by the preceding lemma. For fm+1(∆∗m) < 0,

∆∗m ≥
h2
(
1 + (m+ 1)g2

)
− g2

(
1 + (N −m)h2

)
g2(2 + h2)

= ∆t.

What now remains to be shown in order for the lemma to
hold is that fm(∆t) < 0 for all values of h, g,N and all
m ∈ [0 : N − 1]. Substituting the value of ∆t, we obtain,

fm(∆t) = − h6

(2+h2)2

 m2g2 +m
(
2 + (3− 2N)g2

)
+

g2(N − 1)2 − (N − 2) + 1
g2︸ ︷︷ ︸

Γ

−
h4

(2+h2)2

[
N + 2(m+ 1) + g2(N2 + 2m− 1) + 2

g2

]
−

h2

(2+h2)2

[
2N + 3 + 4m+ g2

(
4m2 + 4m+ (2N − 1)

)
+ 2

g2

]
− 1

(2+h2)2

[
2 + g2

]
From the above expression for fm(∆t), it is clear that Γ > 0

is a sufficient condition for fm(∆t) < 0. Γ can be viewed as a
quadratic in m with a discriminant DΓ = (5−4N)g4 +4(1−
N)g2. Since the coefficient of m2 is positive, the necessary
and sufficient condition for Γ > 0, ∀m, g, h,N is that DΓ <
0, which is satisfied for N ≥ 2. This proves the lemma.
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