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A Tractable Model for Non-Coherent
Joint-Transmission Base Station Cooperation

Ralph Tanbourgi∗, Sarabjot Singh†, Jeffrey G. Andrews†, and Friedrich K. Jondral∗

Abstract—This paper presents a tractable model for analyzing
non-coherent joint transmission base station (BS) cooperation,
taking into account the irregular BS deployment typically en-
countered in practice. Besides cellular-network specific aspects
such as BS density, channel fading, average path loss and inter-
ference, the model also captures relevant cooperation mechanisms
including user-centric BS clustering and channel-dependent co-
operation activation. The locations of all BSs are modeled by
a Poisson point process. Using tools from stochastic geometry,
the signal-to-interference-plus-noise ratio (SINR) distribution with
cooperation is precisely characterized in a generality-preserving
form. The result is then applied to practical design problems
of recent interest. We find that increasing the network-wide BS
density improves the SINR, while the gains increase with the path
loss exponent. For pilot-based channel estimation, the average
spectral efficiency saturates at cluster sizes of around 7 BSs for
typical values, irrespective of backhaul quality. Finally, it is shown
that intra-cluster frequency reuse is favorable in moderately
loaded cells with generous cooperation activation, while intra-
cluster coordinated scheduling may be better in lightly loaded
cells with conservative cooperation activation.

Index Terms—Base station cooperation, non-coherent joint
transmission, interference, stochastic geometry

I. INTRODUCTION

Base station (BS) cooperation—described varyingly as co-
ordinated multi-point, network multiple-input multiple-output
(MIMO) or more recently as a cloud radio access network
(C-RAN)—has garnered significant research attention since
it is a theoretical powerful method for ameliorating a key
degradation in modern cellular systems: other-cell interference.
In principle, BS cooperation mimics a large distributed MIMO
system by letting a subset of BSs share their resources to
jointly serve a subset of users [1]–[4]. Cooperation schemes
may range from coordinated scheduling and beamforming to
full joint-processing, depending on the employed backhaul
architecture, tolerable mobility and complexity, and other
constraints. Successful joint processing over a cluster of BSs
can turn their interference back into useful signals [4], [5],
although the out-of-cluster interference still acts as noise [6].
In non-coherent joint transmission (NC-JT), also called single-
user JT, BSs cooperate by jointly transmitting the same data to
a given user without prior phase mismatch correction and tight
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synchronization [1], [7]–[11]. At the user, the resulting non-
coherent sum of the useful signals yields a received power
boost; an effect known as cyclic delay diversity for single-
frequency networks using orthogonal frequency division multi-
plexing (OFDM) [11]–[13]. In some cases, NC-JT outperforms
its coherent counterpart due to less stringent synchronization
and channel state information (CSI) requirements [8]. NC-JT
increases the cell load and is therefore considered for lightly-
loaded cell scenarios [9] only, where it can also be used for
load-balancing purposes [10].

A. Challenges facing BS Cooperation
A prerequisite for most forms of BS cooperation is the avail-

ability of CSI at all the BSs of the same cooperative cluster.
The CSI reported on the uplink to each BS is used to decide
upon the users to be served jointly as well as on the resource
allocation, possibly causing significant signaling overhead. To
make things worse, this computational burden must be carried
over finite-capacity backhaul links within a fraction of the
channel coherence time. For joint transmission, all the user
data has to be distributed among all cooperating BSs. Such
considerations appear to prohibit large cooperative clusters,
and one open question is the best cluster size for various
types of cooperation. Even theoretically, it was recently shown
that the benefits from cooperation are fundamentally limited
[14], and the gains obtained through larger clusters vanish
beyond a certain size. This saturation point, in turn, obviously
depends on many system aspects including radio channel,
network geometry and interference; and finding that point
inevitably requires to first disclose their complex interactions
and understand their impact in a comprehensive way.

Because of these many complex interactions, studying BS
cooperation is a challenge, requiring either simplistic models
(Wyner or 2-cell) for use with analysis, or time-consuming
system-level simulations where conclusions tend to be opaque
in terms of the affect of the various simulation parameters. The
lack of useful models for analyzing cooperative cellular net-
works was recently reported also by the authors of [15], where
the need for new tractable models for studying cooperative
cellular networks was highlighted. The authors concluded that
the tools provided by the stochastic geometry framework [16]–
[19] may be the appropriate answer to the above shortcomings.
Although promising, the application of stochastic geometry to
the modeling of cooperative cellular networks entails some
non-trivial challenges: (i) modeling the user-to-BS association
is more difficult since a user may now be served (indirectly) by
multiple BSs; (ii) since BS cooperation opportunistically ex-
ploits small-scale channel fluctuations [2], channel-dependent
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cooperation incentives should not be excluded from the model;
(iii) for joint transmission, the received sum signal power
and sum interference, both possibly originating from the same
source of randomness, must be simultaneously characterized.

In this work, we address the above challenges and derive a
tractable model for downlink BS cooperation with NC-JT. Us-
ing tools from stochastic geometry, we characterize the SINR

distribution at a typical user in a generality-preserving way.
This model, being the key contribution itself, shall provide
both a more nuanced understanding of the system behavior
as well as a useful tool for design purposes. The major
contributions of this work are summarized in Section I-C.

B. Related Work

In [20], the authors derived the coverage probability for a
typical user with instantaneous max-SINR BS association in
a multi-tier cellular environment. Such a scheme can be seen
as a form of BS cooperation known as dynamic cell selection
(DCS) [4], [21] or transmission point selection (TPS) [11].
Although not explicitly termed as BS cooperation, a related
cellular concept was investigated in [22]. Here, the coverage
probability of a typical user having multiple links (to the
first k strongest) was derived. Cooperative beamforming and
scheduling (CB/CS) in cellular networks with irregular BS
locations was studied in [23], [24] for the case of static BS
clustering. The authors showed that the scaling of the outage
probability exponent as the average number of cooperative BSs
increases depends on the amount of scattering. In [25], the gain
of CS BS cooperation was studied for the worst-case user, i.e.,
the cell-edge user, using a Poisson-Voronoi model [16].

Models for joint transmission have recently been proposed
in [26], [27]. In [26], the authors study BS coherent JT
with different geometry-based cooperation rules (based on 2-
Voronoi diagrams) under Rayleigh fading. In contrast to the
present work, only pair-wise cooperation is considered and
opportunistic cooperation decisioning is not modeled. The
results obtained in this work, about 17% in average coverage,
may differ significantly when assuming multiple cooperative
BSs, timing/phase mismatch, and other fading distributions.
In [27], the performance of NC-JT in a heterogeneous cellular
network was characterized under Rayleigh fading. The authors
considered the cases where a user is jointly served by either its
K strongest BSs or by its strongest BS from each tier, which
implies that the cooperative cluster may potentially span a
large area.

From a modeling point of view, in this work we shall
consider the case of multiple cooperating BSs as in [27],
however, except for that we shall consider a fixed cooperation
area due to, e.g., limited backhaul complexity/costs. In contrast
to [26], [27], we shall furthermore assume an arbitrary finite-
moment fading distribution as well as a channel-dependent
cooperation activation. A summary and discussion of our
results is provided in the following section.

C. Contributions and Outcomes

The mathematical model as well as the considered cooper-
ation scenario are explained in Section II.

Characterization of the SINR distribution (main result): In
Section III, we characterize the SINR distribution for a typical
user when being served by multiple cooperating BSs under
NC-JT. Thereby, interference is due to out-of-cluster BSs and
(possibly) intra-cluster BSs serving other users on the same
radio resources. Owing to our approach, the main result is
given in a compact semi-closed form (involving derivatives
of elementary functions). As an additional attribute, the result
enjoys a high degree of generality. For instance, we do not
have to rely on a particular fading distribution.

Key insights: Observations following from the main results
are: (i) the SINR gain obtained through cooperation increases
with the path loss exponent; (ii) for a fixed geographic
cooperation region, it was shown that increasing the network-
wide density of BSs decreases SINR outage probability expo-
nentially. Remarkably, this BS “densification” can be done at
random, i.e., no careful site planning is required.

Effect of imperfect CSI: Assuming pilot-based channel es-
timation with minimum mean square error (MMSE) criterion,
it is shown in Section IV-A that imperfect CSI becomes
the performance-limiting factor as the cluster size increases,
which is consistent with prior findings. For typical scenarios,
the point at which increasing the cluster size is no longer
beneficial for NC-JT in terms of average spectral efficiency is
roughly around 7 BSs. This means that, even with a perfect
backhaul, going beyond these values results in almost no
performance gain. Also, since the spectral efficiency metric
does not account for the cell load increase created by NC-JT,
the above value should be seen as a rough upper bound on
practically relevant cluster sizes.

Intra-cluster scheduling: An important question related to
NC-JT is whether BSs of a cooperative cluster not participat-
ing in an ongoing joint transmission should reuse the radio
resources allocated to the joint transmission. In Section IV-B,
it is shown that intra-cluster frequency reuse should be em-
ployed in moderately loaded cells, in particular when channel-
dependent cooperation activation is in favor of triggering a
joint transmission. In this regime, load gains can be harvested
without much worsening of the SINR. When a conservative
channel-dependent cooperation activation is chosen, intra-
cluster coordinated scheduling may be more appropriate in
lightly loaded cells since additional gains from muting intra-
cluster interference can then be obtained.

Notation: Sans-serif letters (z) denote random variables
while serif letters (z) denote their realizations or variables.

II. COOPERATION SCENARIO AND SYSTEM MODEL

We consider a single-tier OFDMA-based cellular system in
the downlink with single-antenna BSs scattered in the plane
according to a stationary Poisson point process [16] (PPP)
Φ , {xi}∞i=1 with density λ, where xi ∈ R2 denotes the
random location of the i-th BS. While the PPP assumption
inherently neglects the correlation in the BS locations present
in real cellular deployments, it offers analytical tractability, and
has therefore become well-accepted for modeling cellular net-
works [28], [29]. We assume single-antenna users (receivers)
distributed according to a PPP and focus the analysis on a
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Fig. 1. Illustration of the considered scenario. A cluster of cooperative BSs
is formed around the typical user.

typical user located at the origin o ∈ R2. By Slivnyak’s
Theorem [16] and due to the stationarity of Φ, the typical
user will reflect the spatially-averaged downlink performance
under the metrics defined in Section II-C. To each BS, we
further assign a mark gi ∈ R+ denoting the power fading on
the channel from the i-th BS to the typical user. We assume
independent and identically distributed (i.i.d.) narrow-band
fading. The marks follow an identical law with probability
density function (PDF) fg(g), where we assume E [g] = 1
and E

[
g2
]
<∞. The considered scenario is shown in Fig. 1.

A. Cooperation and Cluster Model

We consider a user-centric BS clustering scheme, in which
a cooperative set of BSs is assigned to each user. Whether
a BS is included in the cooperative set of a given user is
usually based on long-term (fading-averaged) received signal
strength (RSS) measurements reported on the uplink. Hence,
for the typical user located at the origin, BSs that are suffi-
ciently close are grouped into a cooperative cluster. Making
this mathematically strict: BSs inside the cooperative region
C ⊆ R2, defined by the two-dimensional ball C = b(o,D),
are members of the cooperative cluster of the typical user.
Thereby, the radius D controls the size of C, and hence serves
as a tunable parameter for balancing enhanced user experience
through more cooperation on the one hand and increased
backhaul complexity due to more overhead on the other hand.

In NC-JT, a user receives a non-coherent sum of multiple
copies of the useful signal transmitted by the cooperating BSs.
BSs of the same cooperative cluster not actively participating
in a joint transmission may still cooperate indirectly by not
transmitting on the same radio resources used for joint trans-
mission. This indirect form of cooperation can be seen as intra-
cluster coordinated scheduling (CS). Alternatively, cooperative
BSs not participating in an ongoing joint transmission may
reuse the radio resources allocated to the joint transmission,
which, in turn, creates intra-cluster interference to the NC-
JT user. This form of intra-cluster scheduling can be seen
as intra-cluster frequency reuse (FR). For better exposition of
the results, we assume intra-cluster FR throughout this work

except for Section IV-B, where the two scheduling schemes
are compared. At the receiver, the non-coherent sum of useful
signals leads to cyclic delay diversity, which translates into a
received power boost [7], [12], [13]. In order to obtain this
increase, the receive filter must be matched to the composite
channel, hence requiring CSI at the receiver (CSI-R). The
effect of imperfect CSI-R is treated in Section IV-A. See
Appendix A for more details about the transmission/reception
procedure in NC-JT.

B. Channel-Dependent Cooperation Activation

CSI must be gathered by the cooperative BSs to decide
whether a user should be served jointly. Among the different
components determining the outcome of this decision process,
the individual instantaneous RSSs to all BSs of the cooperative
cluster have major influence; clearly, if the channel to a
cooperative BS is in a deep fade, information cannot be sent
reliably over that link. In this case, a cooperative BS will defer
from assisting the joint transmission.

To capture this influential mechanism, we hence assume
that a cooperative BS gets engaged in a joint transmission
only if the instantaneous RSS on the corresponding link is
above a threshold T ≥ 0. In some cases, it will be useful
to express T with respect to the received power from a
hypothetical BS located at the cluster edge, i.e., T = T̃D−α

with T̃ being the cluster-edge representation of T . Other
aspects related to the activation of cooperation include for
instance the optimization metric and the cost function for
quantifying the gains of setting-up a cooperative transmission,
cf. [21] for further discussions. Capturing all these aspects
while preserving analytical tractability is outside the scope of
this work. Table I summarizes the notation used in this work.

C. Performance Metrics: SINR and Spectral Efficiency

The main purpose of downlink BS cooperation is to increase
throughput for users experiencing a hostile radio environment
[5], i.e., cell-edge users with low SINR; hence the SINR is an
important metric. In highly loaded cells, the rate offered to a
user and the SINR are tightly coupled via the cell load [30],
[31], which is difficult to model and analyze in a cooperative
scenario due to the fact that scheduling decisions are made
across different cells. In contrast, the rate offered to a user in
a lightly loaded cell is only limited by the maximum channel
bandwidth of the user frontend, e.g., 20 MHz in LTE [13]. In
such a lightly-loaded cell scenario the effect of used density,
and hence cell load, is of subordinate importance and the
spectral efficiency R is an appropriate performance metric. For
NC-JT in particular, the range of practical scenarios is limited
to lightly loaded cells only [9]. In this work, we will hence
assume a lightly-loaded cell scenario and use the SINR and
the spectral efficiency R as performance metrics. Note that
in the high-load scenario, these metrics cannot solely reflect
the overall performance as the cell load and the limitation of
resources are not captured.

Under the NC-JT Tx/Rx scheme explained in Appendix A,
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the SINR at the typical user can be expressed as1

SINR ,

∑
i∈Φ∩C

gi‖xi‖−α1(gi‖xi‖−α ≥ T )∑
i∈Φ∩C

gi‖xi‖−α1(gi‖xi‖−α< T ) +
∑

i∈Φ∩C̄
gi‖xi‖−α + 1

η

=
P

JC + JC̄ + 1
η

, (1)

where
• ‖xi‖−α: path loss to the i-th BS; α > 2 is the path loss

exponent.
• η: transmit signal-to-noise ratio (BS transmit power di-

vided by receiver noise). Receiver noise is modeled as
additive white Gaussian noise (AWGN).

• P ,
∑
i∈Φ∩C gi‖xi‖−α1(gi‖xi‖−α ≥ T ): received sig-

nal power from the cooperating BSs in C that serve the
typical user.

• JC ,
∑
i∈Φ∩C gi‖xi‖−α1(gi‖xi‖−α < T ): sum interfer-

ence (power) caused by cooperating BS in C that serve
other users on the same resource (for intra-cluster FR);
JC ≡ 0 for intra-cluster CS and/or T = 0.

• JC̄ ,
∑
i∈Φ∩C̄ gi‖xi‖−α: sum interference (power) cre-

ated by BSs outside C (C̄ = R2 \ C).
Treating interference as noise and assuming capacity-

achieving codes, the spectral efficiency R at the typical user
is given by R , log2(1 + SINR) in bit/s/Hz. Note that for
analytical tractability we shall assume that all out-of-cluster
BSs create interference to the considered user. Since we
consider a lightly-loaded cell scenario, this assumption may
tendentially overestimate the actual interference.

III. SINR CHARACTERIZATION

Note that in (1), P and JC are statistically independent due to
the mutually disjoint events inside the indicator functions [32].
Since Φ has Poisson property, JC̄ is statistically independent
from P and JC . Still, the expression in (1) is difficult to work
with directly. To get a better handle on the SINR, we will next
approximate the compound term in the denominator.

A. Interference-plus-Noise Gamma Approximation

In [33], the authors showed that the Gamma distribution
can provide a reasonably tight fit to the statistics of Poisson
interference. A Gamma approximation of the interference was
also used in [30]. Motivated by these findings, we approximate
the denominator in (1) by a Gamma random variable, whose
shape k and scale θ can be obtained through second-order
moment matching.

Proposition 1. The denominator in (1) can be approximated
by a Gamma random variable J̃ ≈ JC+JC̄+

1
η with distribution

P(J̃ ≤ z) = 1− Γ(k, z/θ)/Γ(k), where k and θ are

k = 4πλ
α− 1

(α− 2)2

(
E
[
gmin{Dα, g

T }
2
α−1

]
+ α−2

2πλη

)2

E
[
g2 min{Dα, g

T }
2
α−2

] (2)

1Note that (1) does not correspond to the actual SINR on one resource
element but to the average SINR experienced on coherent subcarriers taking
into account the time/phase mismatch of NC-JT, cf. Appendix A.

TABLE I
NOTATION USED IN THIS WORK

Notation Description
Φ;λ BS location process Φ with average density λ
α Path loss exponent

C;D Cooperative region C = b(o,D) with radius D
K Average number of BSs in C, i.e., cooperative BSs
T ; T̃ Cooperation activation threshold T ; T̃ = DαT

P Useful received signal power at the typical user

JC ; JC̄ ;
JCSI

Intra-cluster interference; out-of-cluster interfer-
ence; residual interference due to imperfect CSI

SINR;
SINRpilot,i

SINR under NC-JT; Channel-estimation SINR of
the i-th cooperative-BS link to the typical user

R Spectral efficiency log2(1 + SINR)

η Downlink transmit SNR on one resource element
k, θ Shape k and scale θ of Gamma distribution

σ2
MMSE,i Receiver-side channel-estimation MMSE of the

link to the i-th cooperating BS
Npilot Total number of sampling points (pilots) for chan-

nel estimation during one channel coherence period
∆ Average radio resource saving when switching

from CS to FR intra-cluster scheduling

and

θ =
1

2

α− 2

α− 1

E
[
g2 min{Dα, g

T }
2
α−2

]
E
[
gmin{Dα, g

T }
2
α−1

]
+ α−2

2πλη

, (3)

where Γ(a, x) =
∫∞
x
ta−1e−xt dx is the upper incomplete

Gamma function.

Proof: See Appendix B.
For the following special cases, (2) and (3) can be further

simplified by explicitly computing

E
[
gmin

{
Dα,

g

T

} 2
α−1

]

=


T 1− 2

α γ(1 + 2
α , TD

α)

+D2−αΓ(2, TDα), g ∼ Exp(1),

D2−α, T = 0,

(4)

where γ(a, x) = Γ(a) − Γ(a, x) is the lower incomplete
Gamma function, and

E
[
g2 min

{
Dα,

g

T

} 2
α−2

]

=


T 2− 2

α γ(1 + 2
α , TD

α)

+D2−2αΓ(3, TDα), g ∼ Exp(1),

E
[
g2
]
D2−2α, T = 0.

(5)

Observe that (4) and (5) tend to zero as D → ∞, i.e.,
increasing the cooperative region C converts more interfering
BSs into cooperative BSs. For T = 0 interference is caused
only by BSs outside the cooperative cluster (JC = 0). This
corresponds to the case of all BSs in C always serving the
users jointly irrespective of the current channel realizations.
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Fig. 2. Estimated CDF (dashed) and Gamma CDF (solid with marks) for α = 3 (a) and α = 5 (b). Average inter-BS distance is ∼ 500 m. Parameters are
as follows: D1 = 450 m (∼ 3 cooperative BSs on average) and D2 = 750 m (∼ 8 cooperative BSs on average), η = 162 dB. T̃1 = 0 dB and T̃2 = 6 dB.
Due to variation of D and α, absolute value T changes accordingly.

When letting D → 0, it is seen that both moments do not
exist, which is due to the singularity of the path loss law [33].

Fig. 2a and Fig. 2b compare the cumulative distribution
function (CDF) given in Proposition 1 with the empirical CDF
obtained through simulations. The transmit SNR was set to
η = 162 dB, which is a typical value in LTE networks [34].
As can be seen, the Gamma approximation provides a good
fit to the true CDF for a wide range of system parameters.

Remark 1. Note that the approximation becomes obsolete
when 1

η � JC + JC̄ , since the denominator in (1) degener-
ates to 1

η (noise-limited case). As interference is usually the
performance-limiting factor in today’s cellular networks, we
will avoid this pathological case in our analysis.

Remark 2. For certain fading statistics, e.g., deterministic
or Nakagami-Lognormal, the Gamma approximation may not
preserve the interference tail behavior, cf. [33, Sec. 5.4.2]. The
resulting approximation error is studied in Section III-B.

B. Main Result: SINR Distribution

Theorem 1. The SINR distribution for the typical user at the
origin, in the described setting, is bounded above and below
as

P(SINR ≤ β)
k̃=dke
Q

k̃=bkc

k̃−1∑
m=0

L(m)
P ( 1

θβ )
(θβ)−m

m!
, (6)

where LP(s) , E
[
e−sP

]
is the Laplace transform of P,

L(m)
P (s0) , ∂mLP(−s)/∂sm|s=−s0 is the m-th derivative of
LP(−s) evaluated at s = −s0.

Proof: See Appendix C.
Before specializing the result of Theorem 1 to certain

concrete cases, we will discuss some properties of (6) below.

Generality: In many cases, the PDF of P is not known while
its Laplace transform can be given in closed-form. As (6)
requires only the Laplace transform of P, more specifically
its k̃ − 1 first derivatives, the generality offered by this result
is evident. Moreover, we do not have to specify the fading
PDF fg. Furthermore, the superposition property of Laplace
transforms, i.e., L∑

i fi
=
∏
i Lf,i for i.i.d. fi, can be readily

exploited by the convenient form of Theorem 1.
Tightness of bounds: The reason why (6) is given in terms

of upper/lower bounds is due to the necessity of rounding k
to an integer; the sum in (6) is truncated at bkc (lower bound)
and extended to dke (upper bound). A straightforward way to
study the tightness of the bounds is to characterize the gap
between the lower and upper bound. The worst-case gap is
equal to last summand in (6). Whenever k is integer-valued,
either the upper or the lower bound becomes exact.

Effect of path loss: Intuitively, the interference created by
the many far BSs is more harmful for small α. At the same
time, however, the useful signals undergo a milder path loss.
For non-cooperative transmission, it is known that as α→ 2,
the SINR tends to zero a.s. [33]. Observe from (2) and (3) that
α → 2 implies k → ∞ and θ → 0. Taking the limit α → 2
in (6), we have

lim
α→2

k̃−1∑
m=0

L(m)
P ( 1

θβ )
(θβ)−m

m!

(a)
= lim
α→2

k̃−1∑
m=0

(θβ)−m

m!

∫ ∞
0

Pm fP(P ) e−
P
θβ dP

(b)
= lim

α→2
θβ

k̃−1∑
m=0

1

m!

∫ ∞
0

um fP(uθβ) e−u du

(c)
= lim
α→2

θβ

∫ ∞
0

fP(uθβ) e−u
k̃−1∑
m=0

um

m!
du



6

(d)
= 1− lim

α→2

∫ ∞
0

fP(P )
γ(k̃ + 1, P/θβ)

Γ(k̃ + 1)
dP

(e)
= 1−

∫ ∞
0

lim
α→2

fP(P )
γ(k̃ + 1, P/θβ)

Γ(k̃ + 1)︸ ︷︷ ︸
→0

dP = 1. (7)

(a) follows from the s-differentiation theorem for the Laplace
transform [35], (b) follows from the substitution P/θβ → u,
(c) follows from Tonelli’s theorem [36], (d) follows from the
substitution uθβ → P , and (e) follows from the dominated
convergence theorem (0 ≤ γ(k̃ + 1, P/θβ)/Γ(k̃ + 1) ≤
1 for all P, α) and from the fact that γ(a, z)/Γ(a) ∼
(2πa)−

1
2 ea−z(z/a)a → 0 as a → ∞ [37]. Thus, P(SINR ≤

β) → 1 as α → 2, thereby showing that the interference
created by the many far BSs indeed outweighs the milder path
loss of the cooperative links. Conversely, we expect the SINR

to improve with larger α in accordance with the literature [28].
Using a linear combination of the upper and lower bound

in (6) with weights chosen according to the relative distance
of k to bkc and dke, we get the following approximation for
P(SINR ≤ β).

Corollary 1. The SINR distributed can be approximated by

P(SINR ≤ β) ≈ (k − bkc)L(dke)
P ( 1

θβ )
(θβ)−dke

dke!

+

bkc∑
m=0

L(m)
P ( 1

θβ )
(θβ)−m

m!
. (8)

Although the approximation in (8) looks rather simple, it
turns out that it is remarkably tight as will be demonstrated
later. We propose a second alternative to Theorem 1, which
is useful when the k̃, k̃ + 1, . . .-th derivatives of LP, can be
easily estimated or bounded.

Corollary 2. Let ζ(k̃) be an (arbitrarily good) estimate of the
sum

∑∞
m=k̃ L

(m)
P ( 1

θβ ) (θβ)−m

m! . Then, one has P(SINR ≤ β) ≈
1− ζ(k̃), which yields an (arbitrarily good) approximation.

Proof: We modify (6) as follows:

P(SINR ≤ β) =

∞∑
m=0

L(m)
P ( 1

θβ )
(θβ)−m

m!

−
∞∑
m=k̃

L(m)
P ( 1

θβ )
(θβ)−m

m!
≈ 1− ζ(k̃), (9)

where the first sum is equal to one as a result of Hille’s
theorem [38].

To discuss further properties of (6), we next specify the
form of LP for two cases of interest.

1) Fixed Number of Cooperating BSs: We assume that the
number of cooperating BSs in C is equal to K > 0 which
is equivalent to conditioning the PPP on Φ(C) = K.2 Fixing
the number of cooperating BSs will offer the possibility to
relate our SINR results to other works that commonly assume a
certain cluster size K. In this case, the locations of the K BSs
then follows a Binomial point process (BPP) [16] on C. We

2With a small abuse of notation, we define Φ(C) ,
∑
i∈Φ 1(xi ∈ C) as

the random counting measure.

refer to this case as the conditional case. Note that conditioned
on Φ(C) = K, P and JC are now negatively correlated. We
will however treat them as being statistically independent and
interpret the resulting error as additional inaccuracy of the
Gamma approximation.

Lemma 1. The Laplace transform LP|Φ(C)=K(s) (conditional
case) is given by

LP|Φ(C)=K(s)

=
(

1− 1

D2
E
[
min{Dα, g

T }
2
α

(
1− e−sg max{D−α,Tg }

)
+(sg)

2
αΓ(1− 2

α , sgmax{D−α, Tg })
] )K

. (10)

Proof: See Appendix D.
2) Poisson Number of Cooperating BSs: The number of

cooperative BSs inside C is now assumed random and given
by Φ(C) following a Poisson distribution. We refer to this case
as the unconditional case. By deconditioning LP|Φ(C)=K(s) on
K, we obtain the equivalent result for the unconditional case.

Lemma 2. The Laplace transform LP(s) (unconditional case)
is given by

LP(s) = exp
{
−λπE

[
min{Dα, g

T }
2
α

(
1− e−sg max{D−α,Tg }

)
+(sg)

2
αΓ(1− 2

α , sgmax{D−α, Tg })
]}
. (11)

Proof: See Appendix E.
Effect of BS density: Increasing the BS density λ has

two opposing effects: 1) it causes more interference, since
the number of active BSs in the network is increased; 2)
it increases the chances of being jointly served by multiple
cooperative BSs which manifests itself in decay of LP. To
understand the underlying trend, we study the behavior of (6)
as λ → ∞. In this limit it suffices to treat the unconditional
case since (10) and (11) then become equal [16].

Noting from (11) that LP is of the form e−λf(s), where
f(s) does not depend on λ, the corresponding m-th derivative
with respect to s must be of the form e−λf(s)hm(λ, s), where
hm(λ, s) is polynomial in λ. Hence, we can rewrite (6) in
the form e−λf(1/θβ)

∑k̃−1
m=0

(θβ)−m

m! hm(λ, 1/θβ). Now observe
that the leading term e−λf(1/θβ) is exponentially decreasing
in λ, and hence dominates the scaling of (6) as λ → ∞ for
θ, β > 0. This means that the SINR can be increased by adding
more BSs. Remarkably, this SINR gain is achieved without
the need for careful deployment since increasing λ means
adding both more cooperative and more interfering BSs. This
finding is somewhat interesting in spite of recent results [20],
showing that in a single-tier cellular network with max-power
association and no cooperation, the BS density does not affect
the SIR distribution. In the cooperative scenario, in contrast,
a denser deployment of BSs may be beneficial. A similar
observation was made in [23] for CB/CS BS cooperation. This
finding, however, must be treated with care as it assumes a
fixed D, implying the cluster size K to increase as well.

Remark 3. The m-th derivative in (6) can be efficiently
computed using Faà di Bruno’s rule [39] in combination with
Bell polynomials [40], provided the derivatives of the outer
and inner function are known.
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Fig. 3. CDF of SINR. Simulation (solid), bounds from Theorem 1 (dash-dotted) and approximation from Corollary 1 (“+”-marks). Max-SINR association
from [20] for η →∞ (dotted-diamonds). Non-cooperative nearest-BS association [28] (dashed). Parameters: λ = 14 BS/km2, D = 300 m, T̃ = 0 dB.

The m-th derivative of the inner function of P can be
computed in closed-form as shown for (11) next. An equivalent
expression for the conditional case can be obtained by setting
λπ = D−2.

Lemma 3. The m-th derivative (m > 0) of the exponent of
LP(−s) at s = − 1

θβ is given by

2
αλπ(θβ)m−

2
αE
[
g

2
αΓ(m− 2

α ,
g
θβ max{D−α, Tg })

]
. (12)

Proof: See Appendix F.

C. Numerical Examples

Fig. 3a shows the empirical CDF of the SINR together with
the theoretical results (Theorem 1 and Corollary 1) for the
unconditional case and different values of α. The transmit SNR
was set to η = 162 dB and the fading gains were assumed to
follow a unit-mean exponential distribution (Rayleigh fading).
The value D = 300 m corresponds to 3 cooperating BSs on
average. It can be seen that the Gamma approximation from
Proposition 1 is accurate. Also, the gap between the lower and
upper bound enclosing the estimated CDF is fairly small, but it
increases for larger α. Finally, the simple approximation from
Corollary 1 performs remarkably well. For comparison, the
CDF of the SINR with instantaneous max-power association
from [20], which models DCS/TPS cooperation, is also plotted
(CDF accurate for β > −4 dB). It can be seen that aggres-
sively turning interference into useful signal leads to a higher
SINR than with the max-power association. However, as NC-
JT consumes more radio resources, the net gain for highly
loaded cells may not be in favor of NC-JT. The performance
for non-cooperative downlink transmission with average max-
power cell association from [28] is also shown for reference.

Similarly, Fig. 3b shows the results for the conditional case
with K = 3 cooperating BSs (K = λπD2 with λ,D as in

Fig. 3a) and the same parameters. In contrast to the uncon-
ditional case, we now observe that for larger α the Gamma
approximation from Proposition 1 slightly looses accuracy.
This is due to the aforementioned negative correlation, which
comes into effect at larger α since intra-cluster interference
JC then dominates out-of-cluster interference JC̄ .

Given the fact that the Gamma approximation cannot in
general preserve the true interference tail behavior for all
distributions of g (cf. Remark 2), it is important to compare
analysis and simulation for different fading statistics. Fig. 4a
shows the SINR CDF for three different assumptions about the
fading distribution, namely deterministic (or no fading), Log-
normal shadowing and Nakagami-m with Lognormal shad-
owing (with and without correlation). A correlation model
similar to [41] was used for creating correlated Lognormal
random variables. The analytical results are shown for the
approximation from Corollary 1. It can be seen that the
Gamma approximation leads to a small deviation from the
true SINR CDF. However, for fading distributions with a
considerably different tail, e.g., Lognormal shadowing, which
has a heavy-tailed distribution, this bias becomes perceptible.
In particular for Nakagami fading plus correlated Lognormal
shadowing with large standard deviation, the analytical results
are slightly biased.

Fig. 4b shows the CDF of R for different system parameters.
It can be seen that the accuracy of Theorem 1 and Corollary 1
is not affected by the transformation R = log2(1 + SINR).

IV. APPLICATION OF THE MAIN RESULT

In the following, the developed model is used to further
investigate the inherent trade-offs of NC-JT.

A. Effect of Imperfect CSI-R on NC-JT Cooperation

While coarse CSI-T may be already sufficient for decid-
ing whether a user should obtain cooperation from a BS,
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Fig. 4. (a) CDF of SINR for different fading distributions. Deterministic (no fading, g ≡ 1) (solid line), Lognormal shadow fading with standard deviation
σdB = 6 (dashed), composite Nakagami+Lognormal fading with Nakagami parameter m = 4 and σdB = 8 (dashed-dotted), and composite Nakagami with
correlated Lognormal fading with Nakagami parameter m = 2 and σdB = 10 (dotted). Marks represent analytical results (Corollary 1). (b) CDF of R for
exponential fading. Simulation (solid), bounds from Theorem 1 (dash-dotted) and approximation from Corollary 1 (“+”-marks). Max-SINR association from
[20] for η →∞ (dotted+diamonds). Non-cooperative nearest-BS association [28] (dashed). Parameters: λ = 14 BS/km2, η = 162 dB, α = 4.5.

higher requirements on the accuracy are imposed on the
CSI-R; at the receiver, the composite channel subsuming all
individual cooperative-BS-to-user links must be accurately
estimated for coherent detection. Typically, BSs transmit cell-
specific orthogonally-multiplexed reference signals (RS) to
avoid strong inter-RS interference. Due to the inter-RS or-
thogonality, the channels are estimated independently of each
other before they can be combined to yield a final composite
estimate. Hence, the final estimate will suffer from estimation-
error accumulation. Moreover, the need for orthogonally mul-
tiplexing the RSs implies that resources dedicated for channel
estimation must be shared among the cooperative BSs, thereby
cutting down the per-BS share. It is hence important to charac-
terize the error of the final channel estimate as a function of the
number of channels (equivalently, the number of cooperative
BSs) to be estimated.

For pilot-based channel estimation under MMSE criterion,
the effect of imperfect CSI-R can be captured by an equivalent
effective SINR [42]; strictly speaking, the receive-filter mis-
match reduces the useful signal power while causing residual
interference. The MMSE of the i-th channel estimate (to the
i-th cooperative BS) given K transmitters (BSs) has the form
[42]

σ2
MMSE,i =

1

1 + Egi [SINRpilot,i]
Npilot

K

, (13)

where Egi [SINRpilot] and Npilot are the fading-averaged pilot-
signal-to-interference-plus-noise ratio and the total number of
sampling points (pilot symbols) for channel estimation during
one channel coherence period, respectively, associated with
the i-th cooperative BS. The factor 1/K accounts for the
aforementioned need for sharing the resources dedicated to
channel estimation among the cooperative BSs. Assuming the

same transmit power for all pilot symbols and noting that inter-
RS interference is avoided inside the cluster, σ2

MMSE,i can be
further expressed as

σ2
MMSE,i =

1

1 + ‖xi‖−α
JC̄+ 1

η

Npilots

K

, (14)

where JC̄+ 1
η is the effective estimation noise. Noting that the

estimation error accumulates with K, the resulting effective
SINR can then we written similarly to [14] as

SINR =

∑
i∈Φ∩C

(1− σ2
MMSE,i) gi‖xi‖−α1(gi‖xi‖−α ≥ T )

JCSI + JC + JC̄ + 1
η

, (15)

where JCSI ,
∑
i∈Φ∩C σ

2
MMSE,i gi‖xi‖−α1(gi‖xi‖−α ≥ T )

is the residual interference due to imperfect CSI-R. Unfortu-
nately, two problems arise from (15), which would make an ex-
act analysis cumbersome: first, the useful received power and
the residual interference are statistically dependent through
σ2

MMSE,i; second, the latter two quantities in turn, depend on JC̄
since σ2

MMSE,i is a function of JC̄ . In order to circumvent this
intractability, we propose the following two-step approxima-
tion: 1) We replace the out-of-cluster interference JC̄ in (14)
by E [JC̄ ], which can be computed using Campbell’s theorem
[17], cf. Appendix B; 2) Similar to the conditional case in
Section III-B1, we further model the useful received power
and the residual interference as being statistically independent.
The residual interference is then incorporated in the Gamma
random variable J̃, for which the shape k and scale θ must be
re-computed using the second-order moment-matching tech-
nique already used in Proposition 1. This requires calculating
the mean and variance of JCSI, which for the conditional case
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Fig. 5. (a) Average spectral efficiency E[R] vs. the cluster size K for different Npilot. Parameters are: BS density λ = 4 BS/km2, α = 4, T = 0, η = 162
dB. Unit-mean exponential fading. (b) CDF of R for different T for the unconditional case. Approximation from Corollary 1 for FR (solid) and CS (dashed).
Simulation with Poisson interference (“x”-marks). Parameters are: α = 3.5, λ = 14 BS/km2, η = 162 dB. Average number of cooperative BSs K = 7
(D = 400 m). Perfect CSI assumed.

yields

E [JCSI] = E

[
K−1∑
i=0

σ2
MMSE,i gi‖xi‖−α 1(gi‖xi‖−α ≥ T )

]
= K × 1

bKD2
E
[
gmin

{
Dα, g

T

} 2
α

×2F1

(
1, 2

α , 1 + 2
α ;−b−1

K min
{
Dα, g

T

}) ]
︸ ︷︷ ︸

, µK

(16)

and

Var [JCSI] = E

[
K−1∑
i=0

σ4
MMSE,ig

2
i ‖xi‖−2α 1(gi‖xi‖−α ≥ T )

]
−Kµ2

K

= −Kµ2
K +

K

b2KD
2
E
[
g2 min

{
Dα, g

T

} 2
α

×2F1

(
2, 2

α , 1 + 2
α ;−b−1

K min
{
Dα, g

T

}) ]
, (17)

where bK , Npilots/K/(E [JC̄ ] + 1
η ) and 2F1(a, b, c; z) is the

Gaussian hypergeometric function [37]. Averaging over K
gives the corresponding values for the unconditional case. The
Laplace transform of the numerator in (15) for the conditional
case is given by(

2

αD2

∫ ∞
D−α

t−1− 2
α Lg1(g≥T/t)

(
s t2

t+ 1/bK

)
dt

)K
. (18)

For g ∼ Exp(1), we have

Lg1(g≥T/t) (u) = 1− e−Tt +
e−

T
t (u+1)

u+ 1
. (19)

See Appendix E for obtaining the corresponding expression
for the unconditional case.

The approximation 2) is justified by the following observa-
tion: looking at the denominator of (15), we see that BSs that

would notably contribute to the residual interference because
of a high MMSE must be located farther away from the typical
user. Because of their potentially large distance to the typical
user, these BSs experience a high path loss, and hence by the
cooperation activation policy are unlikely to serve the typical
user. As will be shown later, the deviation from the true SINR

caused by these approximations remains fairly small.

Remark 4. An alternative way for studying the impact of
imperfect CSI on the system performance is to keep the
level of acceptable CSI error constant while increasing the
spectrum overhead, i.e., the number of pilot symbols Npilots.
This eventually leads to pilot contamination, which similarly
limits the obtainable throughput.

Optimal cluster size under imperfect CSI-R: We will focus
on the conditional case (Φ(C) = K) in the following and
analyze the impact of imperfect CSI-R for different cluster
sizes K. In order to apply Theorem 1 to the SINR in (15),
the Laplace transform of the numerator must be calculated, in
addition to obtaining the moments of JCSI for re-computing k
and θ. We skip these tasks since they are technically the same
as for Proposition 1, Lemma 1 and Lemma 3. Fig. 5a shows
the average spectral efficiency E [R] vs. K for different Npilot.
The BS density was set to λ = 4 BS/km2. The values for
Npilot were chosen according to the LTE channel estimation
specifications [13]. The average spectral efficiency was ob-
tained using the relation E[R] =

∫∞
0

P(SINR > 2τ −1) dτ and
using Corollary 1. It can be seen that, as expected, the average
spectral efficiency runs into saturation for large K. In contrast,
imperfect CSI-R has only little effect on the spectral efficiency
in the small K regime, where out-of-cluster interference JC̄
limits the performance; here, increasing K does not change the
MMSE much. As can be seen, the saturation point is roughly
around K = 7 for typical Npilot.
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Remark 5. Note that the saturation point in terms of through-
put may be even smaller due to the cell-load increase induced
by NC-JT. When cell load is the limiting factor, e.g., in high-
load scenarios, the per-user throughput may even strictly de-
crease with the cluster size. It is hence likely that considerably
larger cluster sizes will not be beneficial, irrespective of the
engineering effort spent on the backhaul.

Furthermore, it can be seen that the approximation explained
above is noticeable only at K = 1, whereas it provides a
good fit to the simulation results over the whole range of K.
The effect of T is only marginal and is therefore not shown.
Note that the actual saturation trend described in Fig. 5a
applies to the NC-JT scheme considered in this work, however,
similar trends were observed for instance in [14], [43] for other
cooperation schemes.

B. NC-JT Intra-Cluster Scheduling: FR vs. CS

As mentioned in Section II, in NC-JT cooperating BSs that
do not participate in an ongoing joint transmission can act in
two different ways: 1) they can reuse the radio resources on
which NC-JT is performed (intra-cluster FR). This scheme
has been assumed throughout this work; 2) since reusing
the same radio resources may translate to an unacceptable
degree of intra-cluster interference, the ones used for NC-JT
may alternatively be prohibited for other transmissions (intra-
cluster CS). Even though intra-cluster interference is now
effectively avoided, the overall benefit of CS is not obvious;
exclusively reserving radio resources for joint transmission
virtually increases the cell load at the cooperating BSs that
do not participate in an ongoing joint transmission. Such
a load increase may be unacceptable as other users may
possibly suffer from radio resources shortage, and hence may
experience lower data rates. Quantifying this trade-off and
comparing these two scheduling schemes requires an accurate
description of the different system components, among which
the cooperation activation mechanism has a major impact.

Instead of trying to precisely characterize the effect of NC-
JT on the actual cell load —which is difficult in a cooperative
multi-cell scenario, cf. [31] for a possible approach— an
alternative way that captures the first-order relative behavior of
the two scheduling schemes is chosen: from the perspective of
NC-JT with CS, switching to FR invokes a resource saving at
the cooperative BSs not involved in a joint transmission since
the resources used for joint transmission can be reused. This
saving directly translates into a load reduction at these BSs.

Although in practice the choice between FR and CS may be
made according to the actual BS locations and load situation,
we next study the average radio resource saving to reveal the
underlying trend. Hence, we define

∆ , 1− E


∑

i=Φ∩C
1 (gi‖xi‖−α ≥ T )∑
i∈Φ

1(xi ∈ C)

 , (20)

which describes the spatially-averaged radio resource saving
when switching from CS to FR. Applying the law of the

iterated expectation, ∆ can be computed as

∆ = 1− EK

[
1

K
E

[
K−1∑
i=0

1(gi‖xi‖−α ≥ T )

]]
= 1− E

[
min

{
1, T̃−

2
α g

2
α

}]
. (21)

Interestingly, ∆ is independent of λ. For g ∼ Exp(1), (21)
reduces to ∆ = 1− exp(−T̃ )− T̃−2/αγ(1 + 2

α , T̃ ).
Fig. 5b shows the CDF of R for NC-JT with the two

scheduling policies FR and CS. First, it can be seen that the
SINR improves as T decreases (cooperation is aggressively
triggered). Consequently, the number of consumed radio re-
sources are at highest for small T . Here, switching from CS
to FR does barely change the SINR statistics while a radio
resource saving of approximately 12.8 % is achieved. In this
regime, FR may thus be more favorable. For larger T one has
to bite the bullet: much higher savings, e.g., up to 60% in
Fig. 5b, can be achieved, however, at the cost of worsening
the SINR due to higher intra-cluster interference. In moderately
loaded cells, FR may be mandatory for NC-JT to not overload
cells. In contrast, CS should be used in lightly loaded cells to
additionally profit from muting intra-cluster interference.

V. DISCUSSION AND CONCLUSION

We developed a tractable model for analyzing NC-JT BS
cooperation. We characterized the SINR CDF for a typical
user for the case of user-centric BS clustering. This result is
tractable and fairly general, for instance no specific fading
distribution is assumed. It was found that the gains of coop-
eration increase with the path loss exponent. Also, uniformly
increasing the BS density while fixing the cooperation radius
improves the SINR. Furthermore, the average spectral effi-
ciency was shown to saturate at a cluster size of around 7 BSs
when CSI-R is imperfect. Complementing earlier work, this
result provides insights for practical system design. We showed
that for NC-JT, intra-cluster CS should be used in lightly
loaded cells with generous channel-dependent cooperation
activation, while intra-cluster FR should be used otherwise.

Although the model developed in this work led to new
insights regarding the performance of NC-JT in lightly loaded
cells, it possesses some shortcomings that could be addressed
in future work. For instance, including user-centric BS clus-
tering that is based on the RSS difference to the serving BS
(in contrast to assuming a fixed cooperation radius) would
yield a more practical model, where only cell-edge user re-
ceive cooperation. Capturing cell load and resource allocation
inter-cell dependencies would further contribute to a better
understanding of the trade-offs involved in NC-JT, especially
when looking beyond lightly loaded cells. Since this work
focuses on the cell-average performance, modifying the model
to quantify the cell-edge performance would be interesting
as well. Finally, a comprehensive spatial model for analyzing
coherent JT is also still not available in the literature.

APPENDIX

A. Non-Coherent JT: Transmission, Reception and SINR

This section explains the transmission/reception procedure
under NC-JT and derives the resulting SINR used in (1). In
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an OFDMA-based cellular network, BSs transmit a complex-
valued OFDM signal that is prepended by a cyclic prefix (CP).
By letting the channel appear to provide a circular convolution,
the CP ensures that timely-dispersed multipath versions of the
useful signal do not create inter-symbol interference [13]. NC-
JT exactly makes use of this property. Consider K cooperative
BSs jointly serving a user, for which the received discrete time-
domain signal (OFDM symbol) can be written as

r[n] =

K−1∑
k=0

(hk ~ s)[n] + i[n] + z[n], n = 1, . . . , N, (22)

where s[n], with E[|s[n]|2] = ρ, is the useful signal transmitted
by all K cooperating BSs, i[n] is the sum interference signal
from all other BSs, z[n] is the receiver noise modeled as
circular-symmetric complex AWGN with variance σ2 and N
is the OFDM symbol length (discrete Fourier transform (DFT)
length). The symbol “~” refers to the circular convolution, i.e.,
(hk~s)[n] ,

∑N−1
`=0 hk[`] s[(n−`) mod N ] induced by the

CP. The effective time-domain channel to the k-th cooperating
BS is given by hk[n] and accounts for average path loss,
channel fading, and, in addition, the timing offset due lack
of tight BS synchronization in NC-JT. Hence, we write hk[n]
as

hk[n] = ak[n− νk] ‖xk‖−α/2, (23)

where ak[n] is the complex-valued time-domain fading coeffi-
cient characterizing the channel fading and νk is the additional
timing offset at the k-th cooperating BS. Due to lack of
tight coordination, it is reasonable to treat the νks as being
independent across BSs. Similarly, the aks can be assumed
independent across BSs since no phase-mismatch correction
is performed by the cooperative BSs in NC-JT. After serial-
parallel conversion, r[n] is transformed into frequency domain
by the DFT. Provided the CP length is properly chosen, the
equivalent frequency-domain signal is

R[m] = DFT

{
K−1∑
k=0

(hk ~ s)[n] + i[n] + z[n]

}

=

K−1∑
k=0

Hk[m]S[m] + I[m] + Z[m]. (24)

With (23), Hk[m] is computed as

Hk[m] =
1√
N

N−1∑
n=0

hk[n] e−j2πm
n
N

=
√
gk[m] ‖xk‖−α/2 ejφk[m]+j2πm

νk
N , (25)

where
√
gk is the (frequency-domain) fading envelope of the

power fading gain gk introduced in Section II and φk is the
corresponding phase rotation. The additional modulation term
ej2πmνk/N is a result of the DFT time-shift property. The
received useful signal on subcarrier m then has the form

Ruse[m] = S[m]

K−1∑
k=0

√
gk[m] ‖xk‖−α/2ejφk[m]+j2πm

νk
N , (26)

The sum in (26) can be seen as the effective channel gain on
subcarrier m. With CSI-R, the corresponding complex phase
of this gain is corrected and the useful signal power becomes

|Ruse[m]|2 = |S[m]|2
K−1∑
k=0

gk[m]‖xk‖−α

+|S[m]|2
K−1∑
k,`=0
k 6=`

√
gk[m]g`[m]
‖xk‖α‖x`‖α R

[
ejφ̃k`[m] ej2πm

ν̃k`
N

]
, (27)

where φ̃k`[m] , φk[m] − φ`[m], ν̃k` , νk − ν` and R(·)
denotes the real part. Note that while the gks and φks remain
constant within the coherence bandwidth of the fading channel
(usually, a few tens times the subcarrier spacing), this may
not be the case for the modulation term exp(j2πmνk/N),
which varies in m with frequency νk/N . For instance, when
νk corresponds to half the (extended) cyclic prefix duration,
exp(j2πmνk/N) has a period of only 8 subcarriers, assuming
a 10 MHz LTE system [13]. When both the ν̃ks and the
coherence bandwidth are relatively large, the modulation term
causes the received signal power to vary considerably over a
large number of subcarriers having the same gk[m] = gk and
φk[m] = φk. To capture the overall effect of the timing offset,
it is hence reasonable to average over these power variations
within the coherence bandwidth (spanning Nc subcarriers
around subcarrier m), i.e.,

|Ruse|2 =

K−1∑
k=0

gk‖xk‖−α
1

Nc

Nc−1∑
u=0

|S[u]|2

+

K−1∑
k,`=0
k 6=`

√
gkg`

‖xk‖α‖x`‖α
1

Nc

Nc−1∑
u=0

|S[u]|2R
[
ejφ̃k` ej2πu

ν̃k`
N

]
,

≈ ρ

N

K−1∑
k=0

gk‖xk‖−α, (28)

where we used the fact that 1
Nc

∑Nc−1
u=0 |S[u]|2 ≈ E[s[n]]/N =

ρ/N (assuming an even power allocation across the N sub-
carriers) and that 1

Nc

∑Nc−1
u=0 |S[u]|2R[ejφ̃k`e2πuν̃k`/N ] ≈ 0 for

large Nc. Similarly, the interference-plus-noise power (signal
variance) can readily be obtained as

|I + Z|2 =
ρ

N

∑
interfering
xk

gk‖xk‖−α +
σ2

N
, (29)

where we have exploited the fact that interfering signals
transmitted by other (possibly cooperating) BSs superimpose
non-coherently at the receiver. Combining (28) and (29) and
defining η , ρ/σ2 yields the SINR expression in (1).

B. Proof of Proposition 1

The parameters k and θ satisfy the relations E[J̃] = kθ and
Var[J̃] = kθ2 [38]. The moments of J̃ can be computed using
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Campbell’s theorem [16] as

E[J̃] =
1

η
+ E

[
2πλ

∫ D

0

g r−α+11(g r−α < T ) dr

]

+2πλ

∫ ∞
D

E [g] r−α+1 dr

=
1

η
+

2πλ

α− 2
E
[
g2 min{Dα, Tg }

2
α−1

]
(30)

and

Var[J̃] = E

[
2πλ

∫ D

0

g2 r−2α+11(g r−α < T ) dr

]

+2πλ

∫ ∞
D

E
[
g2
]
r−2α+1 dr

=
πλ

α− 1
E
[
g2 min{Dα, Tg }

2
α−2

]
. (31)

Inserting (30) and (31) in the above relations and solving for
k and θ yields the result.

C. Proof of Theorem 1

By the law of total probability, we can condition P(SINR ≤
β) on P yielding

P
(
P/J̃ ≤ β

)
= E

[
P
(
J̃ ≥ P/β

)]
=

∫ ∞
0

Γ (k, P/βθ)

Γ(k)
fP(P ) dP

=

∫ ∞
0

lim
s→0

e−sP
Γ (k, P/βθ)

Γ(k)
fP(P ) dP

= lim
s→0

∫ ∞
0

e−sP
Γ (k, P/βθ)

Γ(k)
fP(P ) dP, (32)

where the last line follows from the dominated convergence
theorem. In general, fP may have a jump at P = 0 which
corresponds to an initial value P(P = 0) > 0. This would ren-
der fP non-piecewise-continuous. In view of such a possible
jump, we decompose the integral as

lim
s→0

∫ ∞
0

e−sP
Γ (k, P/βθ)

Γ(k)
fP(P ) dP

= lim
P→0−

Γ (k, P/βθ)

Γ(k)︸ ︷︷ ︸
=1

fP(P )

+ lim
s→0

∫ ∞
0+

e−sP
Γ (k, P/βθ)

Γ(k)
fP(P ) dP

= fP(0−) + lim
s→0

∫ ∞
0+

e−sP
Γ (k, P/βθ)

Γ(k)
fP(P ) dP. (33)

Having excluded a possible jump at P = 0, the PDF of P
is now strictly continuous. Next, we note that the Laplace
transform of Γ (k, P/βθ) /Γ(k) is (1− (1 + θβz)−k)/z with
abscissa of convergence σΓ = −1/θβ. Similarly, since fP is
a PDF with non-negative support, it has a Laplace transform
with abscissa of convergence σfP = 0 [38]. However, since
we have excluded a possible jump of fP at P = 0, the
corresponding Laplace transform is given by LP(s)−fP(0−).
Combining these observations with the fact that Re(s) = 0 >

σΓ + σfP = −1/θβ, we can apply the s-convolution theorem
for Laplace transforms [35], [44] and write

fP(0−) + lim
s→0

∫ ∞
0+

e−sP
Γ (k, P/βθ)

Γ(k)
fP(P ) dP

= fP(0−) + lim
s→0

1

2πj

∫ c+j∞

c−j∞

1− (1 + θβz)−k

z

× [LP(s− z)− fP(0−)] dz

= fP(0−) +
1

2πj

∫ c+j∞

c−j∞

1− (1 + θβz)−k

z

× [LP(−z)− fP(0−)] dz

= fP(0−) +
1

2πj

∫ c+j∞

c−j∞

1− (1 + θβz)−k

z
LP(−z) dz︸ ︷︷ ︸

I1

− fP(0−)

2πj

∫ c+j∞

c−j∞

1− (1 + θβz)−k

z
dz︸ ︷︷ ︸

I2

. (34)

The value of c can be arbitrarily chosen in the interval
(−1/θβ, 0). Note that both integrands in (34) have a singular-
ity at z = z0 , −1/θβ. We proceed by computing the integrals
I1 and I2 by first expressing each of them as a closed contour
integral along a semi-circle to the left enclosing z0, i.e.,

I1 =
1

2πj

[
lim
R→∞

∫
semi-circle
of radius R

1− (1 + θβz)−k

z
LP(−z) dz

− lim
R→∞

∫
arc of

radius R

1− (1 + θβz)−k

z
LP(−z) dz

]
, (35)

with the corresponding expression for I2. By the residue
theorem [35], the first integral in (35) is determined by the
residue of the integrand at z = z0. Using the substitution
z → Rejφ − c with ∂z/∂φ = jReφ, we write

I1 = Res
{

1− (1 + θβz)−k

z
LP(−z), z = z0

}
− 1

2π
lim
R→∞

∫ 3
2π

π
2

[
1− (1 + θβ(Rejφ − c))−k

]
×LP(−(Rejφ − c)) dφ. (36)

The integrand in (36) is bounded above by one, hence by the
dominated convergence theorem

lim
R→∞

∫ 3
2π

π
2

[
1− (1 + θβ(Rejφ − c))−k

]
×LP(−(Rejφ − c)) dφ

=

∫ 3
2π

π
2

lim
R→∞

[1− (1 + θβ(Rejφ − c))−k]︸ ︷︷ ︸
→1

×LP(−(Rejφ − c))︸ ︷︷ ︸
→fP(0−)

dφ = πfP(0−). (37)

The fact that LP(−(Rejφ − c))→ fP(0−) as R→∞ uni-
formly for all φ ∈ [π2 ,

3
2π] follows from the initial value theo-

rem [35]. The residue Res{LP(−z)(1− (1 + θβz)−k)/z, z =
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z0} can be obtained by a Laurent series expansion at z = z0

if LP(−z)(1 − (1 + θβz)−k)/z is holomorphic. To ensure
holomorphy it is necessary that k is integer-valued. Thus, we
replace k by k̃ = bkc (respectively k̃ = dke). The Laurent
series of (1− (1 + θβz)−k)/z, now having a pole of order k̃
at z = z0, is then given by

1− (1 + θβz)−k̃

z
=

−1∑
`=−k̃

(θβ)`+1(z + 1
θβ )`. (38)

As for the function LP(−z), we use a Taylor expansion around
the same point z = z0, yielding

LP(−z) =

∞∑
m=0

L(m)
P (−z)
m!

(z + 1
θβ )m. (39)

Recall that we seek the residue of LP(−z)(1 − (1 +
θβz)−k)/z at z = z0. By the Cauchy integral formula
[37], the residue is determined by the coefficient a−1 of the
corresponding Laurent series. Thus,

Res


−1∑
`=−k̃

∞∑
m=0

(θβ)`+1L
(m)
P (−z)
m!

(z + 1
θβ )m+`, z = z0


=

k̃−1∑
m=0

L(m)
P (−z)
m!

(θβ)−m. (40)

Hence, I1 =
∑k̃−1
m=0

L(m)
P (−z)
m! (θβ)−m− fP(0−)

2 . For evaluating
I2, we use the same procedure:

I2 =
fP(0−)

2πj
lim
R→∞

∫
semi-circle
of radius R

1− (1 + θβz)−k

z
dz

−fP(0−)

2πj
lim
R→∞

∫
arc of

radius R

1− (1 + θβz)−k

z
dz. (41)

Replacing k by k̃ and noting that by (38) the residue of (1−
(1 + θβz)−k)/z at z = z0 is one, the first integral in (41) is
fP(0−). Similarly, by (37), the second integral in (41) becomes
fP(0−)/2, thus I2 = fP(0−)/2. Finally, plugging I1 and I2
back into (34) yields the result.

D. Proof of Lemma 1

We write

E
[
e−sP

] (a)
= E

[
e−sg‖x‖

−α1(g‖x‖−α≥T )
]K

(b)
= E

[∫ D

0

2r

D2
e−sgr

−α1(gr−α≥T ) dr

]K
(c)
= E

[
2

αD2

∫ ∞
D−α

t−
2
α−1 e−sgt1(t≥T/g) dt

]K
(d)
= E

[
−t− 2

α

D2

∣∣∣∣max{D−α,Tg }

D−α
+
−t− 2

α e−sgt

D2

∣∣∣∣∞
max{D−α,Tg }

− (sg)
2
α

D2

∫ ∞
max{D−α,Tg }

t−
2
α e−sgt dt

]K
, (42)

where (a) follows from the independence property of BPPs
[16], (b) follows from the PDF f‖x‖(r) = 2r/D2, (c) follows
from the substitution r−α → t and (d) follows from partial
integration. Evaluating (42) yields the result.

E. Proof of Lemma 2

De-conditioning (10) on K, where K = Φ(C) is Poisson
with mean λπD2, we obtain

LP(s) = e−λπD
2
∞∑
K=0

(λπD2)K

K!
LP|Φ(C)=K(s)

= exp
(
−λπD2(1 + L

1
K

P|Φ(C)=K(s))
)
, (43)

where LP|Φ(C)=K(s) is given by (10).

F. Proof of Lemma 3

Employing the probability generating functional for PPPs
[16], [17], the Laplace transform LP can be calculated as
LP(s) = exp(−2πλ

∫D
0
r(1−E[e−sgr

−α1(gr−α≥T )]) dr). The
m-th derivative of logLP(−s) can then be calculated as

∂m logLP(−s)
∂sm

= −2πλ
∂m

∂sm

∫ D

0

r
(

1− E
[
esgr

−α1(gr−α≥T )
])

dr

(a)
= −2πλ

∂m

∂sm

∫ ∞
0

∫ D

0

r fg(g)
[
1− esgr

−α1(gr−α≥T )
]

dr dg

(b)
= 2πλ

∫ ∞
0

∫ D

0

r fg(g)
∂m

∂sm
esgr

−α1(gr−α≥T )dr dg

(c)
=

2πλ

α

∫ ∞
0

fg(g) gm
∫ ∞

max{D−α,Tg }
tm−

2
α−1esgt dtdg (44)

for s < 0. (a) follows from Tonelli’s theorem [36], (b) follows
from Leibniz integration rule [45], and (c) uses the substitution
r−α → t. Evaluating the inner integral and inserting the point
s = −/θβ yields the result.
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