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Abstract

Although the performance of the medium access control (MAC)he IEEE 802.15.4 has been
investigated under the assumption of ideal wireless cHatireeunderstanding of the cross-layer dynam-
ics between MAC and physical layer is an open problem whemwiheless channel exhibits path loss,
multi-path fading, and shadowing. The analysis of MAC antkleiss channel interaction is essential for
consistent performance prediction, correct design anidhigation of the protocols. In this paper, a novel
approach to analytical modeling of these interactions@psed. The analysis considers simultaneously
a composite channel fading, interference generated byiptauterminals, the effects induced by hidden
terminals, and the MAC reduced carrier sensing capatsiliieepending on the MAC parameters and
physical layer thresholds, it is shown that the MAC perfomgeindicators over fading channels can be
far from those derived under ideal channel assumptions.Aglresults, we show to what extent the
presence of fading may be beneficial for the overall netwertgmance by reducing the multiple access

interference, and how this can be used to drive joint seleatf MAC and physical layer parameters.

Index Terms
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I. INTRODUCTION

The development of wireless sensor network (WSN) systeiresrieavily on understanding
the behavior of underlying communication mechanisms. Wéemsors and actuators are inte-

grated within the physical world with large-scale and dedsployments, potential mobility of
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nodes, obstructions to propagation, fading of the wireldssnnel and multi-hop networking
must be carefully addressed to offer reliable servicesatt, fwireless interfaces can represent
bottlenecks as they may not provide links as solid as reduing applications in terms of
reliability, delay, and energy.

There is consensus that the protocols for physical layermedium access control (MAC)
for low data rate and low power applications in the futurel W& based on the flexible IEEE
802.15.4 standard with its numerous variants [1]. Thatd#esh has been indeed adopted with
some modifications also by a number of other protocol stankkjding ZigBee, WirelessHART,
ISA-100 [2]. It is already being used for applications in ustrial control, home automation,
health care, and smart grids. Nevertheless, there is nat gletar understanding of the achievable
performance of the IEEE 802.15.4 protocol stack, with thaseguent inability to adapt the
communication performance (e.g., through cross-layenopation) to meet challenging quality
of service requirements.

The IEEE 802.15.4 MAC layer has received much attentionh vidicus on performance
characterization in terms of reliability (i.e., succes$gfacket reception probability), packet delay,
throughput, and energy consumption. Some initial workehsas [3], are based on Monte Carlo
simulations. More recent investigations have attemptethéalel the protocol performance by
theoretical analysis for single hop networks [4]Z4[10]. $&eanalytical studies are based on
extensions of the Markov chain model originally proposedBignchi for the IEEE 802.11
MAC protocol [11] and assume ideal channel conditions.

The main limitation of the existing studies in literature tltlat MAC and physical layers
analysis are investigated independently.In [12], modetihpacket losses due to channel fading
have been introduced into the homogeneous Markov chainlajme for the IEEE 802.15.4
MAC setup presented in[[6]. However, fading is considerely éor single packet transmission
attempts, the effect of contention and multiple accessfarence is neglected, and the analysis
is neither validated by simulations nor by experiments/118] [the optimal carrier sensing range
is derived to maximize the throughput for IEEE 802.11 neksphowever, statistical modeling
of wireless fading has not been considered, but a two-rayrgtaadio propagation model is
used. Recent studies have investigated the performanceailtipla access networks in terms of

multiple access interference and capture effect for IEEERBDMAC in [14]-[17] and for IEEE



802.15.4 MAC in [18]. However, the models in [14]-[16], [18fe limited to homogeneous
networks (same statistical model for every node) with hoemegus traffic and uniform random
deployment. Heterogeneous traffic conditions are discugsdl7], by assuming two classes
of traffics. It is worthwhile mentioning that the models In6]J1[17] represent the state of the
art for the analysis of the IEEE 802.11 MAC over fading chasnievertheless, they consider
only multi-path fading and the statistics are derived untler assumption of perfect power
control and perfect carrier sensing. The modelin [18] agsuthat nodes are synchronized and
a single packet transmission for each node is considerags, The number of contending nodes
in transmission is known at the beginning of the superfravide.consider instead a setup with
asynchronous Poisson traffic generation, which is morergeéndoreover, in [[18] the channel
is characterized on a distance-based model, and the effegggnegated shadowing and multi-
path components has not been considered, while it is knoaitnittihas a crucial impact on the
performance of packet access mechanisms [19].

In all the aforementioned studies, the probability of fadand capture are evaluated in terms
of average effects of the network on the tagged node. Theeetisally a closer interaction
between MAC and physical channel. For instance, a bad chaondition during the channel
sensing procedure can determine more packet transmiskionle tagged node with respect
to the ideal case, therefore more potential collisions. el@w, a bad channel condition for
the contenders can imply a higher probability of succesdHertagged node. These situations
cannot be modeled by using existing analytical studies dondgeneous IEEE 802.15.4 networks
(e.g., [18]). Similarly, the interactions between MAC ard/pical channel cannot be predicted by
existing models for heterogeneous IEEE 802.15.4 netwarksg, ([20]), since only ideal channel
conditions are considered. Finally, we remark that the dgoetbeffects of fading and multiple
access interference cannot be distinguished just by mearparimental evaluations [18].

In this paper we propose a novel analytical model that capttine cross-layer interactions
of IEEE 802.15.4 MAC and physical layer over interfereniogited wireless channels with
composite fading models. The main original contributiors as follows.

« We propose a general modeling approach for charactenzatiche MAC performance

with heterogeneous network conditions, a composite Nakatgnormal channel, explicit

interference behaviors and cross-layer interactions.



. Based on the new model, we determine the impact of fading itond on the MAC
performance under various settings for traffic, inter-nddgances, carrier sensing range,
and signal-to-(interference plus noise)-ratio (SINR). $¥®w how existing models of the
MAC from the literature may give unsatisfactory or inadetguaredictions for performance
indicators in fading channels.

« We discuss system configurations in which a certain sevefitige fading may be beneficial
for overall network performance. Based on the new models ithen possible to derive
optimization guidelines for the overall network perforrmanby leveraging on the MAC-

physical layer interactions.

To determine the network operating point and the perforrmamticators in terms of reliability,
delay, and energy consumption for single-hop and multi-tagwlogies, a moment matching
approximation for the linear combination of lognormal rarmdvariables based oh [21] and [22]
is adopted in order to build a Markov chain model of the MAC tetusm that embeds the
physical layer behavior. The challenging part of the new\dital setup proposed in this paper
is to model the complex interaction between the MAC protanad the wireless channel with
explicit description of the dependence on several topoldgparameters and network dynamics.
For example, we include failures of the channel sensing ar@sm and the presence of hidden
terminals, namely nodes that are in the communication rarfighe destination but cannot be
listened by the transmitter. Whether two wireless nodeoammunicate with each other depends
on their relative distance, the transmission power, theeless propagation characteristics and
interference caused by concurrent transmissions on the saalivo channel: the higher the SINR
is, the higher the probability that packets can be succigséceived. The number of concurrent
transmissions depends on the traffic and the MAC paramelershe best of our knowledge,
this is the first paper that account for statistical fluctuadi of the SINR in the Markov chain
model of the IEEE 802.15.4 MAC.

The remainder of the paper is organized as follows. In Sefflowe introduce the network
model. In Sectiofll, we derive an analytical model of IEEE28L5.4 MAC over fading channels.
In Sectior 1V, reliability, delay, and energy consumptioa derived. The accuracy of the model
is evaluated in SectionlV, along with a detailed analysis effggmance indexes with various

parameter settings. Sectibnl VI concludes the paper anggetsour future work.
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a) Single-hop star topology b) Multi-hop linear topology ¢) Multi-hop topology,
with multiple end-devices

Fig. 1. Example of topologies: single-hop star topology (oa left), multi-hop linear topology (in the center) and tirhiop
topology with multiple end-devices (on the right).

[I. NETWORK MODEL

We illustrate the network model by considering the threeologies sketched in Fid.] 1.
Nevertheless, the analytical results that we derive in gaper are applicable to any fixed
topology.

The topology in Fig[lla) refers to a single-hop (star) nekwavhere node is deployed at
distancer; , from the root node at the center, and where nodes forward laekets with single-
hop communication to the root node. The topology in Eig. Eoa imulti-hop linear topology,
where every node generates and forwards traffic to the raodé¢ by multi-hop communication.
The distance between two adjacent nodes is denoted,asn Fig.[dc), we illustrate a multi-
hop topology with multiple end-devices that generate amdidod traffic according to an uplink
routing policy to the root node.

Consider node that is transmitting a packet with transmission pov&yr;. We consider an
inverse power model of the link gain, and include shadowimg) multi-path fading as well. The
received power at nodg which is located at a distaneg;, is then expressed as follows

Prij = ﬂ,:“fz exp(¥i) - 1)
Ti,j
The constant, represents the power gain at the reference distanoe and it can account for
specific propagation environments and parameters, egiercequency and antennas. In the
operating conditions for IEEE 802.15.4 networks, the iseeof ¢, (i.e., the path loss at the

reference distance) is in the range— 60 dB [1]. The exponenk is called path loss exponent,



and varies according to the propagation environment in dmge2 — 4. The factor f; models
a frequency-flat channel fading due to multi-path propagativhich we assume to follow a

Nakagami distribution with parameter> 0.5 and p.d.f.

i (2) = WS expl(2),

whereI'(x) is the standard Gamma functidi(x) = [~ exp(—z)z"'dz. We consider the
Nakagami distribution since it is a general statistical elahd it captures fading environments
with various degrees of severity, including Rayleigh andeRenvironments. A lognormal random
component models the shadowing effects due to obstacléis,ywi~ N(0,0?). The standard
deviation o; is called spread factor of the shadowing. These assumptomsaccurate for
IEEE 802.15.4 in a home or urban environment where devicgsmabe in visibility.

In the rest of the paper, we use the indexo denote a link, where is the transmitting
node and; is the receiving node. We use the double indi¢eg) for variables that depend
on a generic pair of nodes in the network. In the followingti®es a generalized model of a
heterogeneous network using unslotted IEEE 802.15.4 MA& owlti-path fading channels is

proposed.

[1l. IEEE 802.15.4 MACAND PHY LAYER MODEL

In this section we propose a novel analytical setup to deheenetwork performance indica-
tors, namely the reliability as probability of successfatket reception, the delay for successfully
received packets, and the average node energy consuniofirst consider a single-hop case,

and then we generalize the model to the multi-hop case.

A. Unslotted IEEE 802.15.4 MAC Mechanism

According to the IEEE 802.15.4 MAC, each link can be in oneldf following states: (i)
idle state, when the node is waiting for the next packet to dreegated; (ii) backoff state; (iii)
clear channel assessment (CCA) state; (iv) transmissain. st

Let the link{ be in idle state with probabilit&té{)o,o. The three variables given by the number of
backoffs N B, backoff exponenB E, and retransmission attemp®y" are initialized: the default

initialization is NB := 0, BE := macMinBE and RT := 0. Note that we use the italic for



the MAC variables, as these are the conventional names us#tkistandard [1]. From idle
state, the transmitting node wakes up with probabijitywhich represents the packet generation
probability in each time unit of duratioaUnitBackoffPeriodand moves to the first backoff state,
where the node waits for a random number of complete baclkuoibgs in the rangé), 257 — 1]
time units.

When the backoff period counter reaches zero, the node rpesfehe CCA procedure. If
the CCA fails due to busy channel, the value of béfl? and BE is increased by one. Once
BE reaches its maximum valusmacMaxBE it remains at the same value until it is reset.
If NB exceeds its thresholthacMaxCSMABackoffshe packet is discarded due to channel
access failure. Otherwise the CSMA/CA algorithm generaggsn a random number of complete
backoff periods and repeats the procedure. The link is in Gf&&e with probabilityr;, and
either moves to the next backoff state if the channel is skemgesy with probabilitya;, or
moves to transmission state with probability{ «;). The transmitting node experiences a delay
of aTurnaroundTimédo turn around from listening to transmitting mode.

The reception of the corresponding ACK is interpreted asesgful packet transmission. The
link moves from the transmission state to idle state withbptolity (1 — +;). As an alternative,
with probability ;, the packet is lost and the variabl&l" is increased by one. As long d&l’
is less than its thresholthacMaxFrameRetriegghe MAC layer initializesBE := macMinBE
and starts again the CSMA/CA mechanism to re-access thenehadtherwise the packet is
discarded as the retry limit is exceeded.

In the following, we denote the MAC parameters by, = macMinBE m;, £ macMaxBE

m £ macMaxCSMABackoffs £ macMaxFrameRetriesand S, £ aUnitBackoffPeriod

B. MAC-Physical Layer Model

In this subsection, the MAC model presented!inl [20], whicls waveloped for ideal channel
conditions, is substantially modified and extended to idelthe main features of real channel
impairments and interference.

Let us assume that packets are generated by maatrording to the Poisson distribution
with rate \;. The probability of generation of a new packet after an idhgt time is then
q = 1 —exp(—X\;/Sy). The effects of a limited buffer size can be included for eéink [,

by considering the probability that the node queue is nottgnipafter a packet has been



successfully sen,,..,, ii) after a packet has been discarded due to channel acabs® f;;
or iif) due to the retry limitg,, ;.

We define the packet successful transmission timend the packet collision timé,. as

Ls:L+tack+Lack+IFsu

Lc =L+ tm,ack s (2)

where L is the total length of a packet including overhead and pakloa, is ACK waiting
time, L. is the length of ACK framelFS is the inter-frame spacing, arig . is the timeout
(waiting for the ACK) in the retransmission algorithm, adaded in [1].

By using Proposition 4.1 in_[20], the CCA probability can be expressed as a function of
the packet generation probabiligy, the busy channel probability;, the packet loss probability

v, and the MAC parametens,, m;, m, andn as

oo™ (L6 4 3)
T =
! 1— oy 1 — 51 0,0,0 »
where
p
1-(2a)" ! o, 1"\ 1 t! iy 1=
[% ( (1—21311 2M + l—lal > 1_l§l + (Ls(I —v) + Ley) (1 — o —H)TLQ
l—qcf,l am+1(1—5n+1) 1_(]cr,l n+1 I_QSucc,l _ (1_am+1)(1_§n+1) —1
a l 1—@1 +— §7 + —a (1—7) L — L ’

0] ifmgm:mb—m07

bo,o,o = _ i (4)

1 (1=2)™ " o 1—am ! m bl 1—am ™ gt
|:§( 1-2q4 2 *+ l—lal + (2 b_'_l)al 1_l 1_l§l

oy

1= gy a1t
_'_(Ls(l - ’Yl) + Lc’Yl)(l - Oélm+ ) 1—l§L + Zlfl L 1—§Ll
— — _amtl _¢en+1 -1
i erd Zcr’lflnﬂ R q;lucc’l(l - %)(1 = 1_)2 5 )] ; otherwise,

0
and& = y(1 — a"t).

The expressions of the idle state probability in Ed. (4) amel €CA probability in Eq.[(3)
abstract the behavior of the MAC independently of the unyilegl physical layer and channel
conditions, that we include in the following by deriving reexpressions of the busy channel

probability o; and packet loss probability;.



The busy channel probability can be decomposed as
Q) = Qpkt,l + Qack,l (5)

whereay; is the probability that nodesenses the channel and finds it occupied by an ongoing
packet transmission, whereas,, ; is the probability of finding the channel busy due to ACK
transmission. Next we derive these probabilities.
The busy channel probability due to packet transmissioaluated at nodeis the combination
of three events:
1) at least one other node has accessed the channel withiofahe previousL units of
time;
2) at least one of the nodes that had accessed the channeal foudle and started a
transmission;
3) the total received power at nodes larger than a threshold, so that an ongoing trans-

mission is detected by node
The combination of all busy channel events yields the busgnobl probability that the

transmitting node: in link [ senses the channel and finds it occupied by an ongoing packet

transmission

Qpkt,l = LHI (p?et) ) (6)
where
N—-1Cn-10 w N-1 v Cove =z v
Hi(x) = Th; (1—Thj)ZZH(1—Oézn)X H Qr, (7)
v=1 j=1 k=1 h=v+1 rz=1 n=1 z=1 r=z+1
N —1
CN—I,U = ( ) )
v
and

Pt =Pr

Zx: Prx,zn,i > CL] (8)

is the detection probability. The indexaccounts for the events of simultaneous accesses to the

channel and the indexenumerates the combinations of events in which a numlzérchannel



10

accesses are performed in the network simultaneouslynGivaodes in the network, the index
k; refers to the node in thg-th position in thej-th combination ofv out of N — 1 elements
(nodei is not included). The index accounts for the events of idle channel, and the index
accounts for the combinations of events in which one or modea among nodes that access
the channel find the channel idle simultaneously.

The busy channel probability due to an ACK transmissionalie€q. (8), follows from a

similar derivation. An ACK is sent only after a successfutlgt transmission. Therefore,

Qack,l = LackHl ((1 - ,quu)p?et) ) (9)

where L, is the length of the ACK. The index denotes the destination node @f in the
expression of{;. By summing up Eqs[{6) and](9), we computgein Eq. (B).

We next derive an expression for the packet loss probabjlithamely the probability that
a transmitted packet from nodeis not correctly detected in reception by nogleA packet
transmission is not detected in reception if there is attlea® interfering node that starts
the transmission at the same time and the SINR between tb&edcpower from the intended
transmitter and the total interfering power plus the noieegr levelV, is lower than a threshold
b (outage). In the event of no active interferers, which osauth probability 17{,(1), the packet
loss probability is the probability that the signal-to-s®ratio (SNR) between the received power

and the noise level is lower than Hence,
=1 =H (1) p* +Hy (™) + (2L — 1) Hy ((1 = pi) p™) (10)

where p*d is the outage probability due to composite channel fadinghenuseful link (with

no interferers),
P,
pPd = Pr {Tol < b} : (11)

and pp"* is the outage probability in the presence of interferergh(wibmposite and different

channel fading on every link),

Pt = Pr [ Pr b] . (12)
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The expressions of the carrier sensing probabititin Eq. (3), the busy channel probability
oy in Eqg. (8), the collision probability in EqL_(10), fdr=1, ..., N, form a system of non-linear
equations that can be solved through numerical methods [23]

We next need to derive the detection probability and the gautarobabilities in the devised
wireless context. With such a goal in mind, we present sonefuligtermediate results in the

following section.

C. Model of Aggregate Multi-path Shadowed Signals

In this section, we consider the problem of computing the siimulti-path shadowed signals
that appear in the detection probability and in the outagdatvility. The analysis follows the
approach developed in [21] and [22] for cellular systemapéidg the model to the characteristics
of CSMA/CA systems.

Consider the transmitting nodeperforming a CCA and let us focus our attention on the
detection probability in transmissioPr [> " _| P.c,; > a], wherez is the current number of
active nodes in transmission. By recalling the power chbmuslel in Eq. [1), let us define the
random variableV; = In (3", A;n exp(yn)), With A;,, = coPecn fu/75 ;, @andy, ~ N(0,07).
Since a closed form expression of the probability distrdoutfunction of Y; does not exist,
we resort to a useful approximation instead. In order to attarizeY;, we apply the Moment
Matching Approximation (MMA) method, which approximatdeetstatistics of linear combina-
tion of lognormal components with a lognormal random vddaaluch thaty; ~ ./\/’(’f]yi,(f%).
According to the MMA methodyy, andoy, can be obtained by matching the first two moments
of exp(Y;) with the first two moments o} > _, A, , exp(y,), i.e.,

1 z 1
Ml é exXp (—’T]YZ + 50’3/1.) = nz::l E{Az,n} exp (nyn —+ iayn> s (13)

¢ oz o2 o2
My £ exp (—2ny, + 20v,) :Z Z E{AimAin}exp <77ym+77yn‘|’<% + ;n t Py yn Oym Uyn))-

m=1 n=1

(14)

Solving Egs. [(IB), and(14) fony, and oy, yields 7y, = 0.5In(M;) — 2In(M;), and oy, =
IH(MQ) — 21H(M1)



12

It follows that

T

Z P > a] =Prlexp(V;) > a] = Q (IH(CL)J) , (15)

Oy,

(3

dct — Pr

n=1

whereQ(z) = Ff eXp( )du.

Similar derivations follow for the outage probability incegption

-1
P, ° Ptank‘ N(]Tk‘
Pr i <b|=Pr fz : Z’anexp Yn — Yi) + Z’anexp —Yi < b|.
Zn 1Pran+N0 (nz:; Ptx,i fz,j ( ) PtxJ ( )
Let us now define the random variadle; = —In (371 B, ;.. exp(§,)) ., where
]i:xnr”fn for n=1,..,x Yn—y; for n=1 .. x
Bz’,j,n == o ; g =
No"”fn for n=x+1 —y; for n=z+1

Pth

According to the MMA method, we approximaté ~ N (ny,,0y,), where ny,, and oy,
can be obtained by matching the first two moments:qf(Y;) with the first two moments of
Zn:l Bi?jvn eXp(gn)’ I e

. 1 x+1 1
M,y éexp (—77371_,], + 50372.’].) :Z E{B, jn}exp (77y + 50%) )

n=1

z+1 x+1 2 2
~ o2 o2
My = exp(— 2ny, + 20y, ) Z ZE{BZ imBij, n}exp(nym+nyn+( ;7” + ; +pgm,gn0'gm0'gn)),

m=1 n=1

which yieldsn. = = 0.5In(M) — 2In(My), 02 = In(My) — 2In(M). Therefore,

Y;
p;n;t Pr [fzexp <b / pr(z|w) Pexp(¥: ;) (w)dw dz

e (in(w) = 75,
_/0/0 pf(z|w)mexp<—T%>dwdz. (16)

The analysis above holds for a generic weighted composifidagnormal fading components.
In the case of lognormal channel model, where only shadomdacbmponents are considered,

(i.e., f; = 1), the outage probability becomes

p;“;tL =Pr [exp(f/ ) < b] ~1-Q <M> . a7)

O‘)/L’J
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For a Nakagami-lognormal channel, the outage probabikiyomes
_\2
pot NL / / exp(—/-zzw)i1 exp _—(ln(w) ;77)1) dwdz
V2roy, w 20371_
00 1 (In(w) — 7y )? /b (zw)"t
= —exp | —————"— K ~———exp(—kzw)dz dw .
/0 \/27?0'372,’jw P ( 20%_ 0 ['(k) ol )

For integer values ofn, the integration in: yields

r—1 ;

out ,NL (1 ( nY ( Z
=1- — bw)dw .
/ 27TUY —————exp ( 20~. ) Z NG eXp —kbw)dw

=0

The mean and standard deviation}@fandffivj can be obtained by inserting the momentg;of
in the moments o#4; ,, and B; ; ,. For Gamma distributed componenis we obtainE{f;} =1
and E{f?} = (k + 1)/k.

We remark here that the evaluation;gf* andpgy® can be carried out off-line with respect to
the solution of the system of nonlinear equations that nedxetsolved when deriving, «; and
~;. Therefore, the proposed model can be implemented with @ishght increase of complexity
with respect to the analytical model of the IEEE 802.15.4 M#€chanism presented in_[20],

but the online computation time is not affected significantl

D. Extended Model for Multi-hop Networks

Here we extend the analytical model to a general network irchvimformation is forwarded
through a multi-hop communication towards a sink node.

The model equations derived in Section 1lI-B are solved factelink of the network, by
considering that the probability, of having a packet to transmit in each time unit does not
depend only on the generated traffic from the transmitting node, but also on the traffic to
forward from children nodes according to the routing palicy

The effect of routing can be described by the routing matixsuch that)/; ; = 1 if node
J is the destination of nodé and ), ; = 0 otherwise. We assume that the routing matrix is
built such that no cycles exists. We define the traffic distidn matrix T by scalingM by
the probability of successful reception in each link as osigcessfully received packets are

forwarded, i.e..T;; = M, ;R,, where the reliabilityR, is derived next in Section TVJA. The
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vector of traffic generation probabilitigg is then given in[[20] by
Q=\1-T]". (18)

wherele RWHD>x(N+1) is the identity matrix. Eq.[{18) gives the relation betweeA®land
routing through the idle packet generation probabijjityTo include the effects of fading channels
in the multi-hop network model, we couple EQ.18) with themssions for; anda;, as obtained
by Egs. [[8), and[(5). Moreover, to complete the model, we rieatkrive the expression of the

reliability R,;, as we illustrate in the following section.

IV. PERFORMANCEINDICATORS

In this section, we investigate three major indicators talgre the performance of the
IEEE 802.15.4 MAC over fading channels. These indicatoi also be used to validate the
analytical model we derived in the previous section, by canmg results obtained from the
(approximate) model with those obtained by extensive satimht campaigns. The first one is
the reliability, evaluated as successful packet receptada. Then we consider the delay for
the successfully received packets as the time interval filoeninstant the packet is ready to
be transmitted, until an ACK for such a packet is receiveceritvally, we consider the energy

consumption of network nodes.

A. Reliability

For each node of the network, the reliability is based on thabagbility that packets are
discarded at MAC layer. In unslotted CSMA/CA, packets aszaided due to either (i) channel
access failure or (ii) retry limits. A channel access fallappens when a packet fails to obtain
clear channel withinn + 1 backoff stages in the current transmission attempt. Furtbee, a
packet is discarded if the transmission fails due to replepseket losses after + 1 attempts.
According to the IEEE 802.15.4 MAC mechanism described intiSe[III-A] the probability

that the packet is discarded due to channel access failarbe@xpressed as

n

Pery = "™ Z(%(l —a" ),
=0
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and the probability of a packet being discarded due to rétmjtd is

Perg = (71(1 - Oélm+1))n+1 :

Therefore, the reliability can be expressed as

ma1 (L= (1 = o))"

Ri=1-=pei—pag=1-q (1= ) — (q(1 = ottt (19)
I

It is worthwhile mentioning that the last expressions emtiesllink between the reliability at
the MAC level and the statistical description of wirelesamhel environment through Ed. (10)

and the analysis of Sectign IT}C.

B. Delay

We define the delay, for successfully delivered packets in the lihKf a packet is discarded
due to either the limited number of backoff stagesor the finite retry limitn, its delay is not
included into the average delay.

Let D;; be the delay for the transmitting node that sends a packeessfully at theh-th

attempt. The expected value of the delay is
E[D)] = > Pr[6,|€|E[Dy] (20)
h=0

where the even®, denotes the occurrence of a successful packet transmiasitbme / + 1
given h previous unsuccessful transmissions, whereas the &eandlicates a successful packet

transmission withim attempts. Therefore, we can derive

7 _omA+1Nj 1 — 1— m+1 jl_ m+1yj
PI‘[%}J%] o Vi (1 Q ) — ( 71( Q >) ryl( Qg ) ) (21)

X (u(t = o) 1— (p(1 =)™

We recall thaty, is the packet loss probability, which we derived in Hqg.l (16ydther with

Egs. [I5) and[(17), and — o]"*! is the probability of successful channel access within the
maximum number ofn backoff stages, where"™! follows from Eq. [5).

The average delay at theth attempt is

h
E[Dis] = Ly +hLc+ Y E[T], (22)

=0
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whereT; is the backoff stage delay, whereAs and L. are the time periods in number of time
units for successful packet transmission and collided gattknsmission computed in EQJ (2).
Since the backoff time in each staés uniformly distributed inf0, W, —1], wherelV, = 287,

the expected total backoff delay is

m r W, —1
E[T)] =T, + > Pr[2,|2] (r Toe + ’“2 sb) : (23)
r=0 k=0
whereT,. is the sensing time in the unslotted mechanism. The e¥erdenotes the occurrence
of a busy channel for consecutive times, and then an idle channel at(ithe 1)th time. By
considering all the possibilities of busy channel during t®@CAs, the probability ofZ, is
conditioned on the successful sensing event withiattemptsZ, given that the node senses an

idle channel in CCA. It follows that

PH[7,|9] = ol = 21000

= — — — . (24)
Zk:o O‘f 1 —o o

By applying Eqgs.[(21) -[(24) in Eq_(R0), the average delaysiarcessfully received packets
is computed. Note that the delay is experienced at the MAEI laud is hereby linked to the

fading channel through the dependency«rand-, evaluated in the previous section.

C. Energy Consumption

Here we derive the expression of the energy consumptioneotrimsmitting node of link
as the sum of the contribution in backoff, carrier sensastrassion, reception, idle-queue, and

relay states:
Eor) =Ly +Eg )+ B+ B+ By + By (25)

In the following, each component of this expression is datigccording to the state probabilities

in SectionIlI-A. The energy consumption during backoff is

_ 5 7 (L= Qo)™ (1 = )
Evi = Fa 2 ( (1 —2a)(1 — ™)

2m™Mo +1) ,

where P, is the average power consumption in idle-listening stat@ye@ assume that the radio is
set in idle-listening state during the backoff stages. Tinergy consumption for carrier sensing

is Es; = P71, Where P, is the average node power consumption in carrier sensite. Sthe
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energy consumption during the transmission stage, inaotu&CK reception, is
Eyy =01 —o)n(PL~+ Pa+ (P(1 =)+ Pav)Lax) ,

where P, and P, are the average node power consumption in transmissionemegtion respec-
tively, and we assumé,, ..« = L.« + 1 in backoff time unitsS,. In the single-hop case, we
assume that the node is in sleeping state with negligibleggneonsumption during inactivity
periods without packet generation. Hence, the energy eopsan during the idle-queue state
is given by E;; = P b(()l)oo where P, is the average node power consumption in sleeping mode,
and bgl}w is the stationary probability of the idle-queue state asvddrin Eq. [4).

In the multi-hop case, relay nodes are in idle-listeningestdso during the inactivity period
(because of the duty cycle policy), and an extra cost foriveag packets and sending ACKs
has to be accounted for. This is included in the energy copfomE, ; due to the packets and

ACKs of relay nodes based on the routing matvix

N
Ex,i - Z Mn,i(l - ’Vn,z)(l - an)Tn(PtL + Pid + (Pr(l - ’Vn,z) + Pidf}/n,i)Lack) .
n=1

We validate and show the use of these analytical resultsem#éxt section.

V. PERFORMANCE EVALUATIONS

In this section, we present numerical results for the newehéat various settings, network
topologies, and operations. We report extensive MonteoGamhulations to validate the accuracy
of the approximations that we have introduced in the modsld&cussed in [19], the capture
threshold model used in the network simulator ris2 [24] givesatisfactory performance when
multiple access interference is considered. Thereforepwpdemented the IEEE 802.15.4 MAC
mechanism in Matlab. The fading channel conditions areosiyced by generating independent
random variables in each link and for each generated paaketthe SINR accounts for the
cumulative interference power. In the simulations, we @ersthat the coherence time of the
shadow fading is longer than the packet transmission tinggiwis in the order of milliseconds,
but shorter than the packet generation period, which isenoitdler of seconds. This is typically
true for an IEEE 802.15.4 environment [1].

The setting of the MAC and physical layer parameters is basethe default specifications
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Fig. 3. Delay vs. traffic rate\ for the star network in Fid.]1a) wittv = 7 nodes,» =1 m, a = —76 dBm, b = 6 dB.

of the IEEE 802.15.4 J1]. We perform simulations both forgéézhop and multi-hop topologies.

As a benchmark, we consider the IEEE 802.15.4 MAC model if. [30ch a model repre-

sent the state of the art for unslotted IEEE 802.15.4 sihgle-and multi-hop networks with

heterogeneous traffic

and hidden terminals.

A. Single-hop Topologies

In this set of performance results, we consider a singledtaptopology as in Fid.l1a). We

let the number of nodes b& = 7, the MAC parametersng = 3, m = 4, my = 5, n = 0,
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L = 70 bytes, L, = 11 bytes and the physical layer parametéts; = 0 dBm, andk = 2.

We validate our model and study the performance of the né&twgrvarying the traffic rate
Ai= A\ t=1,...,N, in the rangel.1 — 10 pkt/s, the radius,;o =, ¢ = 1,..., N, in the range
0.1 — 10 m, the spread of the shadow fadiag = o, i« = 1,..., NV, in the range0 — 6, and
the Nakagami parameter in the rangel — 3. The IEEE 802.15.4 standard specifies that the
carrier sensing threshold i$) dB above the maximum receiver sensitivity for the physiegkr

(which is typically around—85 dBm) [1]. Therefore, we show results for different values of
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the carrier sensing threshold, namely= —76 dBm, a = —66 dBm, anda = —56 dBm. The
outage threshold is not specified by the standard. Expetahereasurements for IEEE 802.15.4
show that the minimum SINR that guarantees correct packeptmn is about dB [18]. In
the following, we show results for different values of thetage threshold, namely,= 6 dB,

b =10 dB, andb = 14 dB.

In Fig. [2, we report the average reliability over all links kgrying the node traffic rate

A. The results are shown for different values of the spreaahd in the absence of multi-path
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(f; = 1). The model is compared with the results obtained by usiagrbdel in[[20], which was
developed in the absence of a channel model. There is a gowthinga between the simulations
and the analytical expression {19). The reliability desesaas the traffic increases. Indeed, an
increase of the traffic generates an increase of the cootetgvel at MAC layer. Our model is
close to the ideal case in [20] in the absence of stochastitufition of the channeb€0). The
small gap is due to the presence of thresholds for channsirgeand outage, which reduce the

reliability due to possible failures in the CCA mechanisnowéver, a remarkable aspect is that
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the impact of shadow fading is more relevant than variatiorike traffic. Therefore, a prediction
based only on Markov chain analysis of the MAC without inghgdthe channel behavior, as
typically done in the previous literature, is largely inacte to capture the performance of
IEEE 802.15.4 wireless networks, especially at larger stvatty spreads.

In Fig. 3, the average delay over all links is reported. Alsathis case simulation results
follow quite well results obtained from the model as giventxy. (20). The delay in our model

with =0 is lower than the delay evaluated in the model in [20] duth&effects of thresholds
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for channel sensing and outage, which reduce the relaliilie to possible failures in the CCA
mechanism. An increase of traffic leads to an increase of Ykeage delay due to the larger
number of channel contentions and consequently an incrieagee number of backoffs. The
spread of shadowing components does not impact on the daaificantly, particularly for
low traffic, because lost packets due to fading are not adeduior in the delay computation.
When the traffic increases, we note that fading is actuallyebeial for the delay. In fact, the
delay of successfully received packets reduces by inargasi This is because the occurrence
of a deep fading reduces the probability of successful mésson. However, since this holds
for all nodes, the average number of contending nodes foCtBA may reduce, thus reducing
the average delay of successfully received packets. It ispnssible to capture this network
behavior by using separate models of the IEEE 802.15.4 MAC #hysical layers as in the
previous literature, since this effect clearly depends anoas-layer interaction.

In Fig.[4, the average power consumption over all links isspnted and compared with the
analytical expression in Ed._(R5). The number of packetstraasions and ACK receptions is the
major source of energy expenditure in the network. Theegfan increase of the traffic leads to
an increase of the power consumption, while performancenanginally affected by the spread
of the fading. However, the power consumption is slightlgiueed when the spread és= 6,

due to the smaller number of received ACKs. Note that no paeatrol policy is implemented.



24

In Fig. [, the average reliability is reported as a functidrihe radiusr for different values
of the spreadr. Again, analytical results obtained through Eq.| (19) argand agreement with
those provided by simulations. For the ideal channel case §i = 0) the size of the network
does not affect the reliability in the range= 0.1 — 10 m. Foro = 6, the performance degrades
significantly as the radius increases. An intermediate \deh& obtained foroc = 3, where the
reliability is comparable to the ideal channel case for shioks, but it reduces drastically for
r > 1 m. The effect is the combination of an increase of the outagbability with the radius
(due to the path loss component) and hidden terminals tleabatr detected by the CCA.

In Fig. [6, we report the average delay by varying the radidsr different values of the
spreado. The shadowing affects the delay positively and the effectmiore significant for
larger inter-node distances: in this case the average nuofbeontending nodes for the free
channel assessment reduces, thus the busy channel pitybaoilices, which in turn decreases
the average delay of successfully received packets.

In Fig. [, the average power consumption by varyings presented. We notice a similar
behavior as for the delay. The power consumption reduceds thé fading and the increasing
size of the network. Nodes spend less time in the backoff &iadrel sensing procedure due to
reduced number of contending nodes and the number of ACKs.

Fig.[8 shows the average reliability as a function of the shang spread>. The results are
plotted for different values of the carrier sensing thrédha The reliability decreases when
the thresholda become larger. The impact of the variation of the threshold maximum
for 0 = 0, and the gap reduces when the spreaihcreases. In Fig.|9, the average delay
is plotted as a function of the spread Depending on the threshold the delay shows a
different behavior when increasing it increases forn = —76 dBm and it decreases far =
—66 dBm, anda = —56 dBm. As we discussed above, the spreathay reduce the delay under
some circumstances. However, when the threshold is langeaterage number of contenders
is less influenced by the fading and does not decrease sajttlfic while the busy channel
probability becomes dominant and the number of backoffeceses, so that the delay increases
as well. Fig.L1D reports the average power consumption byingrthe spread-. The power
consumption reduces by increasing the threslhofts a consequence of the smaller number of

ACK transmissions, although a maximum consumption is ofeskfor low values of the spread.
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In Fig.[11, we plot the average reliability as a function of #preads for different values of
the outage thresholtl The threshold does not affect the performance noticeably doe 0,
while the gap in the reliability increases with Note that for a high threshold the reliability
tends to increase with as long ass is small or moderate, and it decreases for large spreads.
In our setup, a maximum in the reliability is obtained tors 2.

In Fig.[12, we report the combined effects of shadow fadind amulti-path fading on the
reliability. We show the reliability as a function of the spdo of the shadow fading for different
values of the Nakagami parameterWe recall thatc = 1 corresponds to Rayleigh fading. There
is a good match between the simulations and the analyticdei{@9). The effect of the multi-
path is a further degradation of the reliability. Howevére impact reduces as the Nakagami
parameters increases and the fading becomes less severe. In fack for 1, the effect of
multi-path becomes negligible. Furthermore, the multhpading and the composite channel

evidences the presence of the maximuna at 2 in the plot of reliability.

B. Multi-hop Linear Topologies

In this set of performance results, we consider the mulgi-lieear topology in Figl11b). The
number of nodes iV = 5, with the same MAC and physical layer parameters as in thglesin
hop case. We validate our model and study the performancheohétwork as a function of
the hop distance; ; in the ranger = 0.1 — 10 m, and the spread of the shadow fading in the
rangec = 0 — 6. We show results for each hop, and for different values ofddugier sensing
thresholda = —76, 66,56 dBm, and outage threshold= 6, 10, 14 dB.

In Fig.[13, the end-to-end reliability is reported from eaubde to the destination node for
different values of the spreagl The analytical model follows well the simulation resulihie
end-to-end reliability decreases with the number of hogss Effect is more evident in the
presence of shadowing. Fig.]14 shows the end-to-end ritjafrom the farthest node to the
destination by varying the distanecebetween every two adjacent nodes for different values of
the spreads. The reliability is very sensitive to an increase of the hagtahce. In Fig[ 15,
we show the end-to-end reliability by varying the spreadf the shadow fading. Results are
shown for different values of the carrier sensing thresholth Fig.[16, we plot the end-to-end
reliability for different values ob. Similar considerations as for the single-hop case appkes.

However, for the linear topology, the reduction of the earsensing range from = —76 dBm
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to a = —66 dBm influences less the reliability since hidden nodes arenadut of range of the

receiver, therefore the channel detection failure may eatl Ito collisions.

C. Multi-hop Topologies with Multiple End-devices

We consider the multi-hop topology in Figl 1c). We use the saAC and physical layer
parameters as in the single-hop case. We consider the esrtdteeliability as the routing metric

and study the performance of the network as a function ofrdféad \;, = X\, i =1, ..., N, in the
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range0.1 — 10 pkt/s, the spread of the shadow fading in the ramge 0 — 6. Moreover, we show
results for different values of the Nakagami parameter 1 — 3 and threshold = 6, 10, 14 dB.

In Fig.[17, we report the average end-to-end reliabilityralethe end-devices by varying the
node traffic rate. The results are shown for different valoellakagami parametet with the
shadowing spread set to= 6. The impact of the Nakagami parameteseems more prominent
than variation of the traffic. Fig. 18 shows the end-to-erddbdity by varying the spread for

different values ob. Differently to the other topologies, a variation of the age threshold has
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a strong impact on the reliability also for small to modestiadowing spread. In fact, due to the
variable distance between each source-destination pairfadding and the outage probabilities

affect the network noticeably. This effect is well predittey the developed analytical model.

VI. CONCLUSIONS

In this paper, we proposed an integrated cross-layer mddeedVAC and physical layers for
unslotted IEEE 802.15.4 networks, by considering expééieécts of multi-path shadow fading

channels and the presence of interferers. We studied thacingb fading statistics on the MAC
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performance in terms of reliability, delay, and power canption, by varying traffic rates, inter-
nodes distances, carrier sensing range, and SINR thresheldbserved that the severity of the
fading and the physical layer thresholds have significadt@mplex effects on all performance
indicators, and the effects are well predicted by the newehdad particular, the fading has
a relevant negative impact on the reliability. The effectriere evident as traffic and distance
between nodes increase. However, depending on the caensing and SINR thresholds, our
model shows that a fading with small spread can improve thabikty with respect to the
ideal case. The delay for successfully received packetsl@gower consumption are instead
positively affected by the fading and the performance cawftenized by properly tuning the
thresholds.

We believe that the design of future WSN-based systems @atlgroenefit from the results
presented in this paper. As a future work, a tradeoff betwestiability, delay, and power
consumption can be exploited by proper tuning of routing,3/And physical layer parameters.

Various routing metrics can be analyzed, and the model drtkto multiple sinks.
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