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Abstract—WiFi offloading is regarded as one of the most is required. WiFi devices operate in unlicensed and world-
promising techniques to deal with the explosive data increse in  ynified 2.4GHz and 5GHz bands. (iii). High data rates. IEEE
cellular networks due to its high data transmission rate andlow  gn2 11 WiFi can deliver data rates as high as 600Mbps and
requirement on devices. In this paper, we investigate the ntole IEEE 802.11ac can deliver up to 6.933Ghgs [5], which is much
data offloading problem through a third-party WiFi access pant : ) ” p : : ! i
(AP) for a cellular mobile system. From the cellular operato’s ~ faster than 3G. (iv). Low infrastructure cost. The WiFi rexst
perspective, by assuming a usage-based charging model, weare much cheaper than the cellular BSs.
formulate the problem as a utility maximization problem. In For the aforementioned reasons, WiFi offloading becomes
particular, we consider three scenarios: (i) successive terference 5 hot research topic and has attracted the attention of many

cancellation (SIC) available at both the base station (BS) rad ‘ oo
the AP: (i) SIC available at neither the BS nor the AP; (iii) researchers all over the world![6]=]20]. The feasibility of

SIC available at only the BS. For (i), we show that the utility augmenting 3G using WiFi was investigatedin [6]. The perfor

maximization problem can be solved by considering its relaation mance of 3G mobile data offloading through WiFi networks
problem, and we prove that our proposed data offloading schem  for metropolitan areas was studied in [7]. The numbers of
is near-optimal when the number of users is large. For (i), ®  Aps needed for WiFi offloading in large metropolitan area

rove that with high probability the optimal solution is One- . . . . o
pOne-Association, ige., F:)ne useryconne(f)ts to the BS and oneens V&S studied in([8]. Different approaches to implement WiFi

connects to the AP. For (iii), we show that with high probabilty ~ Offloading and to improve the performance of WiFi offloading
there is at most one user connecting to the AP, and all the otihe were investigated in_[9]+[14]. The load-balancing and user
users connect to the BS. By comparing these three scenarios,association problem for offloading in heterogeneous nesvor
we prove that SIC decoders help the cellular operator maxinée ith cellular networks and small cells are investigatediiB}f
its utility. To relieve the comput{itlonal burden of the BS, we [18]. In [15], the authors investigated the outage protigbil
propose a threshold-based distributed data offloading schme. ) o ) s .
We show that the proposed distributed scheme performs welfi and ergodic rate when a flexible cell association scheme is
the threshold is properly chosen. adopted. In[[1B], the authors developed a general and blacta
Index Terms—WiFi offloading, utility maximization, user as- model for_ data offloading in heterogeneou_s networks with
sociation, integer programming, schur convex. different tiers of APs. In[[1[7], the authors investigate@ th
downlink user association problem for load balancing int@a he
erogeneous cellular networks. [n [18], the authors ingeséid
the data offloading schemes for load coupled networks, and
The rapid development of mobile phones and mobile inteshowed that the optimal loading is tractable when propoatio
net services in recent years has generated a lot of data usa@®ess is considered. Recent works [19]-[22] investidahe
over the cellular network [1]. The unprecedented explosibn network economics of data offloading through WiFi APs using
mobile data traffic has led to overloaded cellular networkgame theory([23].
For example, in metro areas and during peak hours, most 3@ifferent from the above work, in this paper, we consider
networks are overloaded![2]. Mobile users in overloadedsarehe scenario that there is a third-party WiFi AP providing
will have to experience degraded cellular services, sudbvas data offloading service with a usage-based charging policy.
data transmission rate and low quality phone calls. We investigate the data offloading problem through such a
A straightforward approach to address the above probletird-party WiFi AP for a cellular mobile communication
is to upgrade the cellular network to the more advanced 4ystem. From business perspective, the cellular operate a
network. Another approach is to deploy more base statiofes maximize its revenue. Thus, in this paper, we investigate
(BSs) with smaller cell size such as femtocells [3]! [4}the data offloading problem from the economic point of view.
However, these approaches incur increase in infrastrictye formulate the problem as a utility maximization problem
cost. A more cost-effective approach is to offload some ahd derive the corresponding data offloading schemes for the
the mobile traffic to WiFi networks, which is often referrectellular operator. In particular, we consider three scesar
to as WiFi offloading. It has a few advantages: (i). No useramely, SIC available at both the BS and the AP, SIC available
equipment upgrading is required. This is because most &fonly the BS, and SIC available at neither the BS nor the AP.
the mobile data services are created by smartphones whigb study the different utility functions and propose diéfet
already have built-in WiFi modules. (ii). No licensed spant  data offloading schemes.
) ] ) The main contribution and results of this paper are summa-
X. Kang, Y.-K Chia, S. Sun, and H. F. Chong are with Institute finfo-

comm Research, 1 Fusionopolis Wa§21-01 Connexis, South Tower, Sin- rized as fO||OYVS. .
gapore 138632 (E-mailxkang, chiayk, sunsm, hfchop@izr.a-star.edu.sg).  SIC available at both the BS and the APhe utility
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maximization problem for this case is solved by consid-
ering its relaxation problem. We show that the relaxation
problem is a convex optimization problem. By using the
convex optimization techniques, we prove that there is
at most one user with fractional indicator function. A
data offloading scheme is then obtained by rounding the
fractional indicator function to its nearest integer. It is
strictly proved that the proposed data offloading scheme
is near-optimal when the number of users is large.

« SIC available at neither the BS nor the AlRor this case,
we rigorously prove that when the number of users is
large, the optimal solution is One-One-Association, i.e.,
the user with the best user-to-BS channel connects to the
BS and that with the best user-to-AP channel connects to
the WiFi AP.

o SIC available at only the BSFor this case, we show
that when the number of users is large, there is at most
one user connecting to the WiFi AP, and all the other
users connect to the BS. A polynomial-time algorithm is
developed to find the optimal offloading scheme.

o SIC is beneficial for the cellular operatowe rigorously
prove that SIC decoders are beneficial for the cellulgf9- 1. System Model
operator in terms of maximizing its utility.

« Distributed data offloading schemeWe propose a _ i _
g useri. For the convenience of analysis, we assume that

threshold-based distributed data offloading scheme for : ) o
case when SIC decoders are available at both the BS aprfd: P, Vi. We also assume the users are uniformly distributed

the AP. We prove that the proposed distributed scherlfbiN€ coverage area. The channel power gain between: user

can achieve the same performance as the centralized fhd th_e_ BS IS denoted by; 5, and that betwe(_an usera_n_d

offloading scheme once the threshold is properly chosdi€ WiFi AP is denoted by;; 4. Unless otherwise specified,
The rest of this paper is organized as follows: In Sedfibn ' 3SSUme thag; p's and g; 4’s are strictly positive, mutu-

we describe the system model and the problem formulatioE;: independent, and have continuous probability distiiin

In Section[dll, we present the results obtained for the ca nction (pdf). The power of the additivze Gaussian noises at
when SIC decoders are available at both the BS and the BS and the AP are denoted & andaA, respec_uvely. we
Iso assume that all the channel state information (CSI) and

AP. In Sectior TV, we present the results obtained for the cas . . )
when SIC decoders are not available at both the BS and #i&"> transmit power are known at _the_ BS. Now, we define
WiFi AP, and the results for the case when the SIC decodér < {0, 1} a,’,“j Yi € {O_’ 1} as two indicator functpns to

is available at the BS side are given in Secfidn V. Then, mdmgte User:s connectlon. to BS -and AP, re§p§ct|vely. I
Sectior{ V], we show that SIC decoders are beneficial for th&<" " connects to BSg; = 1,.otherW|_se,ri =0 S|m|l_arly, i
cellular operator. We also present a high-efficiency distad users connect.s_ to APy; = 1; otherwise y; = O Besides, at
data offloading scheme for the case when SIC decoders éé( time, usev is only aIIo_vved 0 connec'g to either BS or AP,
available at both the BS and the WiFi AP. Simulation resulft N0t to both of them simultaneously, i.e; + y; < 1, ¥i.

are given in SectioR VI Sectidi Vil concludes the paper. . In this paper, we assume that the cellula_r operator cha_lrges
its users at\ per nat of data usage, and it pays the third-

Il. SYSTEM MODEL party WiFi operator aj: per nat of data usage over the AP.

In this paper, as shown in Figl 1, we consider a cellul&er convenience, throughout the paper, we use the natural
network with N users served by a base station (BS) garithm. Hence, the data is measured in nats rather than

assume that there is a third-party WiFi access point (Aﬁ-} bits. Then, the utility function of the operator is definasl

within the coverage area o_f the BS. The WiFi AP and the Ulz,y) = A\Rp(x) + (A — ) Ra(y), 1)

BS use orthogonal frequencies. Thus, there is no interar&tw

interference between WiFi and cellular network. To maxenizwhereR g () is the sum-rate at the BS, affith (y) is the sum-

the network throughput and improve the overall networtate at the WiFi AP. The exact form of the sum-rate depends on

performance, the cellular operator may direct some of igssus whether the SIC decoder is available. As implied by the name,

to be served by the WiFi AP. Since the WiFi AP belongs tim a receiver with a SIC decoder, users’ signals are exitacte

a third-party operator, data offloading through AP is thus nérom the composite received signal successively, ratheer th

for free. The cellular operator has to reward the AP operatparallel. The SIC decoder is able to remove the interference

an incentive while guaranteeing an optimized utility. of the most recently decoded user from the current composite
In this paper, we focus on the uplink scenario. We assumeceived signal by subtracting it out. According [o[24]aif

that all the users adopt fixed power transmission, if&., SIC decoder is available at the BS, the sum-rate at the BS



can be written aR(x) = In(1+ Zl 1 ‘“UEP:CZ-P, on the is an increasing function af, and thus the equality holds only

other hand, if the SIC decoder is not available at the B®henz* = 1y. U
RO _ (1 z;9:,P _ Similarly, at Proposition 3.1 indicates that the cellular operator will
5(@) ZZ it =14 ©i95.8 Pog, y not offload any mobile data to the WiFi AP if the third-

the WiFi AP, we haveR¥(y) = In (1 4 Zl L q;APyz) and party operator charges at a price higher than its reveneie, i.

, 1 > A. On the other hand, from the third-party operator’s

Ry(y) =S In <1+ YILA ) with or without  perspective, if the cellular operator does not offload nebil
J 1,j#i Y395, A +03 . - . . . . .

SIC decoder. data through its WiFi AP, it will earn nothing, which is a

Depending on whether SIC decoder is available at tfese-lose situation. Thus, a reasonable third-party dpevell
BS/AP, we have the following four possible utility function charge a price lower thak, which is the scenario we consider
in the following studies, i.e.u < A.

U (z,y) = ARg(x) + (A — p)R4(y), (2)  Proposition 3.2 The optimal solution of Problem 3.1 is
U (x,y) = ARp(x) + (A — n) R (y), (3) obtained when[{9) holds with equality for arbitrary

U (@, y) = ARG (z) + (A — p) R4 (y), 4) Proof: _This can be prov_ed by contradiction. Su_ppose
U (2, ) = ARS (@) + (A — p) R (y) ) (z*,y*) is the optimal solution of Problem 3.1, and it has

an element(z;, y;) satisfyingz;, + y; < 1. Then, from [T)
In the rest of the paper, we study the optimal data offloadirggd [8), it follows thatz; = 0,y; = 0. Now, we show that

schemes for the above four cases. we can always find a feasible soluti¢h, g) with its elements
satisfyingz} + ¢ = 1, Vi with a higher value of[{6). We let
lIl. WITH SIC DECODERS ATBOTH SIDES T_p = @y, Y = Y-, Where the minus sign before the

letter & in the subscript of a vector refers to all the elements of

In this Section, we investigate the case that both the BRy yector except theth element Then, since the logarithm

and the WiFi AP are equipped with a SIC decoder. Thus, the,tion is an increasing function, it is clear that if we set
utility maximization problem of the cellular operator caa b #t=1,9; =0o0rit = 0,4 = 1 will resultin a higher value
k k k

formulated as of () than that resulted by; = 0,y = 0. This contradicts

Problem 3.1 with our presumption. Proposition 3.2 is thus proved. [
N N With the results given in Proposition 3.2, we can reduce the
max Aln 1+ZS1',B§C1' +(A—p)In 1+Z Siayi |, complexity of Problem 3.1 by setting; = 1 — z;. Problem
{wi,vi,vi} i—1 i=1 3.1 can be converted to the following problem.
(6) Problem 3.2

s.t. x; € {0,1}, Vi, (7 N N

yi € {0,1}, Vi, (8 max Aln <1+Z S; B%) (A—p)In <1+25i,,4(1—$i)> ,
. x;,Vi X

i +yi <1, Vi, (9) i=1 i=1
A P A P (11)
where$; p = £5= andS; 4 = £5=. z; € {0,1}, Vi (12)

It is observed from this problem formulation that the third- st
party operator’s pricing strategy has a great influence on the This is a nonlinear integer programming problem. When the
optimal solution of the above problem. Whenis larger than number of users is small, it can be solved by exhaustive kearc
A, the cellular operator will not assign any user to the ARjowever, when the number of users is large, exhaustivelsearc
This is rigorously proved by the following proposition. is not applicable due to the high complexity. In this paper,

Proposition 3.1 When A < 4, the optimal solution of we solve Problem 3.2 by solving its relaxation problem, and
Problem 3.1 isz* = 1y,y* = Ox, wherely and Oy rigorously prove that the gap between the relaxation prable
denote the N-dimension all-one vector and all-zero vectefnd Problem 3.2 is negligible when the number of the users
respectively. is large.

Proof: To provez® = 1y andy* = Oy is the optimal  Therelaxation problem of Problem 3.2 is given as follows:
solution of Problem 3.1, we have to show thgtxz*,y*) Problem 3.3
is larger thanf(x,vy), where f(x,y) denotes the objective
function of Problem 3.1 anix, y) is any feasible solution of
Problem 3.1. Supposé:, 3) is a feasible solution of Problem 24X Aln <1+Z Si BIZ> +(A—p)In (H'ZSZ a(l- IJ) ’

3.1, then it follows that =1
(13)
f(&,9) = ARg(Z) + (A — p)RA(Y) st 0<z; <1, Vi. (14)

SARB(®) + (A = ) RE(0n) Problem 3.3 is a convex optimization problem. To show its
b . S .
S ARY(1x) + (A — 1) RY(0n), (10) eonvexﬂy, we only need _to show that the object|ve funenon
is convex or concave since all the constraints are linear.
where “a” follows from the fact thah — » < 0 and R% (y) is Denote the objective function of the relaxation problenyas
always nonnegative, and “b” follows from the fact thal () then f, is convex/concave if its Hessian is positive/negative



semidefinite. Denote the Hessian ff as H, we show that Karush-Kuhn-Tucker (KKT) condition$ [25]:
H is negative semidefinite by the following proposition. .
" . . . e ap(zy, —1)=0, (20)
Proposition 3.3 The HessianH is negative semidefinite. .
Proof: The Hessian off can be written as Brzy, =0, (21)
0<z; <1, (22)

2 2 « %
W 0f >0, B; >0, (23)
_orr . o2 f Oz} 143752 Sia(l —=7)
Ox N Ox1 61?\, /\Sk B

——~5 o —at+B=0, (24)
where the diagonal elementzs and off-diagonal elezments eanb 1437521 SiBa;
obtained as’f = — ASk.5 A=1)Sk.a Due to the complexity of the problem, solving the above

N ¢ .\ N o (1—x )2’ . . .
- AS(HSZI‘:lS“B”) \ (1+§i:§ST'*A(1 @) KKT conditions will not render us a closed-form solution.
and =221 — k,BS;.B (A—p) Sk, 4S5,

Tundr; (4 Supen)’ (AR Sea(l-a) However, from these KKT conditions, we are able to gain
It is observedH an be rewritten asF ’ some significant features of the optimal solution.
Theorem 3.1 The optimal solution of the relaxation prob-
A (A—p) lem has at most one user indexed byk € {1,2,--- ,N}),
H=- 5B — 5 A, . . S
(1+ZN S. x) (1+Z{V S, (1_x,)) with a fractionalz;, satisfying0 < = < 1.
=185 =104 ¢ Proof: This proposition can be proved by contradiction.

(16) Suppose that there are two arbitrary users denoteoh land

) n having fractionale,,, andx,,, respectively, i.e.) < x,,, < 1
where matricesB and A have the same structure as thenq( < ., < 1. From [20) and[{21), it follows that,, = 0

following matrix X an =0, B, =0, and 3, = 0. Then, applying these facts to
(24), it follows that
St x o S1xSNx
. . )\Sm,B ()\ - ,U)Sm,A o
X = : : .@n ¥ - - N — =0, (29
g 'S SQ' 1+Zi:1 Si BT} 1+Zi:1 SiyA(l —xi)
N, XP1, X N, X /\Sn,B 3 (/\ o M)Sn,A _ 0 (26)
N o =« N o PN
It can be shown that for any vecter = [c; --- cn]7, T2 im Sipaf 14202 Sia(l — )
¢ X ¢ can be obtained as Then, for these two users, the following equality must hold
Smp  Sup  (A—p) 143N S par
c"Xc=(c1S1x + - +enSnx)’ = 0. 18 AR e =108 (27
(er51,x wENx)"2 A A 14N Sa(l—a) (€0
Thus, it is clear that botlB and A are positive semidefinite. |1 js easy to observe th%n,e — 5n.B s equivalent toZm2 —
m,A Sn,a 9m, A

Then, since both\ and A\ — ;1 are non-negative, it is easy t0g..5 However. it can be verified that the equakiiys — Gn.B
see thatH is negative semidefinite. Therefore, the objectiv@ﬁ’ I . o gim. A gn.A
function is strictl 0 1$ satisfied with a zero probability since the channel power
unction is strictly concave. ains are mutually independent and have continuous pd$. Thi

Problem 3.3 is shown to be convex, and it can be easilygy|t contradicts with our presumption. Thus, it is codeld
verified that Slater’s condition holds for this problem. Bhu ihat there is at most one user with a fractioma i.e., 0 <

the duality gap between Problem 3.3 and its dual problemll% < 1. Theorem 3.1 is thus proved. 0
zero, and solving its dual problem is equivalent to solving t o Theorem 3.1, it is observed that there is at most
original problem. one user with a fractional indicator for the optimal solatio
Now, we consider its dual problem. The Lagrangian qff Problem 3.3. This indicates that the optimal solution of
Problem 3.3 is Problem 3.3 is either equal to or just one-user away from that
N qf Problem.3.2. Thug, the following scheme is proposed to
L@ a8 =(\—p)n <1+ZS'¢,A(1 B xi)) find the optimal solution of Problem 3.2.
=1 TABLE |

N N N
+Aln <1+Z Siﬂxi) - Z ai(z; — 1) + Z Bizi,  (19) Proposed Centralized Data Offloading Scheme for Problem 3.1

i=1 i=1 =1 1). Solve Problem 3.3 by standard convex optimization @lgms, such as
interior-point method[[26], or existing solvers such as CJ2%].
.. 5N]T are the 2)- Convert the obtained solution into a feasible solutibPblem 3.2 by

wherea = [a; -+ ay]|T andB = :
[ ! N] B [51 rounding the fractional indicator function to its nearegeger ( or 1).

nonnegative dual variables associated with the conssraint

The dual function isq(a,3) = max, L(xz,«,3). The
Lagrange dual problem is then given tina -0 g0 ¢(c, 8). In general, the above algorithm provides a sub-optimal
Therefore, the optimal solution needs to satisfy the folfmyv solution to Problem 3.2. However, due to the special feature




presented in Theorem 3.1, we are able to prove that theProblem 4.1
proposed solution given in the Table | is near-optimal when N
i i9i,8P
the number of users is large. _ _ max /\Zln 14— Zigi,B
Theorem 3.2 The gap between the optimal solution of  {ziyivi} = > i1z Ti95,BP + 0%
Problem 3.2 and the proposed solution given in Table | is '

N
negligible when the number of users is large. +(\ _“)Zln 14— Yigi,aP @2
Proof: For the convenience of exposition, we denote the i=1 Zj:u;ei Y;95,AP + 0%
maximum values of Problem 3.2 attained at the optimal st z; €{0,1}, Vi, (33)
solution and at the proposed solution given in Table Ifas e {0,1), Vi (34)
and f¥, respectively. Since the solution given in Table | is also Yi T
a feasible solution of Problem 3.2. Thus, it follows that ri+yi < 1, Vi. (35)
* * Problem 4.1 is a nonlinear integer programming problem
fe <15 (28

which is difficult to solve directly due to its high complexit

On the other hand, it is clear that the maximum value &esides, it is not difficult to verify that the relaxation ptem
Problem 3.2 is upper bounded by its relaxation problem. Thusf Problem 4.1 is non-convex. Thus, we are not able to solve
if we denote the maximum values of the relaxation problefroblem 4.1 in the same way as Problem 3.1. To solve Problem

attained at the optimal solution &, it follows that 4.1, we first consider the following two subproblems.
» . Subproblem 4.1a
fo < fr- (29)
N
Combining the above facts together, we have max )‘Zln 14 zigi,BP . (36)
TR R @ Jeviwi 058P + 0
s e m st x; € {0,1}, Vi. (37)

Thus, if we are able to show that the gap betwggrand f

is negligible when the number of users is large, it is cleat th Subproblem 4.1b

the gap betweerf! and f; will also be negligible when the N

number of users is large. max (A —p) Zln <1+ - YigiaP ) . (39)
Now, we show that the gap betweeft and f* is  {viVi} = =12 Yig5aP + 0%

neg_ligible wh_en the m_meer of users i_s large. Suppose st. yi € {0,1}, Vi. (39)

x* is the optimal solution of the relaxation problem, and

user k is the user with a fractional indicator functiarj. ~ Denote the optimal solution of Subproblem 4.1as Vi €

Then, the value off* is Aln(1+5N . S, ga*) + (A — {1,2,---,N} and that of Subproblem 4.1b ag, Vi €
Ir n( iz ’Bxl) ( {1,2,---,N}. Then, it is clear that ift} andy; satisfy the

1) hlglJFZf-Vﬂ Sia(l— If)) ; While the value off; is ob- constraints[(35) for ali € {1,2,---, N}, z* andy} will be
tained by either setting;, = 0 when z, < 0.5 or set- the optimal solution for Problem 4.1. In the following, we
ting 2z, = 1 whenz; > 0.5. Obviously, it follows that will show that when the number of users is large, Problem
fa> fs*; Wherefs* 2 \ln (1 + Zfiu#k Si,Bxf) + (A — 4.1 can be solved by individually solving Subproblem 4.1a
N ; ) and Subproblem 4.1b. It is seen that Subproblem 4.1a and
p)In (1 + 2 imik Sia(l = 27) , which correspondsto the g, ohlem 4.1b have the same structure. As a result, the
scenario that uset connects to neither the BS nor the AP. 4ntima) solutions of these two subproblems should also have

Then, the gap\ betweenf; and f; satisfies the same structure. In the following, using Subproblem 4.1b
. S, as an example, we present the optimal solution of the two
A<fr—f, =Aln <1 + LA ) subproblems.
+Zi:1,i;ﬁk Si, BT} Lemma 4.1 i) Sort the users according to their channel

Spa(l—27) power gains in descending ordefi 4 > g2.4 > -+ > gn,A.
+A=p)n{ 1+ 1+5°N 7 Sia(l —at) (31) At an optimal solution, only the first*(< N) users transmit,
i=1,i i, AUl — &5 ,
. . 1_’ # . andk* = argmay Y¢_ In <1 4 Al o -
Since the users are uniformly distributed in the area, thusnw j=1,5#i 95, A5 TI4

2
the number of usersis large, it is inferred that the denotaisa i) Further, if g; 4 > %, k* = 1. That is, only the
of the above equation will be very large. Consequently, theser with the largest channel gain transmits.

value of A is close to zero. Theorem 3.2 is thus proved] Proof: To solve Subproblem 4.1b, we first consider its
relaxation problem, which is given as follows.
IV. WITHOUT SIC DECODERS ATBOTH SIDES Problem 4.2
In this section, we consider the scenario that neither the N ‘q; AP
e ; i max Zln 1+ Yigi,A (40)
BS nor the WiFi AP implements the SIC decoder. The utility Vi N - 2 |
PN ; {vavit o > =1, Yi9i.AP + 0%
maximization problem of the cellular operator for this case J= 0
can be formulated as st 0=y <1 Vi (41)



N

4.2 can be converted to the following problem, ) (45)

Let P, £ 4, P,Vi, it is not difficult to observe that Problem (e=1)o%/P
-/ dF(g4)
Problem 4.3 0

N where the equality “a” results from the fact that the channel
i, Al i ii
max Zln <1+ - 9i,A (42) power gains are i.i.d., an@'(g4) denotes the CDF of the
=1

9 e—1)o2 . .
{P:,Vi} D jm1.j2i 9i.ab; + oﬁ) channel power gain. Sincﬁf Doa/P dF(ga) is strictly less

st. 0< P <P, Vi (43) thanl, ProbfA} — 0 asN — oo.
. o ~ Using the same approach, Pfd@b} — 0 as N — oc.
This problem is shown to be Schur convex|inl[28]. By using Now, we consider Prof'}.

the Schur convex properties, it is shown(inl[28] that theropti ,
power allocation is binary power allocation, i.e., eitheor P prop{¢} = ( N ) Prob{ J = argmax gi 4, } (46)
for all 4. This indicates that the optimal solution for Problem 1 andj = argmax gi,p

4.2 is either0 or 1 for all i. Thus, it can be observed that £ N % Prob {j = argmax g; 4}

Problem 4.2 is actually equivalent to Subproblem 4.1b. Then « Prob {j = argmax g; 5} (47)
the results obtained for Problem 4.3 can be directly applied 1 ’

to Subproblem 4.1b. Based on the results’in [28] (Theorem 1 = — (48)

N
where the equality “a” results from the fact that the channel
Jower gains are i.i.d. and have continuous pdf. Frénd (48),

and 4), it is not difficult to obtain the results presentedhiis t
lemma. Details are omitted here for brevity.

With the results given in Lemma 4.1, we are now ready f
the following theorem. Prob{C} — 0 asN — oc.

Theorem 4.1 When the number of user¥ is large, with __COmbining the above results — Prof AUBUC} — 1 as
high probability, the optimal solution for Problem 4.1 is ad¥ — ¢ which completes the proof of Theorem 4.1. [
follows.

« Only two users are active in the network: one connects V. WiTH A SIC DECODER ATONE SIDE

to the BS and the other connects to the WiFi AP. In this section, we consider the scenario that the SIC

« Denote the index of the users connecting to the BS af@coder is only available at one side. Particularly, we only
the WiFi AP asm and n, respectively. Then, user Study the case that the SIC decoder is only available at the

has the best user-to-BS channel, iie.= argmax g; z; BS. The case that the SIC decoder is only available at the

and usern has the best user-to-AP channel, i.e.= WiFi AP is a symmetric case, and thus can be solved in the
argmax g; A. same way.
Proof: Let m = argmax g;p andn = argmax g; 4.  Problem 5.1
2
From Lemma 4.1 Part (i), (a) if,,4 > %, then at N 29 5P
the optimal solution for Subproblem 4.1b, only the user ~  max Aln 1+ZT
transmits. Similarly, (b) if there existg,, 5 > %, then o N =1t B
at the optimal solution for Subproblem 4.1a, only user - )Zln 1+ Yigi, AP (49)
transmits. Finally, (c) ifm # n, then the optimal solution " — Z{V_l L Yig5.AP + 02 ’
of Problem 4.1 is the one is given in Theorem 4.1. . = 01 VJ_’ AFIII 50
We now show that, when the number of users is large, these st 2 €{0,1}, ?’ (50)
three conditions ((a) - (c)) hold with high probability. Dredi yi € {0,1}, V4, (51)
: i isfyi (e=1)o3 zi+y <1, Vi (52)
« Event A: There is no user satisfying 4 > ~—5—. i Ty <L Ve

e—1)o%
—p -

« Event B: There is no user satisfying 5 > { Similar to Problem 4.1, we are not able to solve this problem

« Event C: There exists one user having the best user-to-Bectly or by solving its relaxation problem. To solve Pieh
channel, and simultaneously having the best user-to-AP1, we first consider the following two subproblems.
channel. Subproblem 5.1a

Hence, the probability that at least one of the three condi- N
tions ((a) - (c)) is violated can be written as zigi, P

Prob{AU BU C} < Prob{ A} 4+ Prob{ B} + Prob{C'}, (44)
s.tt. ;€ {0,1}, Vi. (54)

where the inequality results from the well-known union bdun
In the following, we show that Prdbi} — 0, Prob{B} — Subproblem 5.1b
0, and ProC'} — 0 go to zero asV — oo. First, we look at

N
Prob{ A}, which is given by max (A ( Yigi,aP
; M) Zln 1+ N ’ (55)
(e—1)o% . {vivi) i=1 1,21 Yi95,AP + 03
Prob{ A} = Prob {gLA < — ,Vz} sty €{0,1}, Vi. (56)

< (prob (e—1)0% N Denote the optimal solution of Subproblem 5.1aasVi €
= \Trebga s —p {1,2,---,N} and that of Subproblem 5.1b ag, Vi €



{1,2,---,N}. Subproblem 5.1a is easy to solve, and the
optimal solution isz; = 1,Vi. Subproblem 5.1b is exactly
the same as Subproblem 4.1b, and thus the optimal solution
of Subproblem 5.1b can be obtained from Lemma 4.1. It is
obvious thatz; andy} cannot satisfy the constrainfs {52) for
alli € {1,2,---,N}. Thus, Problem 5.1 cannot be solved by
directly solving Subproblem 5.1a and Subproblem 5.1b. This
makes Problem 5.1 more challenging than Problem 4.1.

To solve Problem 5.1, we need the following lemma.

Lemma 5.1 The optimal solution of Problem 5.1 is ob-
tained when[(52) holds with equality for all

Proof: This can be proved by contradiction. Suppose
(z*,y*) is the optimal solution of Problem 5.1, and it has an
element(z;, y;) satisfyingz; + y; < 1. Then, from [GD) and
(5J), it follows thatz; = 0,y; = 0. Now, we show that we
can always find a feasible solutidik, ) with its elements
satisfyingz; + y* = 1, Vi, will result in a higher value of
@9). We letz_;

4 WIiFiAP
A

D

BS 1

x” ., Y, = y-,. Clearly, if we set rig 2 path loss Modelp denotes the non-dominant user, andienotes

z; = 1,95 = 0 will result in a higher value of[{49) than thatthe dominant user.

resulted byz; = 0,y; = 0 since the logarithm function is
an increasing function. This contradicts with our presuompt
Lemma 5.1 is thus proved. O

Based on Lemma 5.1 and the optimal solutions of Subprob-e
lems 5.1a and 5.1b, we are now able to obtain the following
lemma, Lemma 5.2, which will be used to prove Theorem 5.1.
Proof of Lemma 5.2 requires assuming the path loss model for
the users’ channel gains. That is, the channel gain is given b
g = az~ 7, wherey = 2 is the path loss exponent,is the
distance to either the AP or the BS and> 0 is a constant
factor. Consequently, the results in Lemma 5.2 and Theorem
5.1 rely on the path loss model, a geometry for the users,
BS and AP and a probability distribution of the users over
the specified geometry. For the convenience of expositien, w e
consider a 1 by 1 square area with the BS at coordiftat®)
and the WiFi AP at(1,1). We will assume that the users
are uniformly distributed. For simplicity, we give the pfaaf
Lemma 5.2 based on the geometry specified in [Hig. 2, but it
is worth pointing out that the proof extends to more general
geometries with minor modifications.

Lemma 5.2 Let z* be the solution to the equation:—7 =
%. Let D, as specified in Fid.]2, b® = min{z*,0.67}

(the constant, 0.67, is derived in the proof of Lemma 5.2).

Suppose there is at least one user in the quarter circle with
radius D and centered at the AP, as shown in . 2, then at
the optimal solution to Problem 5.1, at most one user cosnect

to the AP and all the other users connect to the BS.

Proof: We first consider subproblem 5.1b. Since there is at
least one user in the stated quarter circle, the user with the
strongest channel gain to the AP has a channel gain of at least
%. From Lemma 4.1 part (ii), at the optimal solution
to subproblem 5.1b, only the user with the strongest channel
gain transmits. We denote the transmitting user as kiseand
refer to the transmitting user as tdeminantuser.

Next, returning back to Problem 5.1, I8t be the set of
users connected to the WiFi AP under the optimal solution.
Based on Lemma 5.1, all users&i® will connect to the BS.

Let where| - | denote the cardinality of a set. We now show
that |S*| < 1, where| - | by contradiction.

Suppose first thatS*| = 2. We have two possible cases:

Case 1:With a dominant user is*. That is, userk* €

S*. In this case, if we assign the non-dominant user to
the BS, the utility at the BS sid&R%(x) will increase.
On the other hand, from Lemma 4.1 part (ii), the utility
at the AP side is maximized when only ugerconnects

to the AP. Thus, by assigning the non-dominant user to
the BS, we can also increase the utility at the AP side
(A — uw)R%(y). Hence, the total utility of the operator
increases if we assign only uger to the AP, and the rest
to the BS. This contradicts the assumption t&t = 2.
Case 2:Dominant user not inS*. That is, userk* ¢

S*. Denote the channel power gain of the channel
between the dominant user and the BShas p, and
the channel power gains of the channels between the
two non-dominant users and the BS/as z and h,, g,
respectively. Now, consider the case where we switch
the connections of*, andm andn. In this case, the
utility of the AP clearly increases by Lemma 4.1 part
(ii), but the utility at the BS may not increase. However,
it is straightforward to verify that the utility at the BS
increases if the following condition holds.

hon,B + hn.B > hi= B. (57)

Now, referring to Fig.[R, let the dominant user be a
distance ofy/2 — d away from the BS, wherd < D
under the conditions stated in the Lemma. The two users
in §* have to be at least distandeaway from the AP,
since their channel gains to the AP is weaker than the
dominant user’s. Considering the worst case scenario as
given in Fig.[2, we have

2c
(1-d)2+1
; (e%
~ (VI-ap

> hk*,Ba

hm,B + hn,B Z

(58)



where “a@” follows fromd < D < 0.67. Hence, in- Assume thatK elements ofy* are equal tal, where K €
equality [57) holds under the conditions stated in Lemm{d, 2, --- , N}. Then, it follows that

5.2. Therefore, the total utility increases by switching th X

two non-dominant users with the dominant user, whic?zw@*) —1n <1 n Z gi,AP>

contradicts our assumption thit*| = 2. A — o3

Using the same arguments, we can show that [@fy > 2 » (C’,an I Zfil gi,AP>

results in a contradiction under the conditions stated imin&
5.2. Hence|S*| < 1, which completes the proof of Lemma

5.%/.\/e are now ready to prove Theorem 5.1 . =In [(Gi = ZiK:l gi,AP) <0124 - Zf; giﬂAP)
L. 2 K P 2 K P

Theorem 5.1 When the number of use® is large, with oat Z;(ZQ 9i, A o4+ is9iA

high probability the optimal solution for Problem 5.1 under 0% + 2tk 9iaP

path loss model is: At most one user connects to the AP and

all the other users connect to the BS.

Proof: Since the users are uniformly distributed over the
square of area one given in F[g. 2, the probability that there

2
0A

oh
K
o4+ Zi:j 9i,aP

In ( 5 e )
0%+ 2ijs191.aP

[|=

M= 1M

is at least one user in the quarter circle with radidsand

centered at the AP is ProdP) =1 — (1 — 7D?/4)N. Since -N"1In (1 + 9;.4F )

D > 0, ProfAP) — 1 as N — oo. Hence, the condition =1 o3 +Zfij+1 gi,.aP

in Lemma 5.2 holds with high probability, which implies that , K P

the assertion in Theorem 5.1 holds with high probabilityl > Zm <1 + g}J{’A ) = R%(%"),
Based on the result given in Theorem 5.1, the optimal =1 U?A+Zi:1,i¢j gi.aP

solution of Problem 5.1 can be easily found by the following (60)

algorithm, which is given in Table II. ) ) x _
where we introduce a dumb itefn,;” ;.| g; 4P = 0 in the

TABLE I equality “a” for notational convenience. The inequality fol-
K K .
Proposed Data Offloading Scheme for Problem 5.1 lows from t.he fact thagéjul'riﬁj gl;AP 2 %ifﬂjlﬁ“‘“P’ V-
TFork=1.N. Then, it is clear thalU"" (z*,y*) > U"°(z",y") always
initialize « = [1,1,---,1]7; y =[0,0,---,0]7; holds. Using the same approach, we can easily show that
setw(k) =0; y(k) = 1; Uwe(z*,g*) > U°(z",y") always holds. Theorem 6.1 is
compute F'(k) = U(z,y);
end thus proved. O
2. Find the optimal allocation and the maximum valueFgf From Theorem 6.1, it is observed that SIC decoder plays
[Fimaz,index = max F, an important role in the utility maximization of the cellula

3. CompareFi,q. with the utility without offloadingU (1, 0x).

operator. It is beneficial for the operator to equip the BShwit
SIC decoders in terms of maximizing its utility.

VI. RELATED SCENARIOS o )
B. Distributed Data Offloading

A. Benefit of SIC Decoders ) ] ) )
] ) ) ) . In the previous sections, we have obtained the optimal
In this subsection, we investigate the role of SIC decodersj,i, offioading schemes for Problem 3.1, 4.1, and 5.1 when
the utility maximization of the ce_IIuIar opgrf';ltor. We rigossly  the number of users is largélowever, the proposed data
prove that the SIC decoder is beneficial for the cellulgfifoading schemes are centralized schemes, which needs the
operator in terms of maximizing 'tiu““t}’; . users to send the user-to-AP and user-to-BS channel power
~Theorem 6.1 Let (z*,y"), (&7, 9"), (27, y") be the op- gaing 1o the BS, and then the BS has to compute the optimal
timal solutions of Problem 3.1, 4.1, and 5.1, respectively. ;ser association and feedback the decisions to the usars. Fo
general, the following inequality always holds, Problem 4.1 and 5.1, due to the special structure of the
Uve (g, y*) > U (3, %) > U (&, ). (59) pro_blems, thc_e pr_oposed cer_1tral_ized algorithms can find the
optimal solution in polynomial time. However, for Problem
Proof: To prove Theorem 6.1, we first show thaB.1, due to the complexity of the problem, the proposed
Uvwv(z* y*) > UY°(z*,y"). It can be observed thatalgorithm puts a heavy computational burden on the BS. Thus,
Uvw(xz*, y*) > U™ (z*,y"). This is due to the fact thatto relieve the computational burden on BS and reduce the
(z*,y") is a feasible solution of Problem 3.1, while*,y*) overhead for CSI and decision transfer, in this section, we
is the optimal solution of Problem 3.1. Thus, if we can showropose a simple but highly efficient distributed data offiog
that Uvv(z*,9*) > UY°(z*,9") holds, U¥“(xz*,y*) > scheme for Problem 3.1, which is given in Table IlI.
uve(z*,g*) will hold. Since U™ (&*,9") = ARBZ(z") + It is observed from Table Il that the BS does not have to
(A — w)RY(y™) and UY°(z", ") = AR%(x") + (A — collect the CSI from the users, and it only needs to broadcast
w)R%(y™), we only need to show thaR% (") > R%(y") a predetermined thresholf to the users. Thus, the network
always holds, which is presented as below. overhead of the distributed algorithm is much lower than



TABLE Il . . . —
for each fading block is equivalent to maximizing the long-

Proposed Distributed Data Offloading Scheme for Problem 3.1 term utility function [31], i.e.,E[U(«x,vy)], where U(x,y)

1). The cellular operator broad(;asts an offlc;a}ding thresfidto each user. g given by equation[{1) and the expectation is taken over

2). Useri computes its value k-2, Vi. If 22 > T, it connects to the  tha probability distribution of all the involved channelvper

BS; Otherwise, it connects to the WiFi AP. gains. Since we did not assume any specific distribution®f th
channel power gains, the result holds for block-fading cleds
with any fading distributions, such as Rayleigh fading,i&ic

that of the centralized algorithm. On the other hand, tHading, Nakagami fading. However, for Case (3), we assumed

computational complexity of the distributed algorithm isch the path loss model when deriving the results. This is due

lower than that of the centralized algorithm. For the cdizied to the following reason. Using other fading channel models

algorithm, the BS has to solve a relaxed integer programmititptead of the path loss model makes the utility maximizatio

problem to decide the optimal association for each usersah@roblem for this case mathematically intractable. Thus, th

worst-case computational complexity @(N?3) [29]. While offloading scheme proposed for this case may not be optimal

for the distributed scheme, the computational complexty if fading channel models are adopted. However, according to

O(N), since each user only has to compute a ragb’i( for the simulation results presented in Secfion VI, the offingd

users) to decide its association. However, it is worth pointingcheme proposed for this case also works well when fading

out that the performance of the distributed algorithm dyeatchannel models are considered.

depends on the value of the threshald

In the following, we show that the distributed data ofp. Downlink Scenarios
floading scheme can achieve the same performance as thﬁ] this paper, we focus on the uplink scenario. In this

centralized one given in Table | if the threshditis properly subsection, we show how to extend the obtained results to
chosen. the downlink scenario. For the downlink scenario, the gyste

M There exists an Opt'”?a' thrgshd]b‘, for any  model becomes broadcast channels. For broadcast channels,
user: other than the user with fractional indicator functlonthere are usually two implementation ways:

the following equality holds.

« Superposition coding with SIC. The transmitter encodes

. 1, if gA > T, the messages for all the receivers using superposition
Ti = 0, if Sip T, (61) coding. Each receiver decodes the received message using
Si.a SIC. This case is similar to the uplink scenario with SIC.
whereT* = Q=) WXL Sintl  angur v is the optimal If we assume both BS and AP adopt this scheme, and

N J. _e*) ! .
A ”Zi:é_b““(l @) both of them adopt equal power allocation, the resultant

solution of Problem 3. - S . ;
Proof: This proof is based on the KKT conditions given out ~ Utility mgax'y.ﬁ'za“o” problem can be obtained by letting
i, B

) R o Gi, AP s

in Sectior1ll. Itis observed froni(24) that§= > T, where Sip =gz - andS; 4 = 4" -, Viin Problem 3.1. Then,

v O XN Sipel L we can solve this problem using the same approach as
™ == HEIEI sli__A_(lfT;f)’ it follows thato; — f; > 0. Problem 3.1 by introducing! £ %2 andg! , £ %4

. ) i,B ’ i, B

From (%? %nd. 1& Itis a TO gpserveddthgt# 0 andp; #t'o « Orthogonal schemes. If SIC decoders are not available at
can not hold simuftaneously. Sinee an ji are nonnegative, the receivers, for the broadcast channel, the transmitter
thus if 5, > 0, a; must be equal to zero. Consequently, we

. . . will not encode the message for all users together. Instead,
have«o; —5; < 0, which contradicts with the fact that, —3; > g 9

. they will use orthogonal schemes, such as TDMA. For
0. Thus, it clear thaty; >0 and §; _SQ.BThen, ffom 2D), this case, the resultant user association is trivial, ire.,
it follows thatz; = 1. Similarly, whenz=> < T, it can be

h h - q hich i &‘A h - each time slot, one user is selected to connect to the BS,
shown that; =0 an Bi > 0, which indicates that; = 0. and one user is selected to connect to the AP.
Theorem 6.2 is thus proved. O

VIlI. NUMERICAL RESULTS

C. Fading Scenarios n thi ) il | ded |
In this paper, we consider three cases: (1) With SIC decod s this section, numerical results are provided to evaluate

at both sides: (2) Without SIC decoders at both sides: ( e performance of the proposed data offloading schemes.
With a SIC decoder at one side. It is worth pointing out that .

we do not assume any specific distribution of the chann®l Simulation Parameters

power gains for Cases (1) and (2). Thus, the results obtained’he simulation setup is as follows. We consider a 1 by
for Cases (1) and (2) can be directly applied to the block- square area with the base station at coordii@te) and
fading scenario[[30], where the channel remains constahe WiFi AP at (1,1). The number of users is denoted
during each fading block but possibly changes from one blobly N, and theseN users are uniformly scattered in the
to another. For the block-fading scenario, we can solve tequare. For simplicity, we assume that the transmit power
utility maximization problem for each fading block, and apel of each user is the same and given hyUnless otherwise
the user association scheme every fading block. This is dstated the path loss model is adopted to model the channel
to the fact that there are no coupling constraints betwepower gain. Let(posx,posy) denote the position of user
the fading blocks, and thus maximizing the utility function, then the channel power gain between it and the BS can
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Fig. 3. With SIC decoders at both sides: normalized utiligpgvs. the Fig. 4. With SIC decoders at both sides: performance of theiblited data

number of users offloading scheme.

be modeled ag;; 5 = (\/POS¥ + posy’) 7, where v is
the path loss coefficient. Similarly, the channel power ga
between useri and the AP can be modeled ag 4 =
(/(1 — posx)? + (1 — posy,)?) . In this paper, we consider
the free space path loss model where= 2. The power of
the additive Gaussian noises at the BS and the AP are se
1,i.e., 0% =1 andoc? = 1. The revenue coefficient of the
BS is set to 1, and the cost coefficignis set t00.5. Matlab
is used for running all the simulations.

Number of Optimal Realizations

B. With SIC Decoders at Both Sides

1) Performance of the Centralized Data Offloading Schem
In Fig.[3, we investigate the gap between the proposed dent
ized data offloading scheme given in Table | and the optim  *% 7 6 8 0 12 14 1
solution. The optimal solution is obtained by the exhauasti\ Humber ofUsers. N
search. For the purpose of illustration, the gap is norredliz
by the utility of the optimal solution. The result presenteﬂig- 5. Without SIC decoder at both sides: performance ofitita offloading
in Fig.[d is averaged over000 channel realizations for each eme.
N. It is observed from Fid.13 that the normalized utility gap

decreases with the increase of the number of users. Whemn thigrch, especially wheN is large. This is in accordance with
are only two users in the network, the normalized utility gagyr theoretical results. It is observed that the thresfibpdays
is as large a8.85%. When the number of users goes up@  j significant role in the distributed algorithm when the nemb
the normalized utility gap is almost zero. This is in accoi® of ysers is large. It is observed that the utility gap between
with the results presented in Theorem 3.2. the distributed algorithm and the exhaustive search isrge la

2) Performance of the Distributed Data Offloading Schemgs 1.2 when N = 16 if T is not properly chosen. However,
In Fig. [4, we investigate the system performance of thghen N = 2, the largest utility gap is less than2. It is
proposed distributed data offloading scheme given in Talygso observed from Fidl 4 that for eadh, there does exists
lll. The results presented in this figure is averaged a¥®0 an optimal7 which produces a utility which is almost the
channel realizations. The red dashed lines represent thesvasgme as the centralized data offloading scheme. This is in

obtained by the centralized data offloading schemes. Thgcordance with the results presented in Theorem 6.2.
green dotted dashed lines represent the values obtained by

the exhaustive search. In this figure, we study how the value )

of the thresholdl affects the performance of the proposef- Without SIC Decoders at Both Sides

distributed data offloading scheme. In Fig.[H, we investigate the performance of the proposed
It is observed from Fig[]4 that the centralized algorithrdata offloading scheme for the case that SIC decoders are

can achieve almost the same performance as the exhaustive available at both BS and the AP side. In Hig. 5, we
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Fig. 6. With SIC decoder at only BS: performance of the daflbading Fig. 7. With SIC decoder at only BS: fading scenario.
scheme.

condition thatd < 0.67 always dominates. Since this condition
is irrelevant with the transmit power, the performance & th
rﬂ)roposed date offloading scheme is not affected by the tiansm
ﬁower of the users. Finally, it is observed that when the
mber of users is larger thag, the proposed data offloading
heme is always optimal. This indicates that the propoata d

generatel 000 channel realizations for eacki. We count the
number of realizations, in which the proposed data offlogdi
scheme is optimal. First, it is observed that for all the esrv
the number of realizations that the proposed data offloadi
scheme is optimal increases with the increasing number

ysgrs. Thrgﬁs 'g accocglda_nge Wgh ouréhioreﬂcal analylgesrg offloading scheme can achieve a good performance even when
in Sectior[ M. Secondly, it is observed that the transmit @owy, .\ b of users is not large.

of the users also plays an important role in the performanceIn Fig. [7, we investigate the performance of the proposed

of the proposed data offloadi_ng scheme. For the same numgg{a offloading scheme for different fading channel models.
of users, when the transmit power of the users is lar

%or the Rayleigh fading model, the channel power gains are

th(; numper Otf re?!lz?nons _lt_t;]‘f’lt .thz pr(t)p?sec]ci df‘:ﬁ (t)f&ll%ad'ggponentially distributed [25], and we assume that the mean
.SC eme IS optima 'Sejalr)%%'. IS 1S due o the fact tha _?nof _the channel power _gains is one. For the Nakagami-m

is large, the value of—P is small, and thus the probablhtyfadmg model. we consider the case that = 2. and we

p— 2 . ! ! . .

that g1 4 > (e% is large for the same number of usersassume that the mean of the channel power gains is one.
Thirdly, it is observed that when the number of users iBhe transmit power of each user is assumed to be the same
larger thant0, the proposed data offloading scheme is alwaymd equal tol. The results are averaged over 1000 channel

optimal for all the cases. This indicates that the proposed drealizations. The optimal offloading schemes are obtained

offloading scheme can achieve a satisfactory performaree ey exhaustive search. It is observed from Hiy. 7 that when

when the number of users is not very large. the number of users is small, there is a small gap between
the proposed offloading scheme and the optimal offloading
D. With A SIC Decoder at One Side scheme. However, when the number of users is larger than six,

. . . the proposed offloading scheme can achieve same performance
In Fig.[6, we investigate the performance of the proposeﬁ% the optimal offloading scheme. This is due to the fact

datg offloading scheme for thg case that a SIC decoder is Ofi¥; \yhen the number of users is large, the condition given
avallllabl_e at ]Ehe BSl;;de. In Figl 6r'] we gegermfeo clljanrjel in (&7) holds with a high probability, and thus the proposed
realizations for eaciyv. We count the number of rea Izatlons*offloading scheme is optimal with a high probability. Ovéral

in which the proposed data offloading scheme is optimal. It g, proposed offloading scheme works well under different
observed that for all the curves, the number of realizatthas fading channel models

the proposed data offloading scheme is optimal increasés wit

the increasing number of users. This is in accordance with

our theoretical analysis in Sectibd V. Secondly, it is obedr E. Benefit of SIC Decoders

that the transmit power of the users almost does not affect th |n Fig.[§, we compare the utility of the cellular operator for
performance of the proposed data offloading scheme. Thishig three cases studied in this paper. The utility valuesdch

quite different from the results obtained in Fig. 5. Thisi®do case are obtained under their respective optimal data difiga

the fact that for this case, the proposed data offloadingseheschemes. The results presented in Fig. 8 are averaged over
is optimal only when botty; 4 > % andd < 0.67 1000 channel realizations for eacN. It is observed that the

are satisfied simultaneously. For the case considered there,utility increases with the increasing éf for all three cases.
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This is in accordance with the theoretical results pre@bnt@l]
in previous sections. It is also observed th&t™ > U"° >
U°° for the sameN. This indicates that SIC decoders hav§i2]
a significant effect on the utility of the cellular operatér.
is always beneficial for the operator to equip the BS and/or
AP with SIC decoders so as to maximize its utility. This is i3]
accordance with the results obtained in Theorem 6.1.
[14]
VIIl. CONCLUSIONS
In this paper, we have investigated the mobile data offloagds;
ing problem through a third-party WiFi AP for a cellular mo-
bile system. From the cellular operator’s perspective, axeh
formulated the problem as a utility maximization probleme
By considering whether SIC decoders are available at the BS
and/or the WiFi AP, different cases are considered. When t
SIC decoders are available at both the BS and the WiFi AP, the
utility maximization problem can be solved by considerity i
relaxation problem. It is strictly proved that the proposeda
i . . 18]
offloading scheme is near-optimal when the number of usérs
is large. We also propose a threshold-based distributeal dat
offloading scheme which can achieve the same performahtd
as the centralized data offloading scheme if the threshold is
properly chosen. When the SIC decoders are not availablgzat
both the BS and the WiFi AP, we have rigorously proved that
the optimal solution is One-One-Association, i.e., oner usg,
connects to the BS and the other user connects to the WiFi
AP. When the SIC decoder is only available at the BS, we
have shown that there is at most one user connecting to i
WiFi AP, and all the other users connect to the BS. We also
have rigorously proved that SIC decoders are beneficial @8]
the cellular operator in terms of maximizing its utility.
[25]
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