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Abstract—In this paper, we investigate the design of linear
precoders for the multiple-input multiple-output (MIMO) m ulti-
ple access channel (MAC). We assume that statistical channel
state information (CSI) is available at the transmitters and
consider the problem under the practical finite alphabet input
assumption. First, we derive an asymptotic (in the large system
limit) expression for the weighted sum rate (WSR) of the MIMO
MAC with finite alphabet inputs and Weichselberger’s MIMO
channel model. Subsequently, we obtain the optimal structures
of the linear precoders of the users maximizing the asymptotic
WSR and an iterative algorithm for determining the precoders.
We show that the complexity of the proposed precoder design is
significantly lower than that of MIMO MAC precoders designed
for finite alphabet inputs and instantaneous CSI. Simulation
results for finite alphabet signalling indicate that the proposed
precoder achieves significant performance gains over existing
precoder designs.

Index Terms—Finite alphabet, linear precoding, MIMO MAC,
statistical CSI.

I. I NTRODUCTION

In recent years, the channel capacity and the design of op-
timum transmission strategies for the multiple-input multiple-
output (MIMO) multiple access channel (MAC) have been
widely studied [1–3]. For instance, it was proved in [1] that
the boundary of the MIMO MAC capacity region is achieved
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by Gaussian input signals. It was further demonstrated in [2]
that, for the MIMO MAC, the optimization of the transmit
signal covariance matrices for weighted sum rate (WSR)
maximization leads to a convex optimization problem. For sum
rate maximization, the authors of [3] developed an efficient
iterative water-filling algorithm for finding the optimal input
signal covariance matrices for all users.

However, the results in [1–3] rely on the critical assump-
tion of Gaussian input signals. Although Gaussian inputs are
optimal in theory, they are rarely used in practice. Rather,it is
well-known that practical communication signals usually are
drawn from finite constellation sets, such as pulse amplitude
modulation (PAM), phase shift keying (PSK) modulation,
and quadrature amplitude modulation (QAM). These finite
constellation sets differ significantly from the Gaussian ide-
alization [4–9]. Accordingly, transmission schemes designed
based on the Gaussian input assumption may result in substan-
tial performance losses when finite alphabet inputs are used
for transmission. In [5], the globally optimal linear precoder
design for point-to-point communication systems with finite
alphabet inputs was obtained, building upon earlier works [10–
13]. For the case of the two-user single-input single-output
MAC with finite alphabet inputs, the optimal angle of rotation
and the optimal power division between the transmit signals
were found in [14] and [15], respectively. For the MIMO
MAC with an arbitrary number of users and generic antenna
configurations, an iterative algorithm for searching for the
optimal precoding matrices of all users was proposed in [6].

The transmission schemes in [5–15] require accurateinstan-
taneouschannel state information (CSI) at the transmitters for
precoder design. If the channels vary relatively slowly, infre-
quency division duplex systems, the instantaneous CSI can be
estimated accurately at the receiver via uplink training and then
sent to the transmitters through dedicated feedback links,and
in time division duplex systems, the instantaneous CSI can be
obtained by exploiting the reciprocity of uplink and downlink.
Nevertheless, when the mobility of the users increases and
channel fluctuations vary more rapidly, the round-trip delays of
the CSI become non-negligible with respect to the coherence
time of the channels. In this case, the obtained instantaneous
CSI at the transmitters might be outdated. Therefore, for these
scenarios, it is more reasonable to exploit the channelstatistics
at the transmitter for precoder design, as the statistics change
much more slowly than the instantaneous channel parameters.

Transmitter design for statistical CSI has received much
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attention for the case of Gaussian input signals [16–22].
For finite alphabet inputs, point-to-point systems, an efficient
precoding algorithm for maximization of the ergodic capacity
over Kronecker fading channels was developed in [23]. Also,
in [24], asymptotic (in the large system limit) expressions
for the mutual information of the MIMO MAC with Kro-
necker fading were derived. Recently, an iterative algorithm
for precoder optimization for sum rate maximization of the
MIMO MAC with Kronecker fading was proposed in [25].
Despite these previous works, the study of the MIMO MAC
with statistical CSI at the transmitter and finite alphabet inputs
remains incomplete, for three reasons: First, the Kronecker
fading model characterizes the correlations of the transmit
and the receive antennas separately, which is often not in
agreement with measurements [26, 27]. In contrast, jointly-
correlated fading models, such as Weichselberger’s model
[27], do not only account for the correlations at both ends
of the link, but also characterize their mutual dependence.
As a consequence, Weichselberger’s model provides a more
general representation of MIMO channels. Second, explicit
structures of the optimal precoders for the MIMO MAC
with statistical CSI and finite alphabet inputs have not been
reported yet. Third, in contrast to the sum rate, the weighted
sum rate (WSR) enables service differentiation in practical
communication systems [28]. Thus, it is of interest to study
the WSR optimization problem.

In this paper, we investigate the linear precoder design for
the K-user MIMO MAC assuming Weichselberger’s fading
model, finite alphabet inputs, and availability of statistical CSI
at the transmitter. By exploiting a random matrix theory tool
from statistical physics, referred to as the replica method1,
we first derive an asymptotic expression for the WSR of the
MIMO MAC for Weichselberger’s fading model in the large
system regime where the numbers of transmit and receive
antennas are both large. The derived expression indicates that
the WSR can be obtained asymptotically by calculating the
mutual information of each user separately over equivalent
deterministic channels. This property significantly reduces the
computational effort for calculation of the WSR. Furthermore,
we prove that the optimal left singular matrix of each user’s
optimal precoder corresponds to the eigenmatrix of the trans-
mit correlation matrix of the user. This result facilitatesthe
derivation of an iterative algorithm2 for computing the optimal
precoder for each user. The proposed algorithm updates the
power allocation matrix and the right singular matrix of
each user in an alternating manner along the gradient decent
direction. We show that the proposed algorithm does not
only provide a systematic precoder design method for the
MIMO MAC with statistical CSI at the transmitter, but also
reduces the implementation complexity byseveral orders of
magnitudecompared to the precoder design for instantaneous
CSI. Moreover, precoders designed for statistical CSI can
be updated much less frequently than precoders designed

1We note that the replica method has been applied to communications
problems before [24, 29–31].

2It is noted that although we derive the asymptotic WSR in the large system
regime, the proposed algorithm can also be applied for systems with a finite
number of antennas.

for instantaneous CSI as the channel statistics change very
slowly compared to the instantaneous CSI. Numerical results
demonstrate that the proposed design provides substantial
performance gains over systems without precoding and sys-
tems employing precoders designed under the Gaussian input
assumption for both systems with a moderate number of
antennas and massive MIMO systems [32].

The remainder of this paper is organized as follows. Section
II describes the considered MIMO MAC model. In Section
III, we derive the asymptotic mutual information expression
for the MIMO MAC with statistical CSI at the transmitter
and finite alphabet inputs. In Section IV, we obtain a closed-
form expression for the left singular matrix of each user’s
precoder maximizing the asymptotic WSR and propose an
iterative algorithm for determining the precoders of all users.
Numerical results are provided in Section V and our main
results are summarized in Section VI.

The following notations are adopted throughout the pa-
per: Column vectors are represented by lower-case bold-
face letters, and matrices are represented by upper-case bold-
face letters. Superscripts(·)T , (·)∗, and (·)H stand for the
matrix/vector transpose, conjugate, and conjugate-transpose
operations, respectively.det(·) and tr(·) denote the matrix
determinant and trace operations, respectively.diag {b} and
blockdiag {Ak}Kk=1 denote a diagonal matrix and a block
diagonal matrix containing in the main diagonal and in the
block diagonal the elements of vectorb and matricesAk, k =
1, 2, · · · ,K, respectively.diag {B} denotes a diagonal matrix
containing in the main diagonal the diagonal elements of
matrix B. ⊙ and

⊗
denote the element-wise product and

the Kronecker product of two matrices, respectively.vec (A)
is a column vector which contains the stacked columns of
matrixA. [A]mn denotes the element in themth row andnth
column of matrixA. ‖X‖F denotes the Frobenius norm of
matrix X. IM denotes anM ×M identity matrix, andEV [·]
represents the expectation with respect to random variableV ,
which can be a scalar, vector, or matrix. Finally,DA denotes
the integral measure for the real and imaginary parts of the
elements ofA. That is, for ann × m matrix A, we have
DA =

∏n
i=1

∏m
j=1

dRe[A]ijdIm[A]ij
π , whereRe andIm extract

the real and imaginary parts, respectively.

II. SYSTEM MODEL

Consider a single-cell MIMO MAC system withK indepen-
dent users. We suppose each of theK users hasNt transmit
antennas3 and the receiver hasNr antennas. Then, the received
signaly ∈ CNr×1 is given by

y =

K∑

k=1

Hkxk + v (1)

where xk ∈ CNt×1 and Hk ∈ CNr×Nt denote the trans-
mitted signal and the channel matrix of userk, respectively.
v ∈ CNr×1 is a zero-mean complex Gaussian noise vector

3For ease of notation, we only consider the case where all users have the
same number of transmit antennas. Note that all results in this paper can be
easily extended to the case when this restriction does not hold.
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with covariance matrix4 INr
. Furthermore, we make the com-

mon assumption (as, e.g., [19, 34]) that the receiver has the
instantaneous CSI of all users, and each transmitter has the
statistical CSI of all users.

The transmitted signal vectorxk can be expressed as

xk = Bkdk (2)

where Bk ∈ CNt×Nt and dk ∈ CNt×1 denote the linear
precoding matrix and the input data vector of userk, respec-
tively. Furthermore, we assumedk is a zero-mean vector with
covariance matrixINt

. Instead of employing the traditional
assumption of a Gaussian transmit signal, here we assumedk
is taken from a discrete constellation, where all elements of
the constellation are equally likely. In addition, the transmit
signalxk conforms to the power constraint

Exk

[
xHk xk

]
= tr

(
BkB

H
k

)
≤ Pk, k = 1, 2, · · · ,K. (3)

For the jointly-correlated fading MIMO channel, we adopt
Weichselberger’s model [27] throughout this paper, which
is also referred to as the unitary–independent–unitary model
[33]. This model jointly characterizes the correlation at the
transmitter and receiver side. In particular, for userk, Hk is
modeled as

Hk = URk

(
G̃k ⊙Wk

)
UH

Tk
(4)

where URk
= [uRk,1,uRk,2, · · · ,uRk,Nr

] ∈ CNr×Nr and
UTk

= [uTk,1,uTk,2, · · · ,uTk,Nt
] ∈ CNt×Nt represent

deterministic unitary matrices, respectively.G̃k ∈ CNr×Nt is
a deterministic matrix with real-valued nonnegative elements,
and Wk ∈ CNr×Nt is a random matrix with independent
identically distributed (i.i.d.) Gaussian elements with zero-
mean and unit variance. We defineGk = G̃k ⊙ G̃k and let
gk,n,m denote the(n,m)th element of matrixGk. Here,Gk is
referred to as the “coupling matrix” asgk,n,m corresponds to
the average coupling energy betweenuRk,n anduTk,m [27].
The transmit and receive correlation matrices of userk can be
written as

Rt,k = EHk

[
HH
k Hk

]
= UTk

ΓTk
UH

Tk

Rr,k = EHk

[
HkH

H
k

]
= URk

ΓRk
UH

Rk

(5)

whereΓTk
andΓRk

are diagonal matrices with main diagonal
elements[ΓTk

]mm =
∑Nr

n=1 gk,n,m, m = 1, 2, · · · , Nt, and
[ΓRk

]nn =
∑Nt

m=1 gk,n,m, n = 1, 2, · · · , Nr, respectively.
We note that (4) is a general model which includes many

popular statistical fading models as special cases. For example,
if Gk is a rank-one matrix, then (4) reduces to the separately-
correlated Kronecker model [35, 36]. On the other hand, if
URk

and UTk
are discrete Fourier transform matrices, (4)

corresponds to the virtual channel representation for uniform
linear arrays [37].

We emphasize that Weichselberger’s model avoids the
separability assumption of the Kronecker model and can
account for arbitrary coupling between the transmitter and
receiver ends. Therefore, Weichselberger’s model improves
the capability to correctly model actual MIMO channels. For

4To simplify our notation, in this paper, without loss of generality, we
normalize the power of the noise to unity.

example, [27, Fig. 6] shows that Weichselberger’s model can
provide significantly more accurate estimates of the mutual
information for actual MIMO channels than the Kronecker
model. This was the motivation for using Weichselberger’s
model in previous work, e.g. [17, 19], and is also the main
reason for using it in this paper. Hence, with this flexible
model, we can obtain a more accurate theoretical analysis and
more realistic performance results for practical communication
systems compared to the simple Kronecker model.

III. A SYMPTOTIC WSR OF THE MIMO MAC WITH FINITE

ALPHABET INPUTS

We divide all users into two groups, denoted as setA
and its complement setAc: A = {i1, i2, · · · , iK1} ⊆
{1, 2, · · · ,K} and Ac = {j1, j2, · · · , jK2}, K1 + K2 =
K. Also, we defineHA =

[
Hi1 Hi2 · · ·HiK1

]
, dA =[

dTi1 dTi2 · · ·dTiK1

]T
, dAc =

[
dTj1 dTj2 · · ·dTjK2

]T
, BA =

blockdiag
{
Bi1 ,Bi2 , · · · ,BiK1

}
, andyA = HABAdA + v.

Then, the achievable rate region(R1, R2, · · · , RK) of theK-
user MIMO MAC satisfies the following conditions [38]:

∑

i∈A
Ri ≤ I (dA;y|dAc) , ∀A ⊆ {1, 2, · · · ,K} (6)

where

I (dA;y |dAc )=EHA

[
EdA,yA

[
log2

p (yA |dA,HA )

p (yA |HA )
|HA

]]
.

(7)
In (7), p(yA|HA) denotes the marginal probability density
function (p.d.f.) ofp(dA,yA|HA). As a result, we have

I(dA;y |dAc ) =

− EHA

[
EyA

[
log2EdA

[
e−‖yA−HABAdA‖2

]∣∣∣HA
]]

−Nr log2 e. (8)

The expectation in (8) can be evaluated numerically by Monte-
Carlo simulation. However, for a large number of antennas,
the associated computational complexity could be enormous.
Therefore, by employing the replica method, a classical
technique from statistical physics, we obtain an asymptotic
expression for (8) as detailed in the following.

A. Some Useful Definitions

We first introduce some useful definitions. Consider a
virtual5 MIMO channel defined by

zA =
√
TABAdA + v̌A. (9)

Hence,TA ∈ CK1Nt×K1Nt is given by TA = blockdiag{
Ti1 ,Ti2 , · · · ,TiK1

}
∈ CK1Nt×K1Nt , whereTik ∈ CNt×Nt

is a deterministic matrix,k = 1, 2, · · · ,K1. v̌A ∈ CK1Nr×1

is a standard complex Gaussian random vector with i.i.d.
elements. The minimum mean square error (MMSE) estimate
of signal vectordA given (9) can be expressed as

d̂A = EdA

[
dA
∣∣∣zA,

√
TA,BA

]
. (10)

5The virtual channel model does not relate to a physical channel but it
plays an important role in the derivation of our final asymptotic expression
(15) in Proposition 1.
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Define the following mean square error (MSE) matrix

ΩA = BAEAB
H
A (11)

where

EA = EzA

[
EdA

[
(dA − d̂A)(dA − d̂A)

H
]]
. (12)

Define the matrices of theikth (i1 ≤ ik ≤ iK1) user
Ωik and Eik as submatrices obtained by extracting the
((k − 1)Nt + 1)th to the (kNt)th row and column elements
of matricesΩA andEA, respectively.

The component matricesTik in TA are functions of auxil-
iary variables{Rik ,γik ,ψik}, which are the solutions of the
following set of coupled equations:

{
Tik = UTik

diag
(
GT
ik
γik
)
UH

Tik
∈ CNt×Nt

Rik = URik
diag (Gikψik)U

H
Rik

∈ CNr×Nr
(13)

where γik = [γik,1, γik,2, · · · , γik,Nr
]T and ψik =

[ψik,1, ψik,2, · · · , ψik,Nt
]T with

{
γik,n = uHRik

,n (INr
+RA)

−1
uRik

,n, n = 1, 2, · · · , Nr
ψik,m = uHTik

,mΩikuTik
,m, m = 1, 2, · · · , Nt

(14)
and RA =

∑K1

k=1 Rik . Computing Tik requires finding
{Rik ,γik ,ψik} through fixed point equations (13) and (14).
We will show later that in the asymptotic regime the mutual
information in (8) can be evaluated based on the virtual MIMO
channel6 in (9). However, in contrast to channel matrixHA
in (8), for the virtual MIMO channel, channel matrix

√
TA is

deterministic.

B. Asymptotic Mutual Information

Suppose the transmit signaldk is taken from a discrete
constellation with cardinalityQk. DefineMk = QNt

k , let Sk
denote the constellation set for userk, and letak,j denote the
jth element ofSk, k = 1, 2, · · · ,K, j = 1, 2, · · · ,Mk. We
define the large system limit as the scenario whereNr andNt
are large but the ratioβ = Nt/Nr is fixed. Now, we are ready
to provide a simplified asymptotic expression for (8).

Proposition 1: For the MIMO MAC model (1), in the large
system limit the mutual information in (8) can be asymptoti-
cally approximated by

I (dA;y |dAc ) ≃
∑

i∈A
I
(
dik ; zik

∣∣∣
√
TikBik

)

+ log2 det (INr
+RA)− log2 e

K1∑

k=1

γTikGikψik (15)

6The virtual MIMO channel model in (9) is only used to evaluatethe
asymptotic mutual information of the actual channel model in (1) in the large
system regime. Therefore, the dimensionality of the virtual MIMO channel
model does not need to be identical to that of the channel model in (1). The
dimensionality of the virtual MIMO channel model is detailed in Appendix
A.

where

I
(
dik ; zik

∣∣∣
√
TikBik

)
= log2Mik − 1

Mik

×
Mik∑

m=1

Ev



log2

Mik∑

p=1

e
−
(

‖√Tik
Bik

(ak,p−ak,m)+v‖2−‖v‖2
)



.

(16)

Proof: See Appendix A.
Remark 1:The asymptotic expressions provided in Propo-

sition 1 constitute approximations for matrices of finite di-
mension. In addition, because the derivation of the asymptotic
expression is based on the replica method, wherein some steps
lack a rigorous proof, we state the result in a proposition rather
than a theorem.

Remark 2:As mentioned above, Weichselberger’s model is
a general channel model. Therefore, the unified expression in
Proposition 1 is applicable to many special cases. For example,
if Gk is a rank-one matrix, (15) reduces to [25, Eq. (28)],
which was derived for the Kronecker model.

Remark 3:γik andψik in Proposition 1 can be obtained
through the fixed-point equations in (14). From statistical
physics, it is known that there are multiple solutions forγik,n
and ψik,m that satisfy7 (14). For the problem at hand, the
solution minimizingI (dA;y |dAc ) in (15) yields the mutual
information.

Before proceeding, let us recall some notations used in this
paper. For the virtual channel model (9), the virtual channel
matrix and the corresponding asymptotic parameters obtained
for different setsA based on the fixed point equations (13)
and (14) are different due to the equalityRA =

∑
ik∈A Rik .

Therefore, we define the setAk = {1, 2, · · · , k}. Then,
we denote the virtual channel matrix and the corresponding
asymptotic parameters obtained from the fixed point equations
(13) and (14), (9), and (11) forA = Ak asT(k)

t , R(k)
t , γ(k)

t ,
ψ

(k)
t , z(k)t , E(k)

t , andΩ(k)
t , t = 1, 2, · · · , k. Here, the indices

[i1, i2, · · · , iK1 ] in (13) and (14) are[1, 2, · · · , k], andt refers
to the individual users in the set[1, 2, · · · , k].

IV. L INEAR PRECODING DESIGN FOR THEMIMO MAC

In this section, we first formulate the WSR optimization
problem for linear precoder design for the MIMO MAC.
Then, we establish the structure of the asymptotically optimal
precoders maximizing the WSR in the large system limit.
Finally, we propose an iterative algorithm for finding the
optimal precoders.

A. Weighted Asymptotic Sum Rate

It is well known that the achievable rate region of the MIMO
MAC (R1, R2, · · · , RK) can be obtained by solving the WSR
optimization problem [1]. Without loss of generality, assume
weightsµ1 ≥ µ2 ≥ · · · ≥ µK ≥ µK+1 = 0, i.e., the users

7This effect is called the phenomenon of phase coexistence. For details on
this phenomenon, please refer to [29].
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are decoded in the orderK,K− 1, · · · , 1 [6]. Then, the WSR
problem can be expressed as

WSR = max
B1,B2,··· ,BK

Rw
sum(B1,B2, · · · ,BK),

s.t. tr
(
BkB

H
k

)
≤ Pk, ∀k

(17)

where

Rw
sum(B1,B2, · · · ,BK) =

K∑

k=1

∆kf(B1,B2, · · · ,Bk) (18)

with ∆k = µk − µk+1 and f(B1,B2, · · · ,Bk) =
I(d1, · · · ,dk;y|dk+1, · · · ,dK), k = 1, 2, · · · ,K. By
evaluating I(d1, · · · ,dk;y|dk+1, · · · ,dK) based on
Proposition 1, we obtain an asymptotic expression
Rw

sum,asy(B1,B2, · · · ,BK) for Rw
sum(B1,B2, · · · ,BK)

in (17). Whenµ1 = µ2 = · · · = µK = 1, (17) reduces to the
sum rate maximization.

B. Asymptotically Optimal Precoder Structure

Consider the singular value decomposition (SVD) of the
precoder of userl, Bl = UBl

ΓBl
VBl

, whereUBl
andVBl

are unitary matrices, andΓBl
is a diagonal matrix with non-

negative main diagonal elements. Then, we have the following
theorem.

Theorem 1:The left singular matricesUBl
of the asymptot-

ically optimal precoders which maximize the asymptotic WSR
Rw

sum,asy (B1,B2, · · · ,BK) are the eigenmatricesUTl
of the

transmit correlation matrices in (5),l = 1, 2, · · · ,K. Using
the new notations below Remark 3 and based on the optimal
precoder structure, (17) simplifies to

max
ΓBl

,VBl
,

tr

(

Γ2
Bl

)

≤Pl

K∑

k=l

∆kI

(
dl; z

(k)
l

∣∣∣∣∣

√
diag

(
GT
l γ

(k)
l

)
ΓBl

VBl

)

(19)
for l = 1, 2, · · · ,K.

Proof: See Appendix B.
Remark 4:We note that for finite alphabet input scenarios,

the optimal precoder structure of the left singular matrix
has been obtained for point-to-point MIMO systems [5, 23].
Also, the optimal precoder structure for the MIMO MAC was
implicitly used in [25] for the Kronecker model and finite
alphabet inputs without proof. Therefore, the main contribution
of Theorem 1 is the explicit presentation of the optimal
precoder structure for the MIMO MAC for Weichselberger’s
model and finite alphabet inputs and its proof.

Remark 5: For Weichselberger’s model in (4), if only
sum rate maximization is considered, i.e.,∆1 = ∆2

= · · · = ∆K−1, we can directly optimize matrix
VH

BL
ΓHBL

diag
(
GT
Lγ

(k)
L

)
ΓBL

VBL
[25] since the mutual in-

formation expression in (19) is concave with respect to this
matrix. However, for WSR optimization, since the values
of γ(k)

l are different for differentk, it is not possible to

find a common matrixVH
Bl
ΓHBl

diag
(
GT
l γ

(k)
l

)
ΓBl

VBl
to be

optimized in (19). Thus, we optimizeΓBl
and VBl

in an
alternating manner.

Algorithm 1: Iterative algorithm for WSR maximization
with respect to{B1,B2, · · · ,BK}

1) Initialize Γ
(1)
Bl

, V
(1)
Bl

, l = 1, 2, · · · ,K, T
(k)
t , R

(k)
t ,

ψ
(k),(1)
t , andγ(k),(1)

t , t = 1, 2, · · · , k, k = 1, 2, · · · ,K.
Setn = 1 and computeRw,(n)

sum,asy.

2) Update
(
Γ
(n+1)
Bl

)2
, l = 1, 2, · · · ,K, along the gradient

decent direction in (20).
3) UpdateV(n+1)

Bl
, l = 1, 2, · · · ,K, along the gradient

decent direction in (21).
4) ComputeB

(n+1)
l = UTl

Γ
(n+1)
Bl

V
(n+1)
Bl

and update

the asymptotic parametersT(k)
t , R(k)

t , γ(k),(n+1)
t , and

ψ
(k),(n+1)
t .

5) ComputeRw,(n+1)
sum,asy . If Rw,(n+1)

sum,asy −Rw,(n)
sum,asy is larger than

a threshold andn is less than the maximal number of
iterations, setn := n + 1, repeat Steps2–4; otherwise,
stop the algorithm.

Next, we obtain the gradients ofRw
sum,asy (B1,B2,

· · · ,BK) with respect toΓ2
Bl

andVBl
, which are given by

[5, Eq. (19)] and [40, Eq. (22)] as

∇Γ2
Bl

Rw
sum,asy (B1,B2, · · · ,BK)

=

K∑

k=l

∆kdiag
(
VH

Bl
E

(k)
l VBl

diag
(
GT
l γ

(k)
l

))
(20)

and

∇VBl
Rw

sum,asy (B1,B2, · · · ,BK)

=

K∑

k=l

∆kdiag
(
GT
l γ

(k)
l

)
Γ2
Bl
VBl

E
(k)
l , (21)

respectively. Now, we are ready to propose an iterative algo-
rithm to determine the optimal precodersBl numerically.

C. Iterative Algorithm for Weighted Sum Rate Maximization

Based on Theorem 1, (20), and (21), an efficient iterative
algorithm can be formulated to determine the optimal pre-
codersBl numerically. The resulting algorithm is summarized
in Algorithm 1.

In Step 2 of Algorithm 1, we optimize
(
Γ
(n)
Bl

)2

along the gradient descent direction
(
Γ̃
(n)
Bl

)2
=

(
Γ
(n)
Bl

)2
+ u∇Γ2

Bl

Rw
sum,asy (B1,B2, · · · ,BK), where

∇Γ2
Bl

Rw
sum,asy (B1,B2, · · · ,BK) is given by (20) and the

step sizeu is determined by the backtracking line search
method [42]. Thereby, the values of the backtracking line
search parametersθ and ω are set asθ ∈ (0, 0.5) and

ω ∈ (0, 1) [42]. If the updated
(
Γ̃
(n)
Bl

)2
has negative

elements, we set those to zero, normalize
(
Γ̃
(n)
Bl

)2
[25],

and then update
(
Γ
(n+1)
Bl

)2
=

(
Γ̃
(n)
Bl

)2
. In Step 3,

we optimize V
(n)
Bl

along the gradient descent direction

Ṽ
(n)
Bl

= V
(n)
Bl

+ u∇VBl
Rw

sum,asy (B1,B2, · · · ,BK), where
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∇VBl
Rw

sum,asy (B1,B2, · · · ,BK) is given by (21). We

compute the SVD of̃V(n)
Bl

= UVl
ΓVl

VVl
. Then, we project

Ṽ
(n)
Bl

on the Stiefel manifoldV(n+1)
Bl

= UVl
VVl

[41, Sec.

7.4.8]. In Step 4, we computeB(n+1)
l = UTl

Γ
(n+1)
Bl

V
(n+1)
Bl

.

Then, we update the asymptotic parametersT
(k)
t , R

(k)
t ,

γ
(k),(n+1)
t , and ψ(k),(n+1)

t in Proposition 1 based on the
updated precodersB(n+1)

l , l = 1, 2, · · · ,K, and the fixed
point equations (13) and (14). In Step 5, we compute
R

w,(n+1)
sum,asy based onB(n+1)

l , l = 1, 2, · · · ,K, T
(k)
t , R

(k)
t ,

γ
(k),(n+1)
t , andψ(k),(n+1)

t , t = 1, 2, · · · , k, k = 1, 2, · · · ,K.
Finally, if Rw,(n+1)

sum,asy −R
w,(n)
sum,asy is larger than a threshold and

n is less than the maximal number of iterations, we perform
the next iteration, otherwise, we stop the algorithm.

Remark 6: We note that the iterative algorithms in [5]
and [23] are for point-to-point MIMO systems. Therefore,
both algorithms only need to consider the maximization of
a single mutual information expression. For the MIMO MAC,
the iterative algorithm in [6] optimizes the precoders of all
users jointly. Therefore, its implementation complexity is very
high. Based on the asymptotic WSR expression, Algorithm
1 optimizes the precoder of each user separately. Thus, its
implementation complexity is significantly lower than that
of the iterative algorithm in [6]. Moreover, Algorithm 1
exploits the optimal structure of the precoders for WSR
maximization and optimizes the power allocation matrix and
the right singular matrix of the precoder of each user in
an alternating manner. The iterative algorithm in [25] is for
the Kronecker model. For the special case of the Kronecker
model, even for WSR optimization,γ(k)

l can be moved outside

VH
Bl
ΓHBl

diag
(
GT
l γ

(k)
l

)
ΓBl

VBl
, as indicated in [25]. Hence,

for the Kronecker model, the algorithm in [25] can also be
used to optimize the WSR and may be preferable for numerical
calculation. This is because the algorithm in [25] only requires
an eigenvalue decomposition where Algorithm 1 requires a
SVD. However, as indicated in Remark 5, the algorithm in [25]
can not be directly applied to the WSR optimization problem
for Weichselberger’s model considered in this paper.

Remark 7:We note that calculating the mutual information
and the MSE matrix (e.g., (16), (20), (21) or [6, Eq.
(5)], [6, Eq. (24)]) involves additions over the modulation
signal space which scales exponentially with the number of
transmit antennas. The computational complexity of other
operations, such as the matrix product, solving the fixed
point equations, etc., are polynomial functions of the number
of transmit and receive antennas. Therefore, for ease of
analysis, we just compare the computational complexity
of calculating the mutual information and the MSE matrix
here. WhenNt increases, the computational complexity
of Algorithm 1 is dominated by the required number
of additions in calculating Rw,(n)

sum,asy (B1,B2, · · · ,BK),
∇Γ2

Bl

Rw
sum,asy (B1,B2, · · · ,BK), and ∇VBl

Rw
sum,asy

(B1,B2, · · · ,BK) based on (16) in Steps 1 and 5, Step 2,
and Step 3, respectively. Eq. (16) implies that Algorithm
1 only requires additions over each user’s own possible
transmit vectors to design the precoders. Accordingly, the

TABLE I: Number of additions required for calculating the
mutual information and the MSE matrix.

Modulation QPSK 8PSK 16 QAM
Algorithm 1 262144 6.7 e+007 1.7 e+010

Design Method in [6] 1.85 e+019 7.9 e+028 3.4 e+038

computational complexity8 of the proposed Algorithm 1
in calculating the mutual information and the MSE matrix
grows linearly with

∑K
k=1Q

2Nt

k . In contrast, the conventional
precoder design for instantaneous CSI at the transmitter
in [6] requires additions over all possible transmit vectors
of all users. For this reason, the computational complexity
of the conventional precoding design scales linearly with(∏K

k=1Qk

)2Nt

. As a result, the computational complexity of
Algorithm 1 is significantly lower than that of the conventional
design. We note that this computational complexity reduction
is more obvious when the number of transmit antennas or the
number of users become large.

To show this more clearly, we give an example. We consider
a practical massive MIMO MAC system where the base station
is equipped with a large number of antennas and serves
multiple users having much smaller numbers of antennas [32,
43–47]. In particular, we assumeNr = 64, Nt = 4, K = 4,
µ1 = µ2 = µ3 = µ4, and all users employ the same
modulation constellation. The numbers of additions required
for calculating the mutual information and the MSE matrix in
Algorithm 1 and in the precoder design in [6] are listed in
Table I for different modulation formats.

We observe from Table I that Algorithm 1 requires a
significantly lower number of additions for the MIMO MAC
precoder design for finite alphabet inputs compared to the
design in [6]. Moreover, since Algorithm 1 is based on the
channel statistics{UTk

}∀k, {URk
}∀k, {Gk}∀k, it avoids the

time-consuming averaging process over each channel realiza-
tion of the mutual information in (7). In addition, Algorithm 1
is executed only once since the precoders are constant as long
as the channel statistics do not change, whereas the algorithm
in [6] has to be executed for each channel realization.

Remark 8:We note that Algorithm 1 never decreases the
asymptotic WSRRw

sum,asy (B1,B2, · · · ,BK) in any iteration,
see Step 5. From the expression in (15), we also know that
the asymptotic WSRRw

sum,asy (B1,B2, · · · ,BK) is upper-
bounded. This implies that Algorithm 1, which produces
non-decreasing sequences that are upper-bounded, is con-
vergent. Due to the non-convexity of the objective function
Rw

sum,asy (B1,B2, · · · ,BK), in general, Algorithm 1 will find
a local maximum of the WSR. Therefore, we run Algorithm
1 for several random initializationsB(1)

k and select the result
that offers the maximal WSR as the final design solution [6,
48].

8The average over the noise vectorv in (16) can be evaluated by employing
the accurate approximation in [23, Eq. (57)]. Therefore, its computational
burden is negligible compared to that of computing the expectation overdik
in (16).
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Fig. 1: Average sum rate for different precoding designs.

V. NUMERICAL RESULTS

In this section, we provide examples to illustrate the perfor-
mance of the proposed iterative optimization algorithm. We
assume equal individual power limitsP1 = P2 = · · · =
PK = P and the same modulation format for allK users.
The average SNR for the MIMO MAC with statistical CSI is

defined asSNR =
E[tr(HkH

H
k )]P

NtNr
. We use GP, NP, FAP, and

AL as abbreviations for Gaussian precoding, no precoding,
finite alphabet precoding, and algorithm in [6], respectively.

First, we consider a two-user MIMO MAC with two trans-
mit antennas for each user and two receive antennas in order to
illustrate that, although Algorithm 1 was derived for the large
system limit, it also performs well if the numbers of antennas
are small. For the channel statistics of Weichselberger’s model,
UTk

, URk
, andG̃k, k = 1, 2, are chosen at random.

Figure 1 depicts the average exact sum rate obtained
based on (8) and the sum rate obtained with the asymptotic
expression in Proposition 1 for different precoding designs
and QPSK inputs. For the case without precoding, we set

B1 = B2 =
√

P
Nt

INt
, and denote the corresponding exact and

asymptotic sum rates as “NP, Exact” and “NP, Asymptotic”,
respectively. Furthermore, we denote the exact and asymptotic
sum rates achieved by the design proposed in Algorithm 1
as “FAP, Exact” and “FAP, Asympotic”. From Figure 1, we
observe that the asymptotic sum rate expression in Proposition
1 provides a good estimate of the exact sum rate even for small
numbers of antennas. On the other hand, if the numbers of
antennas are large, evaluating the exact mutual information in
(7) numerically via Monte Carlo simulation is extremely time-
consuming. In contrast, Proposition 1 provides an efficient
method for estimating the ergodic WSR of the MIMO MAC
with finite alphabet inputs.

Figure 2 illustrates the convergence behavior of Algorithm
1 for different SNR values and QPSK inputs. We set the
backtracking line search parameters toθ = 0.1 andω = 0.5.
Figure 2 shows the sum rate in each iteration. We observe that
in all considered cases, the proposed algorithm needs only a
few iterations to converge.

In Figure 3, we show the sum rate for different transmission
schemes and QPSK inputs. We employ the Gauss-Seidel
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Fig. 2: Sum rate vs. iteration index for different SNRs,
QPSK inputs,θ = 0.1, andω = 0.5.

algorithm together with stochastic programming9 to obtain the
optimal covariance matrices of the users under the Gaussian
input assumption [19]. Then, we decompose the obtained
optimal covariance matrices{Q1,Q2, · · · ,QK} as Qk =

UkΛkU
H
k , and setBk = UkΛ

1
2

k , k = 1, 2, · · · ,K. Finally,
we calculate the average sum rate for this precoding design for
QPSK inputs. We denote the corresponding sum rate as “GP
with QPSK inputs”. For the case without precoding, we set

B1 = B2 =
√

P
Nt

INt
. We denote the corresponding sum rate

as “NP with QPSK inputs”. We denote the proposed design
in Algorithm 1 as “FAP with QPSK inputs”. For comparison
purpose, we also show the average sum rate achieved by
Algorithm 1 in [6] with instantaneous CSI and denote it as “AL
in [12] with QPSK inputs”. The sum rates achieved with the
Gauss-Seidel algorithm and without precoding for Gaussian
inputs are also plotted in Figure 3, and are denoted as “GP with
Gaussian input” and “NP with Gaussian input”, respectively.

From Figure 3, we make the following observations: 1) For
QPSK modulation, the proposed iterative algorithm achieves a
considerably higher sum rate compared to the other statistical
CSI based precoder designs. Specifically, to achieve a target
sum rate of4 b/s/Hz, the proposed algorithm achieves SNR
gains of approximately2.5 dB and11 dB compared to the “NP
with QPSK inputs” design and the “GP with QPSK inputs”
design, respectively. 2) The sum rate achieved by the proposed
algorithm is close to the sum rate achieved by Algorithm 1 in
[6] which requires instantaneous CSI. At a target sum rate of
4 b/s/Hz, the SNR gap between the proposed algorithm and
Algorithm 1 in [6] is less than 1 dB. However, the proposed
algorithm only requires statistical CSI and its implementation
complexity is much lower than that of Algorithm 1 in [6].
3) The sum rate achieved by the proposed algorithm and the

9We note that the asymptotically optimal precoder design forGaussian
input signals in [20] has a concise structure and a low implementation
complexity. However, the main purpose of considering the precoder design
under the Gaussian input assumption in this paper is to show that the
Gaussian input assumption precoder design departs remarkably from the
practical finite alphabet input design. Therefore, we consider the Gauss-Seidel
algorithm together with stochastic programming for precoder design as this
method optimizes the exact sum rate of the MIMO MAC with Gaussian
input. Although this approach is complicated, it achieves the best sum rate
performance for Gaussian input.



8

−10 −5 0 5 10 15 20 25 30
0

1

2

3

4

5

6

7

8

SNR (dB)

su
m

 r
at

e 
(b

/s
/H

z)

 

 

GP with Gaussian input
NP with Gaussian input
AL in [12] with QPSK inputs
FAP with QPSK inputs
NP with QPSK inputs
GP with QPSK inputs

Fig. 3: Average sum rate of two-user MIMO MAC with
QPSK modulation.

“NP with QPSK inputs” design merge at high SNR, and both
saturate atK log2M = 8 b/s/Hz. 4) The sum rate achieved by
the “GP with QPSK inputs” design remains almost constant for
SNRs between10 dB and20 dB. This is because the Gauss-
Seidel algorithm design implements a “water filling” power
allocation policy in this SNR region. As a result, when the
SNR is smaller than a threshold (e.g., 20 dB in this case),
the precoders allocate most of the available power to the
strongest subchannels and allocate little power to the weaker
subchannels. Therefore, one eigenvalue ofQk approaches
zero. For example, forSNR = 10 dB, the optimal covariance
matrices obtained by the Gauss-Seidel algorithm are given by

Q1 =

[
1.2599 0.9619 + 0.0790j
0.9619− 0.0790j 0.7401

]

Q2 =

[
0.1495 − 0.5214 + 0.0651j

−0.5214− 0.0651j 1.8505

]
.

(22)

After eigenvalue decompositionQk = UkΛkU
H
k , we have

Λ1 = diag {9.9976, 0.0024} ,
Λ2 = diag {9.9987, 0.0013} . (23)

The precoders are given by

B1 =

[
−2.5097− 0.0000j 0.0298− 0.0000j
−1.9168+ 0.1574j − 0.0388 + 0.0032j

]

B2 =

[
−0.8638 + 0.0000j − 0.0349− 0.0000j
3.0184 + 0.3767j − 0.0098− 0.0012j

]
. (24)

From the structure of the precoders in (24), we can see
that most energy is allocated to one transmitted symbol. For
finite alphabet inputs, this power allocation policy may result
in allocating most power to the subchannels that are close to
saturation. This will lead to a waste of transmit power and
impede the further improvement of the sum rate performance.
This confirms that precoders designed under the ideal Gaussian
input assumption may result in a considerable performance
loss when adopted directly in practical systems with finite
alphabet constraints.

In Figure 4, we show the achievable rate region of different
precoder designs forSNR = 5 dB and QPSK inputs. The
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Fig. 4: Achivable rate regions of two-user MIMO MAC with
QPSK modulation.
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Fig. 5: Average sum rate of two-user MIMO MAC with
16QAM modulation.

achievable rate regions are obtained by solving the WSR
optimization problem in (17) for different precoder designs.
We observe from Figure 4 that the proposed design has a
much larger rate region than the case without precoding and
the design based on the Gaussian input assumption. We note
that since for GP, most energy is allocated to one transmitted
symbol, for finite alphabet inputs, the achievable sum rate of
this transmission design may result in a value that is even
smaller than the single user rate. Therefore, there is only one
point in the achievable rate region for the GP design. A similar
phenomenon has also been observed for the MIMO MAC with
instantaneous CSI and finite alphabet inputs, see [6, Fig. 6].

To further validate the performance of the proposed design,
Figure 5 shows the sum rate performance for different pre-
coding schemes for 16QAM modulation. Figure 5 indicates
that the proposed design outperforms the other precoding
schemes10 also for 16QAM modulation. At a sum rate of8
b/s/Hz, the proposed algorithm achieves SNR gains of about
1.7 dB and7.5 dB over the “NP with 16QAM inputs” design
and the “GP with 16QAM inputs” design, respectively.

In the following, we investigate the performance of the

10We note that the implementation complexity of Algorithm 1 in[6] is
prohibitive for 16QAM inputs. In contrast, the complexity of the algorithm
proposed in this paper is manageable for 16QAM inputs throughout the entire
SNR region.
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Fig. 6: Average sum rate of four-user massive MIMO MAC
in suburban scenario with QPSK modulation.

proposed precoder design in a practical massive MIMO MAC
system where the base station is equipped with a large number
of antennas and simultaneously serves multiple users with
much smaller numbers of antennas [32, 43–45]. We assume
Nr = 64 and Nt = 4. Furthermore, we adopt the 3rd
generation partnership project spatial channel model (SCM)
in [49]. We set11 the transmit and receive antenna spacings
to half a wave length, and the velocity12 of the users to180
km/h. Figures 6 and 7 show the sum rate performance for
different precoder designs,K = 4, and QPSK inputs for the
suburban and the urban scenarios of the SCM, respectively.
We observe from Figures 6 and 7 that, for QPSK inputs,
the proposed algorithm achieves a better performance than
the other precoder designs for both scenarios. For a sum
rate of 24 b/s/Hz, the SNR gains of the proposed algorithm
over the “NP with QPSK inputs” design for the suburban and
the urban scenarios are about5 dB and4.5 dB, respectively.
The SNR gain for the suburban scenarios is larger than that
for the urban scenarios, since the correlation of the transmit
antennas is stronger in suburban scenarios. As a result, the
precoder design based on statistical CSI is more effective and
yields a larger performance gain. Also, the “GP with QPSK
inputs” design results in a substantial performance loss in
both scenarios. To illustrate the importance of designing the
precoders for Weichsenberger’s channel model, we also show
in Figure 7 the sum rate performance of precoders designed
for the Kronecker’s model (i.e., the mutual coupling is ignored
for precoder calculation) and denote the corresponding curve
as “FAP with QPSK inputs and KR”. We observe from Figure
7 that for a sum rate of24 b/s/Hz, we lose about1 dB in
performance if we design the precoders for the Kronecker’s
model.

Figure 8 shows the average sum rate for different precoder
designs as a function of the number of users for QPSK inputs,

11The SCM simulation model in [49] has several system parameters,
including the number of user, the numbers of antenna, the antenna spacing,
the velocity of the users, etc. After setting these parameters, we generated a
large number of channel realizations and calculated the statistical CSI based
on these channel realizations.

12We consider the scenario where the mobility of the users is high. In such
a scenario, it is reasonable to exploit the statistical CSI at the transmitter for
precoder design [17].
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Fig. 7: Average sum rate of four-user massive MIMO MAC
in urban scenario with QPSK modulation.
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Fig. 8: Average sum rate of massive MIMO MAC in urban
scenario with QPSK modulation.

the urban scenario, andSNR = 0 dB. We observe from Figure
8 that the average sum rate scales linearly with the number of
users. This coincides with the conclusion in Proposition 1 that
the sum rate can be approximated by the sum of the individual
rates of all users.

VI. CONCLUSION

In this paper, we have studied the linear precoder design for
theK-user MIMO MAC with statistical CSI at the transmitter.
We formulated the problem from the standpoint of finite
alphabet inputs based on Weichselberger’s MIMO channel
model. We first obtained the WSR expression for the MIMO
MAC assuming Weichselberger’s model for the asymptotic
large system regime under the finite alphabet input constraint.
Then, we established the optimal structures of the precoding
matrices which maximize the asymptotic WSR. Subsequently,
we proposed an iterative algorithm to find the precoding
matrices of all users for statistical CSI at the transmitter.
We show that the proposed algorithm significantly reduces
the implementation complexity compared to a previously
proposed precoder design method for the MIMO MAC with
finite alphabet inputs and instantaneous CSI at the transmitter.
Numerical results showed that, for finite alphabet inputs, pre-
coders designed with the proposed iterative algorithm achieve
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substantial performance gains over precoders designed based
on the Gaussian input assumption and transmission without
precoding. These gains can be observed for both MIMO
systems with small numbers of antennas and massive MIMO
systems.

APPENDIX A
PROOF OFPROPOSITION1

Before we present the proof, we introduce the following
three useful lemmas.

Lemma 1:Let S ∈ Cm×n, A1 ∈ Cm×n, andA2 ∈ Cm×n

be complex matrices andA3 ∈ Cn×n and A4 ∈ Cm×m

positive definite matrices, respectively. Then, the following
equality holds [39]:
∫
DS e−tr(A3S

HA4S+AH
1 S−SHA2)

=
1

det(A3 ⊗A4)
e−tr(A−1

3 AH
1 A

−1
4 A2). (25)

For A1 = A2 = 0 and Gaussian random matrixS, we obtain
with this lemma the useful result∫

DS e−tr(A3S
HA4S) =

1

det(A3 ⊗A4)
. (26)

Lemma 2:The eigen-decomposition of matrixA =
b11H + (a − b)Ir+1 ∈ C(r+1)×(r+1), where1 ∈ C(r+1)×1

is the all-one vector, anda andb are arbitrary constants, is

A = F diag (a+ rb, a− b, · · · , a− b)FH (27)

whereF ∈ C(r+1)×1 is the discrete Fourier transform matrix
with elements[F]nm = 1√

r+1
e−j

2π
r+1 (n−1)(m−1).

Lemma 3:Hubbard-Stratonovich Transformation: Lets and
a be arbitrarym× 1 complex vectors. Then, we have

ea
†a =

∫
Dse−(s†s−a†s−s†a). (28)

The identity can be proven easily by using the definition
of a matrix variate Gaussian distribution. The transformation
is a convenient tool to reduce a quadratic form to a linear
expression by introducing auxiliary variables [51].

Now, we begin with the proof of Proposition 1. We note
that throughout this section, the virtual channel model defined
in Section III-A is only used if explicitly stated. First, we
consider the caseK1 = K. Define H = [H1 H2 · · ·HK ],
B = blockdiag {B1,B2, · · · , BK}, x =

[
xT1 xT2 · · ·xTK

]T
,

andd =
[
dT1 dT2 · · ·dTK

]T
. From (8), the mutual information

of the MIMO MAC can be expressed asI(d;y) = F −
Nr log2 e, whereF = −Ey,H [log2 Z(y,H)] andZ(y,H) =

Ex

[
e−‖y−Hx‖2

]
. The expectations overy andH are difficult

to perform because the logarithm appears inside the average.
The replica method [50] circumvents this difficulty by rewrit-
ing F as

F = − log2 e lim
r→0

∂

∂r
lnEy,H [(Z(y,H))

r
] . (29)

This reformulation is very useful because it allows us to first
evaluateEy,H [(Z(y,H))

r
] for a positive integer-valuedr,

and then extend the result tor → 0. Note, however, that

the replica method is not rigorous. Nevertheless, it has been
widely adopted in the field of statistical physics [51] and has
been also used to derive a number of interesting results in
information and communication theory [19, 24, 29–31,39, 54].
Some results obtained based on the replica method have been
recently confirmed by more rigorous analyses, see e.g. [52,
53].

In a first step, to compute the expectation overZ(y,H), it
is useful to introducer+ 1 replicated signal vectorsx(α)

k , for
α = 0, 1, · · · , r, yielding

Ey,H [(Z(y,H))
r
]=EH,X

[∫
Dy

r∏

α=0

e
−
∥

∥

∥
y−

∑

K
k=1 Hkx

(α)
k

∥

∥

∥

2
]

(30)
whereX =

[
XT

1 XT
2 · · · XT

K

]T
, Xk =

[
x
(0)
k x

(1)
k · · · x(r)

k

]
,

and the{x(α)
k } are i.i.d. with distributionp(xk). Now, the

integration overy can be performed in (30) because it is
reduced to the Gaussian integral. However, the expectations
overH andX are involved. To tackle this problem, we sep-
arate the expectations with respect toX andH. Towards this
end, define a set of random matrices:V = [V1 V2 · · · VK ],

Vk =
[
vTk,1 v

T
k,2 · · ·vTk,Nr

]T
and random vectorsvk,n =

∑
m vk,n,m, vk,n,m =

[
v
(0)
k,n,m v

(1)
k,n,m · · · v(r)k,n,m

]
, and

v
(α)
k,n,m = [Wk]n,m[G̃k]n,muHTk,m

x
(α)
k for α = 0, 1, · · · , r.

Then, we have from (4)

Hkx
(α)
k =

Nr∑

n=1

(
Nt∑

m=1

v
(α)
k,n,m

)
uRk,n. (31)

Notice that, for givenXk, vk,n,m is a Gaussian ran-
dom vector with zero mean and covariance matrixQk,n,m,
where Qk,n,m ∈ C(r+1)×(r+1) is a matrix with en-

tries [Qk,n,m]αβ = E[Wk]n,m

[(
v
(α)
k,n,m

)H
v
(β)
k,n,m

]
=

gk,n,m

(
x
(α)
k

)H
uTk,muHTk,m

x
(β)
k for α = 0, 1, · · · , r, β =

0, 1, · · · , r. For ease of notation, we further defineTk,m =
uTk,mu

H
Tk,m

and Rk,n = uRk,nu
H
Rk,n

. Therefore, we have

[Qk,n,m]αβ = gk,n,m

(
x
(α)
k

)H
Tk,mx

(β)
k . Using (31) and

letting Q = {Qk,n,m}∀k,n,m, where ∀k, n,m stands for
k = 1, 2, · · · ,K, m = 1, 2, · · · , Nt, andn = 1, 2, · · · , Nr,
we have

EH

[∫
Dy

r∏

α=0

e
−
∥

∥

∥
y−

∑

K
k=1 Hkx

(α)
k

∥

∥

∥

2
]
= eS(Q) (32)

where

S(Q) = ln

∫
Dy

× EV

[
r∏

α=0

e
−
∥

∥

∥y−
∑K

k=1

(

∑Nr
n=1

(

∑Nt
m=1 v

(α)
k,n,m

)

uRk,n

)
∥

∥

∥

2
]
.

(33)

Clearly, the interactions betweenH andX depend only onQ.
Therefore, it is useful to separate the expectation overX in
(30) into an integral over all possibleQk,n,m and all possible
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x
(α)
k configurations for a givenQk,n,m by introducing aδ-

function,

Ey,H [(Z(y,H))
r
] =

EX



∫ ∏

k,n,m

r∏

0≤α≤β
d[Qk,n,m]αβ e

S(Q)

×
∏

k,n,m

r∏

0≤α≤β
δ

(
gk,n,m

(
x
(α)
k

)H
Tk,mx

(β)
k

−[Qk,n,m]αβ

)

 . (34)

Let

µ(Q) = EX



∏

k,n,m

r∏

0≤α≤β
δ

(
gk,n,m

(
x
(α)
k

)H
Tk,mx

(β)
k

−[Qk,n,m]αβ

)

 . (35)

Clearly, (34) can be written as

Ey,H [(Z(y,H))
r
] =

∫
eS(Q)dµ(Q). (36)

Now, integrating the function in (34) overy, (33) becomes

eS(Q) = EV

[
1

(r + 1)N
e
−tr

(

(
∑

k
(URk

Vk))Σ(
∑

k
(URk

Vk))
H
)
]

(37)
whereΣ = − 1

(r+1)11
H + Ir+1. Recalling thatvk,n,m is a

zero-mean Gaussian vector with covariance matrixQk,n,m,
we obtain that

∑
k(URk

Vk) is a zero-mean Gaussian random
vector with covarianceQ ⊗ R =

∑
k,n (

∑
mQk,n,m) ⊗

Rk,n ∈ C(r+1)Nr×(r+1)Nr . Thus, applying Lemma 1, we can
eliminateV resulting in

eS(Q) =
1

(r + 1)N det
(
I(r+1)Nr

+QΣ⊗R
) . (38)

Inserting (38) into (36), we then deal with the expectation
overX for a givenQ. Notice that onlyµ(Q) is related to the
components ofX. Using the inverse Laplace transform of the
δ-function13, µ(Q) can be written as an exponential represen-
tation with integrals over auxiliary variables{Q̃(α,β)

k,n,m}. For
ease of notation, let̃Qk,n,m ∈ C(r+1)×(r+1) be a Hermitian
matrix whose elements are the auxiliary variables{Q̃(α,β)

k,n,m}.
Similar to the definition ofQ, we further define the set
Q̃ = {Q̃k,n,m}∀k,n,m. In the large dimensional limit, the
integrals over{Q̃k,n,m} can be performed by maximizing
the exponent inµ(Q) with respect to{Q̃k,n,m} (the saddle
point method). Using the saddle point method and following

13The inverse Laplace transform ofδ-function is given by [51]

δ(x) =
1

2πj

∫ j∞+t

−j∞+t

eQ̃xdQ̃, ∀t ∈ R.

a similar approach as in [24], we can show that ifNr is large,
thenµ(Q) is dominated by the exponent

J (Q) = max
Q̃





∑

k,n,m

tr
(
Q̃k,n,mQk,n,m

)

− lnEX

[
e
∑

k,m tr(
∑

n gk,n,mQ̃k,n,mXH
k Tk,mXk)

]


 . (39)

Similarly, by applying the saddle point method to (36), we
have [29, 31]

− lnEy,H [(Z(y,H))r] ≃ −max
Q

{S(Q) − J (Q)} = F .
(40)

The extremum over̃Q and Q in (39) and (40) can be
obtained via seeking the point of zero gradient with respect
to Q̃ and Q, respectively, yielding a set of self-consistent
equations. To avoid searching for the extremum over all
possibleQ and Q̃, we make the followingreplica symmetry
(RS) assumption for the saddle point:

Qk,n,m = qk,n,m11H + (ck,n,m − qk,n,m)Ir+1 (41)

Q̃k,n,m = q̃k,n,m11H + (c̃k,n,m − q̃k,n,m)Ir+1. (42)

With this RS assumption, the problem of seeking the ex-
tremum in (40) with respect to(Qk,n,m, Q̃k,n,m) is re-
duced to seeking the extremum over the four parameters
(qk,n,m, ck,n,m, q̃k,n,m, c̃k,n,m). Although the RS assumption
is heuristic, and cases of RS breaking appear in literature [51,
54], it is widely used in physics [51] and information theory
[19, 24, 29–31,39, 54]. Also, some results obtained based on
the RS assumption have been shown to become exact in the
large system limit [55].

Based on the RS assumption,S(Q) becomes

S(Q) = −Nr ln(r + 1)

− r ln det



INr
+
∑

k,n

(
∑

m

ck,n,m − qk,n,m

)
Rk,n



 .

(43)

Applying Lemma 2, one can easily show that

∑

k,n,m

tr
(
Q̃k,n,mQk,n,m

)
=

∑

k,n,m

(c̃k,n,m + rq̃k,n,m)(ck,n,m + rqk,n,m)

+ r(c̃k,n,m − q̃k,n,m)(ck,n,m − qk,n,m). (44)

Therefore, the last term of (39) can be written as

lnEX

[
e
∑

k,m
tr(

∑

n
gk,n,mQ̃k,n,mXH

k Tk,mXk)
]

= lnEX

[
evec(X)H T̃vec(X)

]
(45)

where we have used̃T = diag
(
T̃1, T̃2, . . . , T̃K

)
and

T̃k =
∑

m

((∑
n gk,n,mQ̃k,n,m

)
⊗ Tk,m

)
. For ease of

notation, we defineΞ′ = T′(0) and Ξ = T′(−1), where
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T′(τ) = blockdiag (T′
1(τ),T

′
2(τ), . . . ,T

′
K(τ)) andT′

k(τ) =∑
k,m (

∑
n gk,n,m(τ c̃k,n,m + q̃k,n,m))Tk,m. Using the above

definitions in (45) yields

lnEX

[
evec(X)H T̃vec(X)

]
=

lnEX

[
e(

∑r
α=0

√
Ξ′x(α))H(

∑r
α=0

√
Ξ′x(α))−

∑r
α=0(x)

(α)HΞx(α)

]
.

(46)
Now, we decouple the first quadratic term in the exponent
of (46) by using the Hubbard-Stratonovich transformation in
Lemma 3 and introducing the auxiliary vectorz. As a result,
(46) becomes

ln

∫
Dz EX

[
e−g(z)

]
(47)

where

g(z) = zHz+

(
r∑

α=0

√
Ξ′x(α)

)H
z

+ zH

(
r∑

α=0

√
Ξ′x(α)

)
−

r∑

α=0

(x(α))HΞx(α). (48)

Inserting (43), (44), and (47) into (40), we obtainF under the
RS assumption as

F = −max
c,q

min
c̃,q̃

T (r)(c,q, c̃, q̃) (49)

where

−T (r)(c,q, c̃, q̃) =

∫
DzEX

[
e−‖z−

√
Ξ′x‖2

+xH(Ξ′−Ξ)x
]

×
(
EX

[
e(

√
Ξ′x)Hz+zH(

√
Ξ′x)−xHΞx

])r
+Nr ln(r + 1)

+ r ln det


INr

+
∑

k,n

(
∑

m

ck,n,m − qk,n,m

)
Rk,n




+
∑

k,n,m

(c̃k,n,m + rq̃k,n,m)(ck,n,m + rqk,n,m)

+ r(c̃k,n,m − q̃k,n,m)(ck,n,m − qk,n,m). (50)

The parameters{ck,n,m, qk,n,m, c̃k,n,m, q̃k,n,m} are deter-
mined by seeking the point of zero gradient with respect
to {ck,n,m, qk,n,m, c̃k,n,m, q̃k,n,m}. It is easy to check that
c̃k,n,m = 0, ∀k, n,m andck,n,m = tr(Tk,m), ∀k, n,m.

Motivated by the exponent of the first term on the right
hand side of (50), we define a virtual MIMO channel as in
(9), wherez

A
:= z, TA := Ξ′, andBAdA := x. This virtual

MIMO channel does not relate to any physical channel model
and is introduced only for clarity of notation. In particular, we
will show that the first term on the right hand side of (50)
can be written as the mutual information of the virtual MIMO
channel when taking the derivative ofT (r) with respect tor at
r = 0. Recall from (29) and (40) that we are only interested
in the derivative ofF at r = 0. Let γk,n,m = q̃k,n,m and
ψk,n,m = ck,n,m − qk,n,m. Hence, from (49), the final result

can be expressed as

F ≃− log2 e lim
r→0

∂

∂r
F

= I
(
x; z
∣∣√Ξ

)
+log2 det (INr

+R)

− log2 e
∑

k,n,m

γk,n,mψk,n,m + log2 eNr (51)

where Ξ = T, T = blockdiag (T1,T2, . . . ,TK), Tk =∑
m (
∑
n gk,n,mγk,n,m)Tk,m and R =

∑
k,n (

∑
m ψk,n,m)

Rk,n. The parametersγk,n,m andψk,n,m are determined by
seeking the point of zero gradient ofF with respect toψk,n,m
andγk,n,m, respectively. Hence, we have

γk,n,m = tr
(
(INr

+R)
−1

Rk,n

)
(52)

and

ψk,n,m = ln 2
∂

∂γk,n,m
I
(
x; z

∣∣∣
√
Ξ
)
= gk,n,mtr (ΩkTk,m)

(53)

where the derivative of the mutual information follows from
the relationship between the mutual information and the
MMSE revealed in [40]. Letγk,n = γk,n,m and ψk,m =
tr (ΩkTk,m), for m = 1, 2, . . . ,M . Using (51) and substi-
tuting the definitions ofγk,n, ψk,m, TA, BA, and model (9),
we obtain (15) for the caseK1 = K. The case for arbitrary
values ofK1 can be proved following a similar approach as
above.

APPENDIX B
PROOF OFTHEOREM 1

Using the notations introduced in Section III-B and accord-
ing to Proposition 1, we obtain an asymptotic expression for
I(d1, · · · ,dk;y|dk+1, · · · ,dK) as

I
(
dAk

;y
∣∣dAc

k

)
≃

k∑

t=1

I

(
dt; z

(k)
t

∣∣∣∣
√
T

(k)
t Bt

)

+ log2 det (INr
+RAk

)− log2 e

k∑

t=1

(
γ
(k)
t

)T
Gtψ

(k)
t .

(54)

To investigate the optimal precoders which maximize
Rw

sum,asy (B1,B2, · · · ,BK), we consider the gradient of
Rw

sum,asy (B1,B2, · · · ,BK) with respect toBl. It is noted

from (13)–(17) that the parametersI

(
dt; z

(k)
t

∣∣∣∣
√
T

(k)
t Bt

)
,

γ
(k)
t,n , ψ

(k)
t,m depend on Bl. Therefore, the gradient of

Rw
sum,asy (B1,B2, · · · ,BK) with respect toBl is given by

K∑
k=1

∆k

k∑
t=1

∇Bl
I

(
dt; z

(k)
t

∣∣∣∣
√
T

(k)
t Bt

)

+log2 e
K∑
k=1

∆k

k∑
t=1

Nr∑
n=1

∂Rw
sum,asy(B1,B2,··· ,BK)

∂γ
(k)
t,n

∇Bl
γ
(k)
t,n (Bl)

+log2 e
K∑
k=1

∆k

k∑
t=1

Nt∑
m=1

∂Rw
sum,asy(B1,B2,··· ,BK)

∂ψ
(k)
t,m

∇Bl
ψ
(k)
t,m(Bl)

l = 1, 2, · · · ,K.
(55)
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Based on the definition ofγ(k)t,n andψ(k)
t,m in Appendix A,

we know thatγ(k)t,n andψ(k)
t,m are obtained by setting the partial

derivatives of the asymptotic mutual information expression in
Proposition 1 with respective toγ(k)t,n andψ(k)

t,m to zero. Then,
according to the definition ofRw

sum,asy in (18), we obtain

∂Rw
sum,asy (B1,B2, · · · ,BK)

∂γ
(k)
t,n

= 0 (56)

∂Rw
sum,asy (B1,B2, · · · ,BK)

∂ψ
(k)
t,m

= 0. (57)

As a result, we have

∇Bl
Rw

sum,asy (B1,B2, · · · ,BK)

=
K∑

k=l

∆k∇Bl
I

(
dl; z

(k)
l

∣∣∣∣
√
T

(k)
l Bl

)
. (58)

From (58), we know that the asymptotic WSR maximization
problem is equivalent to the followingK subproblems:

max
Bl

K∑

k=l

∆kI

(
dl; z

(k)
l

∣∣∣∣
√
T

(k)
l Bl

)
,

s.t. tr
(
BlB

H
l

)
≤ Pl,

(59)

wherel = 1, 2, · · · ,K.
From (16), we have

I

(
dl; z

(k)
l

∣∣∣∣
√
T

(k)
l Bl

)
= log2Ml −

1

Ml

×
Ml∑

m=1

Ev

{
log2

Ml∑

p=1

e
−
(
∥

∥

∥

∥

√

T
(k)
l

Bl(al,p−al,m)+v

∥

∥

∥

∥

2

−‖v‖2
)}

= log2Ml −
1

Ml

Ml∑

m=1

Ev

{
log2

Ml∑

p=1

e−lpm,lk(v)

}
(60)

where

lpm,lk (v) = tr
(
(al,p − al,m) (al,p − al,m)HBH

l T
(k)
l Bl

)

+ 2Re

(
vH
√
T

(k)
l Bl (al,p − al,m)

)
. (61)

Based on (60), the value ofI

(
dl; z

(k)
l

∣∣∣∣
√
T

(k)
l Bl

)
is

determined by matrixQl = BH
l T

(k)
l Bl. Define the eigenvalue

decomposition ofQl asQl = Uq,lΓq,lU
H
q,l. Then, we have

(
T

(k)
l

)1/2
Bl = Vq,lΓ

1/2
q,l U

H
q,l (62)

whereVq,l ∈ CNt×Nt is an arbitrary unitary matrix. Accord-
ing to (13) and (62),Bl can be expressed as

Bl =
(
T

(k)
l

)−1/2

Vq,lΓ
1/2
q,l U

H
q,l (63)

= UTl
diag

(
GT
l γ

(k)
l

)−1/2

UH
Tl
Vq,lΓ

1/2
q,l U

H
q,l. (64)

Any Bl which conforms to the expression in (64) satisfies
BH
l T

(k)
l Bl = Ql. Furthermore, the transmit power ofBl is

given by

tr
(
BlB

H
l

)
= tr

(
diag

(
GT
l γ

(k)
l

)−1

UH
Tl
Vq,lΓq,lV

H
q,lUTl

)

(65)
(a)

≥ tr

(
diag

(
GT
l γ

(k)
l

)−1

Γq,l

)
(66)

where (a) is obtained based on [56, Eq. (3.158)]. The equal-
ity in (66) holds whenVH

q,lUTl
= INt

. By substituting this
condition into (64), we obtain

Bl = UTl
diag

(
GT
l γ

(k)
l

)−1/2

Γ
1/2
q,l U

H
q,l. (67)

Eq. (67) indicates that forI

(
dl; z

(k)
l

∣∣∣∣
√
T

(k)
l Bl

)
, setting the

left singular matrix to be equal toUTl
minimizes the transmit

power tr(BlB
H
l ). This conclusion holds for allk = l, l +

1, · · · , L in (59).
We assume that the optimal precoder isB∗

l , l =
1, 2, · · · ,K. If the left singular matrix ofB∗

l is not equal
to UTl

, we can always find another precoder with the left
singular matrix equal toUTl

, which achieves the same value
of Ql asB∗

l . Therefore, this precoder can achieve the same
mutual information in (59) asB∗

l , but with a smaller transmit
power according to (66). Then, by increasing the transmit
power of this precoder until the power constraint is met
with equality, a larger mutual information value in (59) is
achieved. This contradicts the assumption thatB∗

l is the
optimal precoder. As a result, the left singular matrix ofB∗

l

must be equal toUTl
. Substituting the optimalBl in (67) into

(17), we obtain (19). This completes the proof.
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