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Random Broadcast Based Distributed Consensus

Clock Synchronizatio

Wanlu Sun, Erik G. StromSenior Member,
and Mohammad Reza

Abstract—Clock synchronization is a crucial issue for mobile
ad hoc networks due to the dynamic and distributed nature
of these networks. In this paper, employing affine models for
local clocks, a random broadcast based distributed consens
clock synchronization algorithm is proposed. In the absene of
transmission delays, we theoretically prove the convergee of
the proposed scheme, which is further illustrated by numertal
results. In addition, it is concluded from simulations that the
proposed scheme is scalable and robust to transmission dgka
as well as different accuracy requirements.

Index Terms—Mobile ad hoc networks, distributed synchro-
nization, consensus algorithm, random broadcast, conveemnce.

n for Mobile Networks

IEEE;redrik BrannstromMember, IEEE,
GholanmMlember, IEEE

reference-based clock synchronization and distributedkcl
synchronization. In reference-based clock synchrorumndii],

[2], one node is elected as the reference node and a spanning
tree is built through the network. All the other nodes are
required to synchronize to the reference node by adjustieig t
own clocks based on the timing messages received from their
parents. This mechanism is sensitive to changing topdaogie
and node failures, and therefore not suitable for mobile net
works. On the other hand, in distributed clock synchromirat

all nodes implement the same algorithm individually withou
relying on a network hierarchy [3]-[13]. The distributeduna

can often result in improved robustness to node failures and

|. INTRODUCTION

R

mobility in dynamic networks.
In distributed clock synchronization, to utilize the broast

ECENTLY, ad hoc networks have emerged as an ifature of wireless medium, nodes broadcast timing messages
teresting and important research area. As this type W'I""Ch contain the timestamps recorded by the clock of the

network consists of many small computing devices and f#&nsmitter. These messages are in turn used to adjust the
communication services are based on self-organizingkcloglocks of the receivers. We assume that the broadcasted
synchronization becomes critical for many applicationst Fmessages can only reach the neighbors of the transmitter, in

instance, coordination of actions across a distributedoget Which case the network is not necessarily fully connected.

nodes requires an accuracy of millisecond level; an order

ofDistributed synchronization algorithms require timingsne

microsecond accuracy is needed for time-division multipgages from neighboring nodes, which can be used in two
access (TDMA) technique; and target localization requirglfferent ways.
nanosecond accuracy. Meanwhile, there is also an incasin, simultaneous update [7], [10], [11]: each node first

demand for mobile networks (e.g., vehicular networks), iehe
the mobility complicates the clock synchronization duehe t
time evolving topologies.

A. Related Work

There has been extensive research on clock synchronization

collects timing messages from its immediate neighbors,
and then adjusts its local clock by using these messages
simultaneously.

Sequential update [3]-[6], [8], [9], [12], [14]: each node
sequentially update its clock whenever it receives a timing
message.

in the context of ad hoc networks during the last few years.In this paper, we consider sequential updates with the

Depending on whether the reference nodes are needed or
existing protocols can be mainly classified into two catezgor
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assumption of a random access mechanism. With a random
access mechanism, a node can broadcast at any time in any
order. A widely used random broadcast scheme is contention
based transmission, where nodes contend for transmission
opportunities at the beginning of each synchronizatiomdou
(SR). SRs are repeated with some predetermined perigdicity
and nodes are thereby granted some fairness in accessing
the wireless medium. Due to its applicability in distribdite
networks, this mechanism is the technique specified forkcloc
synchronization in the IEEE 802.11 standard [3] and has been
used in some other works [4]-[8] as well. As described in
[3], the transmission protocol of timing messages assuhas t
nodes are loosely synchronized to the beginning of each SR.
In this paper, we will also use a contention based transarissi
protocol.



When assuming random broadcast mechanism for messagetors wherdx]; indicates theith element, and uppercase
transmission, the authors in [3]-[6] propose differentcfyo-  boldface letters, e.gX, denote matrices whef&X];; denotes
nization schemes based on converge-to-max principle,evderthe (i, j)th element. Also,1 and 0 represent the all-ones
node eventually synchronizes to the nodes with faster slockolumn vector and zero column vector, respectively. The
A simple converge-to-max protocol, called timing synchresuperscript(-)T stands for transposition. Sets are denoted by
nization function (TSF), is presented in [3]. Based on th& TScalligraphic lettersX’ and their cardinalities are denoted by
various modifications have been made to handle its limitatio X’ |.
of scalability and infeasibility in multihop networks [4]-

[6]. For example, the modifi_ed automatic_ selftime-_corrmag:ti B. Network Model

procedure (MASP) scheme is proposed in [6], which outper- i _

forms the other methods. Nevertheless, as addressed in [15)Ve consider a network represented by a directed graph
a common problem for all converge-to-max schemes is thét) = (V,€(£)), where the vertex sev = {1,2,.., N}
contradiction between thastest node asynchronisand the C€ONtainsN' mobile nodes and the edge sét() is defined
time partitioning. as the set of avallablt_e directed communication links at the

With a random broadcast mechanism, the authors in [@igcrete time index’, i.e., (i,j) € £(() if node j sends
propose a distributed consensus based protocol for cld@fermation to nodei during thefth SR.vi € V, we use
synchronization, which is referred as ATS. In the ATS schemi@€ convention that(i,:) € £(¢) for all ¢. The notation
an internal common time scale, which does not need to be thé¢) = {jl(i,j) € £(()} denotes the set of neighbors of
maximum, is achieved in the network through communicfede: during the/th SR.
tions among neighboring nodes. In practice, however, clock
frequencies may be over-adjusted due to the unawarenesg 0fClock Model
Cl.OCk updates gt the trans_r_mtter or receiver, an_d thus cose Each node in the network is equipped with a physical clock
will not be achieved. Additionally, the_ au_thors in [14] poxe _that has its frequency and offset. Here, we assume an affine
a consensus based clock synchronization (CoSyn) algorlttﬁurplction for the physical clock model. In this way, the plogsi
for the .random broadcast protocol, whereas the convergenge . of nodei is
is not rigorously proved.

Ti(t) = fit + 6, YieV, L

B. Contributions wheret is the perfect time,f; indicates the physical clock

In this paper, based on a practical random broadcast mefilgquency, and; denotes the physical clock offset. Note that

anism, a novel distributed consensus clock synchronizati¢; andg; are both determined by the physical clock and cannot
algorithm is proposed for dynamic networks. It is fully dishe measured or adjusted.

tributed in the sense that all the nodes independently éxecu ) )
the same algorithm without the need of a network hierarct@,emark 1. Here we assumg; is cqnstant over time. _In
can vary over time due to the drifts

and is thus robust to node failures and changing topologi®s@ctice, howevery; :
The key feature of the proposed scheme is that it distilntroduced by aging effects and environmental factors such

guishes between two different updates—partial updates airiiemperature [16]. Nevertheless, as pointed out in [3], [1
complete updates—for different situations. In this waye th18]: the drift resulted from aging usually acts much slower
proposed scheme can both avoid the problem of frequeﬁ@;"?‘n the u_pdate rate of synchronization sch_emes, and tlnus_ ca
over-adjustment and improve the speed of synchronizatiBfi S&fely ignored. On the other hand, we will evaluate the im-

error decrease. In the absence of transmission delays, Rt Of the driftinduced by temperature variation by nuicari

theoretically prove the convergence of the proposed methginulations. If the environmental factors do cause sigaific

which is further demonstrated by numerical results. Moezpy INStability to physical clock frequencies, the synchraian
by utilizing a threshold for the clock update, the proposdycedures should be implemented more frequently to keep

scheme reveals robustness even when transmission detayd'8FK Of the clock parameters.

present. Besides, each nodealso maintains a logical clock, whose
value is denoted by’;(¢t) and can be modified. The logical
[I. SYSTEM MODEL AND PROBLEM FORMULATION clock C;(t) represents the synchronized time of negevhich
A. Notation is a function of the current physical clock valiig(t). In this
Lowercase and uppercase letters, exgand X, represent paper, we use an affine model f6%(t):
scalars, lowercase boldface letters, eag.designate column Ci(t) = i Ti(t) + Bi 2)
1Since a node only synchronizes to a faster node, the cloake vaf = a; fit + a;b; + Bi 3)
the fastest node (a node with the greatest clock value in éteank) will _ fit + él (4)

keep drifting away from other nodes, unless it becomes tesinitter. This
problem is called the fastest node asynchronism problemchwban be ] ) )
reduced by giving higher priority to the transmissions @ tiode with a faster wherea; (a; > O? and j; gre control parameters updated by
clock. Nevertheless, different prioriies might resulttire time partitioning the synchronization algorithm, and

problem, where the clock values in two groups of nodes cap keedrifting N

away from each other, even though they are connected. fi=aifi (5)



0; 2 ;0; + f; (6) Remark 4. As in most of the literature (e.g., [1], [2], [7]-
aff [13]), MAC layer time stamping is utilized to largely reduce
" the effects of transmission delays. Here, MAC layer time
. . ; . stamping means that the current timestamp is written irgo th
respecuve_ly. In this way, the goal is to ;ynchromze the_sld;o message payload right before the first bit of the packet is sen
in the entire network such that the logical clocks of diffdre : . .

t% fthe physical layer at the transmitter, and the timestamp a

nce)(rjfZitrl?r\r/; tthe same (or very close) values for any mstantthe receiver side is recorded right after the first bit hawedr
P ' at the MAC layer.

represent the logical clock frequency and logical clocls
The initial values ofa; and 5; are set too; =1 andg; = 0,

D. Problem Formulation

In this study, rather than synchronizing all clocks to a real !+ THE PROPOSEDSY'\I‘?C;SQN'ZAT'ON ALGORITHM:
reference clock, we aim at attaining an internal consensus

between logical clocks through local interactions between|n this section, we propose a novel Random Broadcast based
nodes. Namely, we say that the consensus is achieved if pistributed consensus clock Synchronization (RBDS) s@hem
Ci(t) ) where the logical clock is adjusted by partial updates or
M Co(t) =1, vieV, ) complete updates to achieve consensus. We take convergence
as well as error decrease speed into account for the algorith
design. Section IlI-A derives the basic design principlés o
Cy(t) = fut+6y, fu >0, (8) the RBDS scheme. Then the complete procedures of the
RBDS scheme are summarized in Section IlI-B. Finally, the

denotes f[he virtual CONSENsus .CIOCk' For each ”‘3‘.“‘6 convergence analysis is elaborated by Theorem 3 in Section
asymptotic consensus (7) is equivalent to concurrentlyeseh H-C

ing the following two consensus equations:

where

lim fi = fv, Q) N
t—>+00 A. Design Principles of the RBDS Scheme
t_1§+moo 0 = . (10) We first introduce some graph theory terminology [19],

Note that f, and 6, do not need to be the average value o¥Nich will be used in this paper.
{f1, far .., fn} @nd{61, 6o, ..., Ox'}, respectively. Their values « A vertexi of a directed graph is eoot of a graph if for

are decided by&(?), {fi,fo,....,fn} and {61,60s,....0n} each other vertey of this graph, there is a path from
together. In fact, the values of, and 6, are not important, to 5.
since what really matters is that all clocks converge to onee A rooted graph is a graph which possesses at least one
common function of time. root.

« By the composition of two directed graphgi(p), G(q)
E. Transmission of Synchronization Messages with the same vertex set, we mean the grapfi(p)oG(q)

with the same vertex sét and edge set defined such that
(1,7) is an edge ofG(p) o G(q) if and only if for some
vertexr, (r,j) is an edge oG(¢) and (i,r) is an edge
of G(p).

A finite sequence of directed grap$1), G(2),..., G(q)
with the same vertex set jeintly rooted if the compo-
sition G(¢) o G(qg — 1) o - - -0 G(1) is rooted.

o An infinite sequence of graph§(1), G(2), ... with
the same vertex set iepeatedly jointly rooted by
sequences of lengtly if there is a positive finite integer
q for which each finite sequen¢g¢gm + 1), G(gm + 2),
ey Glgm + q) for all m = 0,1, ..., is jointly rooted.

In this paper, we consider a widely used random broadcast
scheme, i.e., the contention based broadcast mechanisra. Mo
specifically, each node [3]:

1) at the beginning of each SR, calculates a random delay
that is uniformly distributed in the range between zero and 2°
x aCWmin x aSlotTime (which are constants and specified
in [3]);

2) waits for the period of the random delay while decre-
menting the random delay timer;

3) cancels the remaining random delay and the pending
transmission if a timing message arrives before the random
delay timer has expired or;

4) sends a timing message when the random delay expirége crucial result upon which the algorithm design depends

) o _ is [19, Theorem. 1], which is restated here.
Remark 2. Due to the hidden node problem, it is possible

for one node to receive multiple messages during one SR.Tiheorem 1. Letz(® be fixed. For any trajectory of the system
this case, the node will just keep the first received packet adetermined by the following equation (11)
discard the later packets. In other worfl¥;(¢) | can only be

1 or2forallieV. x;gﬂ) _ 1@ Z 5_@) ’ (11)
Remark 3. The use of the random broadcast mechanism, [ Vi(0) |
where the information flow is in one direction, explains why

we consider a directed gragh¢) in Section 1I-B. Note that Wherexz(.é) represents information state associated with node
G(¢) might not be connected at each SR. 1 and/ is a discrete-time index, along which the sequence of

JEVi(0)



Table |
EXPLANATIONS OF THE USED SYMBOLS

graphsg(1), G(2), ..., G(£), ... is repeatedly jointly rooted by
sequences of lengtp there is a constantss for which

. ¢
Zlﬁloo 2 = sl (12) Symbol | Parameter
fi Nodei’s physical frequency

where the limit is approached exponentially fast, asld = 0i Nodei's physical offset

(0) (0) T, . . . agé) Nodei’s control parametety; at the beginning ofth SR
[ml ..,y | is avector collecting the information state of 50 Node s control parametes; at the beginning ofth SR
all nodes. f.“) Nodes’s logical frequency at the beginning éth SR

. . .. N » - .
In our settings, suppose nodee V receives a timing 0" | Nodeis logical offset at the beginning dfth SR

message from one neighbor nogles V. Based on Theorem
1, in the absence of delays, if the 'repeatedly jointly rdote

condition is satisfied and if nodeupdates its logical frequency¢th SR, it will update eithep; or both3; anda; according to
and logical offset as one of two update rules: the partial update rule or the cotaple

update rule.

FED = % (fi(") + fj@) , (13)  Suppose nodéreceives a timing message at the tite ;.
- 1 /a0 - Here,t, is the perfect time when the message was sent during
Hf D _ 5 (Gf )+ 93(- )) , (14) the ¢th SR andd, is the transmission delay, which includes

] _ ~ the PHY layer delay and the propagation delay. We denote the
respectively, then the consensus (9) and (10) will be aeldieVansmitting node byj(¢). Hence, the received time stamp at

with exponential speed. Note that, as explained in Remarkgeq timet, + 0, is Cs (t¢). For simplicity of presentation and

we only have the access to at most one neighbor node in fig\ysis, we ignore, for the time being. However, the final
update procedure. algorithm will be adjusted to be robust against non-nebléyi

~ In practice, however, the implementation of (13) and (14)ansmission delays. Note that, for simplicity of preséota
is not straightforward. There are mainly two difficulties. and analysis, we assunde = 0 for the time being. However

Firstly, due to the lack of information aboyt and i, we  the final algorithm will be adjusted to be robust against non-
can neither obtairy; or 6; nor tune them directly. What we negligible transmission delays.

can do is to modify the control parametetis and ; by
utilizing the logical clock values, which will then adjugt 1) Partial Update Rule: It is clear that nodei cannot

an(SjHi au(;(l)mgtlcallé/ thrtough (5)tantor|] (6). date of the loai %Lake any meaningful update of, before receiving at least
f econdly, in or 12 c:hex?clllJ € etup ate or the tog|c o timing messages from the same node, sificbasically
requency as in (13), the following two requirements ar?epresents the slope of the linear logical clock model. Tihe a

Egﬁ;cfgé:el.? g)olc(i) chgleile(;\éekz g;[ gi?ﬁ tﬂg’(‘;‘; gzgnrgog];?rigegf the partial update rule at timg is to achieve the perfect
f A ~(0 .
J ugdate (14) Wherfm) = fi( ). That is

not adjusted between the two receptions. We will show thi
sufficiency later. Obviously, the conditions can be satisfie
if we make nodei not to adjust its logical clock (i.e., not (7)
update its control parameters) until it receives the second gD — g® 1 (Cf o (te) — Ci(tg)) . (18)
message from nodg. However, this method will result in ’ ’ 2\

fairly slow convergence speed, especially for dense néddsvoryhich implies that

Therefore, in our algorithm, we propose a novel update rule,

Next we present the two update rules.

agul) _ az({)

by distinguishing two different updates, to guarantee (ha) 9ty = g, 4 gD (19)
is satisfied even when the nods logical clock have been © @ 1
updated between two consecutive messages from pode =a; 0 + +§( S0 (te) —Ci(tf)) (20)
Nonetheless, this new update rule will give rise to the tesul N . A(0) ~(0)
that the update rule (14) cannot be perfectly satisfied in the =0+ 9 (fi(é)tf 050 = fi e =0 ) (21)
proposed scheme, which will be proved later by Theorem 2. 1 /- (0 1/. Ny

In the following, we will explain the proposed algorithm D) (93(3) + 6] )) T3 (fﬂf) ~Ji )) te. (22)

from the perspective of nodé For easier reading, the ex-
planations of some used symbols are summarized in Table I.

If node ¢ does not receive any timing message during tf}s
(th SR, there is no update in its logical clock, i.e.,

Note that the rest tern{” equals to 0 only wherf; ,, = /().

J

evertheless, we will later prove that, under some conaktio
the impact of the rest terms will diminish @s— +oo. For

ol = o (15) convenience, we definAEZ) as
( B

gty (16)

and we defineAEz) £ ( for this case. Otherwise, i.e., the

AL (im0 -ct). @3

node: receives timing messages from its neighbors during tiéhich captures the logical clock adjustment of nade



A Logical clock value Therefore, due to (30),

slope f; C;(te)
L oy ot g ol g
[0

—— C; (1‘,1{)
(e-1) (0)
) ~ ~

H -1 (m)
|l Al @ Lo a0 fi ), 1 fi g0
//’/J,_.,__ = 3 <9J -0, 0 + B 1+ RO) B;
- ; ) ;
i ) ) ® Ciltd)  fi (p0, , 40\, Bi fi
(n+1) _ p(n+2) _ ) - - _ - A N e -
SIOPEfi — fi — ... :fl 2 2f"(€) (f'L té + 91 ) + 2 1 + f.(f)
tn  tnt1 o tpq te fV v R !
' © (. fi 1 fi \ s
Figure 1. Evolution of a logical clock. - 5 (CJ (té) B WCZ (t6)> + 5 L+ f,(é) Bl (31)

_ _ where(a) holds by using (28)(b) and(c¢) follow because of
2) Complete Update RuleéSuppose nodereceives a times- (4). Again, the RHS can be computed with the help of (24).
tamp from nodg = j(¢) at timet,. Furthermore, suppose the ) )
last time nodei received a timestamp from nogewast,. Reémark 5. Even though the MAC layer time stamping can re-
Hence,t, < t, andj = j(£) = j(n). Nodei will perform a duce the transmission delays to a large extent, there iilibst
complete update if the following two conditions are satifie SOmMe delays remaining. When these remaining delays are also

a) Node j has not performed a partial or complete updatté‘ken into account, we can consider a threshold for the &djus

in the interval(t,,, t]. ment to reduce the influence of delays. When nodeeives a
b) Node i has not performed a complete update in thiming message at thih SR, it will not use it for adjusting its
interval (,, t]. own logical clock unles§C;(t; + d¢) — Cj(,(te)| > o, where

Note that the conditiora) implies thatC;(¢) is an affine is the threshold. The value of is the tradeoff between the
1 | speed of the synchronization error decrease and the rassstn

function of ¢, with slopefj, for t € (tn,ts]. For notationa ;
;o against delays.

simplicity, here we usef; and éj without the explicit depen-
dence on the SR index. The conditiopimplies thatC; (¢) is a

piecewise affine function of, with slopef{"*" = f"**) = B procedures of the RBDS Scheme
cee= fi(e), for ¢t € (t,,t¢]. The situation is depicted in Fig. 1.

. L Let S; be the change counter for nodewhich is incre-
From Fig. 1, it is clear that 9 e

mented every time nodeupdates its logical clock (through a
fj B Cj(te) — Cj(tn) ” partial or complete update).

W - Cilte) — szl A _ Ci(tn) (24) In the following, let us consider the updates of the logical
i ! m=n i e clock of nodei. If node: receives a timing message at tftth

which is a quantity that will be very useful in the complet&SR, we assume this message comes from ngde Hence,
update rule. Recall from (13) that we would like to achiewe ththe timing message is

updateff“l) = (fj + fi(g)) /2 by adjustingozgg). Therefore,

3

using (5), (), Sje)» Cio(tel, (32)
Lz o 20\ pe+1) _ (e+1) wheret, is the transmission time, i.e; = £5+T~.(4M, where
) (fﬂ' + /i ) =1 = fi (25 s the period of a SR, and, ; is the random’ backoff time
1~ f drawn by nodej at the /th SR. Then nodé receives this
=5 1-( M1+ A(Jz) (26) timing message after some deldy and samples its logical
fi clock at timet, + 6, asC;(t¢ + ds).
1 (o fj To summarize, nodéshould update its logical clock given
Q% i 1+ HONE @7) 4 sequence of the received timing messages in the form of
_ . ¢ (32) and the corresponding samples of its own logical clock
Correspondingly, the update ofis Cy(te + 6) for £ = 1,2, ... To keep track of the history, node
1 f 7 maintains a matrix4;, whose rows are of the form
(e+1) _ 1 (0 j
Q; =35% 1+ = ) (28) ~
2 < fi(€)> 7 (6), Sj(z)v Cj(z)(U% Ci(te + 0¢)]. (33)
where the right hand side (RHS) can be computed with there, the first three elements make up the received timing mes
help of (24). sage at théth SR, and the fourth element is the corresponding

Using (6), the desired update féy is according to (14), sample of the logical clock for node

1/~ 0 A ’ ' A flow diagram of the proposed scheme is described in
3 (9.7' + 6 )) =0 = ol Vg, 4 Y (29)  Fig. 2, and uses the three algorithms defined below.

50 _ 50
- a(f‘H) 0, B; 4 [3,(“1). (30) °The correct receiving means that the message is receivaduticollision.
v a(_f) v On the other hand, we assume that any collision will lead tkeialoss.
2



Initialization: ¢=0,
Vievia?=1,82=0,9 =0,
A;=[] (empty).

<
<
A
(VN O)
' = .
;5’3“—1) = “3975[)

V|

Node: waits until start of/tth SR
and contends for channel accesp.

Transmits at time,
[i, Si(te), Ci(te)],
wheret, = le + 75 0,

. Yes
=—YVins the contenfion2=

No

. Nodei correctly
received a message from another node=
after some delay?

;

No

Suppose received messagéjis S;, C;] at
time ¢, + 6,. Let C; = Ci(te + 0¢), T; = Ti(te + ).

No Algorithm 1 with
|npUt Ai, j, Sj

esult tru

Execute complete updgte
Algorithm 3.

A; =14,5;,C5,C4)

Execute partial updatd
Algorithm 2.

A;
Ai N |: J7S],C]701

Figure 2. Flowchart of the RBDS scheme.

Algorithm 1 Test if conditions for a complete update are
satisfied

Input: A;, j, S;
Output: true, false
A= {m:[A;]m1 = j} Il the set of previous messages
from nodej
if A==0 then
return false //no previous message from nogle
else
m=max{n: nec A}
if Sj > [Ai]mg then
return false //nodej has changed its logical clock
since last timing message
else
return true //complete update possible
end if
end if

Algorithm 2 Partial Update

Input:C;, C;, ot g1
Output: aﬁ”l), /3§”1>
oY = o9 11 from (17)

BETY = Bf@ +(C; — Cy)/2 1l from (18)

Algorithm 3 Complete Update

Input:A;, j, Cj, Ci, o, g

Output: af”l), ﬁi(”l)

p = number of rows in4;

m = max{n : [A;],1 = j} /l index of the last message
from nodej

Ntot = 30y, ([Ailns — [Ailna) o

k= (C5 = [Ail )/ (Ci = [Ail s — Do) 5 = [/

from (24)
ol = oY1 + k) /2 I from (28)
B = (C; — kCy) /2 + B (1 + k) /2 Il from (31)

SR based on nodgs information. Also,Vi € V), it is assumed
(i,7) € E(¢) for all £. Besides, the seV;(¢) is defined as
Vi(0) = {41, §) € £(¢)}, and|V;(¢)| indicates its cardinality.

Firstly, according to Theorem 1, the convergence is obvious
if the average update rules (13) and (14) can be achieved
in the synchronization scheme. However, as analyzed in the
two difficulties in Section IlI-A, it is not straightforwartb
efficiently implement these average operations. Here, we wi
propose a theorem to discuss that if (13) and (14) can be
attained in the RBDS algorithm.

Theorem 2. Assume

a) all nodes can broadcast in any order as long as an infinite
sequence of graph& (1), F(2), ... is repeatedly jointly
rooted by subsequences of length

b) the transmission delays are negligible, i.e., the traittem

and receivers record the timestamps from their local logica

clocks simultaneously.

Then, if each node updates its control parameters as (17) and
(18), or (28) and (31), depending on whether the conditidns o
partial update rule or the conditions of complete updateerul
are satisfied, the average of logical frequencies, i.e.,(&8),
can be achieved; however, the avera%e of logical offseds, i.
Eq. (14), is only achieved wheh = £

Proof: Note that the logical frequency will only be
modified in the complete update. Suppose nadeeceive
timing messages from nogeBy using (28) an(fi(g) = agl)fi,
we obtain

pe+1) (1), La s
C. Convergence of the RBDS Scheme fim = fi=g (fj + /i ) ; (34)

As revealed in (24), the adjustment of the logical frequenwhiCh satisfies the average update (13)
requires at least two timestamps, which cannot be implied by '

the graphG(¢). Therefore, we consider a new directed graph
F() = (V,&(¢)). Regarding the edge sél((), we define
(1,7) € £(¢) if nodei implements a complete update at ttle

3This assumption is realistic when a contention based trasson mecha-
nism is used. Moreover, the repeatedly jointly rooted priypef 7 (1), F(2),
... implies the repeatedly jointly rooted property 1), G(2), ....



On the other hand, the logical offset will be changed in both 3) CoSyn in [14].
complete update and partial update. In the complete updateCoSyn is also a random broadcast based distributed syn-
by the definition ofﬁg”l) in (29), we can calculate chronization algorithm which can achieve the consensus of
A 1, . both logical clock frequencies and offsets. However, it has
9§€+1) = aEHI)Gi + ﬁi(“l) =5 (Gj + 91@) . (35) different conditions and rules for implementing partialdan

. - ) complete updates compared with RBDS.
which satisfies the average update (14). In the partial @pdat \ya consider a network withv mobile nodes, where nodes

howc_ever, when substituting (17) and (18) into (6), we W“(l:lre randomly placed in a square-shaped region. The size of
obtain the area is1000 m x 1000 m. Unless otherwise specified,

AUt _ 1 (é, + é(l)) + 1 (f _ f_(f)) t (36) every node has a fixed transmission rang@f m which is
‘ 2\ 2\ ’ the same as in [6]. Moreover, all nodes move according to the
which is not consistent with (14) as long g # fi(f)_ random Way-.pointmodel [2_3] with maximum s_peed40fm/s
Therefore, when we have mixed partial and complete updaf;&do pause time. The physical clock frequencies are uniformly
during certain time period, the average update (14) of tf@d randomly selected from the ran{e9999,1.0001] Hz,
logical offset cannot be attained in general. m following IEEE 802.11 protocol requirements [3]. Also, the
Even though Theorem 2 proves that (14) is not satisfied ifitial clock values are uniformly and randomly chosen from

general, the following theorem states that the proposeerseh the range[—800,800] xs. We would like to mention that we
will achieve consensus asymptotically. have also investigated a wider range of initial clock vajues

) . but since the performance of those cases follows the same
Theorem 3. Consider the same assumptions &) and b) as {fends as the ones shown below, we have not included those

Theorem 2. Then, if each node updates its control parameteggits. to save space. Besides, as defined in [3], the period

as (17) and (18), or (28) and (31), depending on the conditiopf pne SR is0.1 s, and the backoff time in the contention

of the partial update rule or the complete update rule beingased protocol is uniformly distributed in the range1500]

satisfied, the asymptotical consensus (9) and (10) is aedievus, where the range is calculated with aSlotTime50 us

and therefore, (7) is achieved as well. and aCWmin= 15. Furthermore, as explained above, there
Proof: See Appendix A. m Still remains some delays even though the MAC layer time

stamping is applied. In our simulations, these delays are

Remark 6. The proofs of the existing Theorem 1, and oupodeled by a uniform distribution within the ranffe 2d] us,
proposed Theorem 2 and Theorem 3 rely on the conditighg we set the threshold = d.
that communication graphs are “repeatedly jointly roof@d 1o evaluate synchronization algorithms, we first define the

assumption which has also been used in some other woggschronization error between a pair of nodes for each time
[20], [21]. By introducing a probabilistic framework, thejnstance as

authors in [22] prove that this condition can in fact be $igiis . o o

with large probability for any nonzero transmission range eij(t) = |Ci(t) — C; ()|, Vi, j € V,andj #4.  (37)

and nonzero motion speed, whenever the number of nodafen, based om;;(t), we adopt two performance metrics in
is large enough. Interested readers can find more detailsifig simulations.

[22, Theorem. 1]. « 90th percentile of synchronization errors, i.e.,

IV. SIMULATION RESULTS eoons(t) £ @, st PHe;;(t) < x} =90%. (38)

In this section, simulation results are presented to compar « Probability of unsynchronization with a given threshold
the performance of the proposed RBDS scheme with the ~,i.e.,
following three baseline methods. A

1) ATS (with p, = 0.2, p, = 0.2 andp, = 0.2) in [8]. Py(t) = Priei;(t) = 7} (39)

ATS includes the cascade of two consensus algorithiaer each curve in Fig. 5 to Fig. 10, we average the results
where the first consensus synchronizes clock frequencigs aver 1000 different network realizations to obtaifyyy (¢) and
the second consensus synchronizes clock offsets. In the fiPs(t).
step, nodes broadcast their current estimates of the VirtuaFig. 3(a) illustrates the convergence of the logical offset
consensus clock frequency; receiving nodes combine this wi; for i = 1, ..., N, and Fig. 3(b) shows logical frequencies
their local information to adjust their own virtual consass f; for the proposed RBDS scheme in the absence of delays.
clock estimates. The same idea is then applied in the secdnds shown that both logical offsets and logical frequescie
step to synchronize offsets. will converge to a common value, respectively, which supgpor

2) MASP in [6]. Theorem 3 from a numerical perspective. Moreover, conver-

Based on converge-to-max principle, MASP gives a fastgence can also be evaluated with respect to the number of
node, which has larger logical clock value, a higher prjoigt  transmitted synchronization messages as well as the number
send its synchronization messages. Besides, each node habpartial/complete updates by using the correspondirediosl
self correction capability to compensate the clock odailfa with time in Fig. 3(c). Due to the broadcast nature, the numbe
difference among nodes. Finally, slower nodes can synaeonof partial/complete updates is usually higher than the rermb
to the fastest node by periodically correcting its clock. of transmitted messages.
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Figure 3. Convergence evaluation of logical offsets (Fi@))3 logical fre-
quencies (Fig. 3(b)), and the number of transmitted symihation messages
as well as the number of partial/complete updates (Fig) &fchhe proposed

RBDS scheme fof0 nodes, withd = 0 (i.e., no delay). of them. These are because of the problem of over-adjusted

logical frequencies in ATS, as well as the contradiction be-
tween the fastest node asynchronism and the time partitjoni

The impact of frequency variation on the convergence #f MASP. On the other hand, CoSyn and RBDS present
the RBDS scheme is evaluated in Fig. 4. Inspired by [24imilar trends regarding the decrease of synchronizatianms
we assume the physical clock frequencies of half of thgevertheless, RBDS shows faster convergence due to its
nodes are changed db0 s due to a temperature changeincreased opportunities of complete updates. Furtherntioee
We also consider a typical temperature coefficier1.04 effects of delays are considered in Fig. 5(b). It is depicted
ppm/°C for crystal oscillators and a temperature change @fat the error of ATS is boosted with time, which implies that
—25°C. As observed from Fig. 4, even though the logicakTS becomes ineffective under the scenario with delayo Als
offsets experience a sudden spread aftéd s due to the the error decrease is very small in MASP. When it comes to
frequency variation, the proposed RBDS scheme is able @Syn and RBDS, they both show robustness against delays,
quickly recover and achieve convergence. where RBDS outperforms CoSyn.

Fig. 5 shows the90th percentile of synchronization errors To illustrate the scalability of synchronization schemes,
versus time whetV = 50. In the absence of delay (Fig. 5(a))Fig. 6 shows thed0th percentile of synchronization errors
even though ATS and MASP exhibit fast decrease of synchnersus the number of nodé§é at ¢t = 400s. In general, asV
nization errors in the first50 s, there are floor effects for bothincreases, so does the network connectivity and the message
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Figure 7. 90th percentile of synchronization errors versus transimissange
att = 800s, with N = 50 andd = 0. (a)

collision rate. The first effect is beneficial for convergenc
while the latter is harmful. As seen in Fig. 6, increasiNg
from N = 30 is initially beneficial, but after some point, the
collision rate effect will start to dominate and convergenc
performance will decrease a&is further increased. Regarding
the comparison among different synchronization algorghm
CoSyn and RBDS reveal better scalability compared to ATS

o ‘

and MASP, where RBDS ;Iightly outperforms Co_Syn. 0 oo 20 ) 800 400
The influence of transmission range, which varies frii

m to 250 m, is evaluated in Fig. 7. In general, decreasing (b)

the transmission range leads to slower convergence dueriffire 9. Probability of unsynchronization versus timeletion with v = 10
reduced network connectivity. When the transmission rangeandN = 50. (a)d = 0; (b) d = 3 ps.

is quite small, e.g.100 m, ATS shows superior performance

to other three schemes. Nevertheless, with increasedctisns L
Qe other hand, decreases smoothly with time, and RBDS ex-

sion range, its performance improvement is limited. On the ", _ . .
other hand, according to our experience, the proposed RB @ns slightly better performance. After introducing ag$, as

algorithm outperforms the other considered aIgorithmsrvvhéhOWn in Fi_g. 9.(b)’ probalr_JiIity of _unsynchro.nization. forQT
increases significantly, which again reveals its sensiggs to

transmission range is larger thap0 m. del ™ ¢ f MASP is also d ded. and it
Fig. 8 shows theéd0th percentile of synchronization errors elays. 'he periormance o IS also degraded, and 1is

versus the delay level. The error of ATS is boosted with probability of unsynchronization stays arouimnd5. While, for

increasingd, which again reveals its sensibility to delaysIOOth CoSyn and RBDS, the probability of unsynchronization

] : decay with time.
Moreover, MASP exhibits a moderate increase of the syn From Fig. 10, we can see how the probability of un-

chronization error, but the error is not close to zero even if e . .
d = 0. Compared to ATS, MASP, and CoSyn, the propose'isgnchromzatlon changes with different thresholds. Hére t

RBDS has slower error increase with which indicates its _resholds vary fromlolus 10 460 ps, Whlch.cor_respond o
. . different accuracy requirements of synchronization. Asash
robustness against different delay levels.

Fig. 9 shows the probability of unsynchronization as & Fig. 10, in both scenarios af = 0 andd = 3 yis, RBDS

function of time when settingy — 10 ps. Whend — 0 exhibits superiority over other three algorithms.

(Fig. 9(a)), after400 s, we can see the floor effects for

ATS and MASP, where the probabilities attain roughly steady V. CONCLUSIONS

states ab.08 and0.18 for ATS and MASP, respectively. The In this paper, we have proposed a novel and fully distributed
probability of unsynchronization for CoSyn and RBDS, oronsensus clock synchronization scheme—RBDS—for mobile
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0% = P,o") + @ = PP + Pyr(M) 4 ), (42)

10°
ATS .
» / M M-1 M
= 107 MASP o) = H PoY + Z qu(z) +r0 (43)
I =1 (=1 g=(+1
f; = .~ CoSyn . L.
10 Note that we assumé/ is an even number here, but it is
RBDS straightforward to extend the proof for the odd number case.
o ‘ ‘ ‘ ‘ n order to show the convergence o_f the logical offsets, it
0 100 Thrég%oldy (Hsé))o 400 is enough to show]\t4he following three items:
' a). limy o0 [[1n, P8 = c1, wherec is a finite
(@ constant;

b) 1im]\4_>+oo ’I“(]w) =0;
c). lim SOMTM, P = &1, where¢
Mmoo Dopmy [y Per'™ = €1, wherec is a
finite constant.

Before the proof of the three items, we firstly re-formulate
Theorem 1 in vector form and present several lemmas which
will be used later.

Each graphG(¢) satisfying the conditions in Theorem 1
RBDS can be represented by a transfer maffix Note thatP; is a

‘ ‘ ‘ ‘ stochastic matrix. In this way, the vector form of the update
0 100 200 300 400

Thresholdy (us) rule (11) is
(b) 2 = Pg®, (44)
Figure 10. Probability of unsynchronization versus thedghy at ¢ = 500 \where [I:)k]z] is defined as

s, with N =50. (&) d = 0; (b) d = 3 pus.
- N i (¢
[Pelij = {VM)’ rormive ' (45)

ad hoc networks in which timing massages are broadcast in 0, otherwise

a random manner. In the absence of transmission delays, Weénma 1. If S, is a stochastic matrix for alk = 1,2, ...,

theoretically prove the consensus of the logical frequesiand  then s, 2 [17_, S is still a stochastic matrix for any, > 1.
the consensus of the logical offsets for the RBDS approach. - N

Furthermore, as illustrated in the simulations, the RBOf»-al Proof: See [8]. u
rithm shows convergence, scalability, and robustnessnagjai emma 2. If S,, So, ... is a sequence of stochastic matrices,
different transmission delays as well as different acouragnd the sequence of their associated graghis), G(2), ... is

requirements. repeated jointly rooted by sequences of finite lengtthen,

APPENDIX A lim H Sy =1c', (46)
PROOF OFTHEOREM 3 notoo
Firstly, as proved in Theorem 2, the adjustment of th@, 5 finite constant vectoe 2 le1, ¢ ”.CN]T.
logical frequency follows the average update rule. Thersfo T
according to Theorem 1, the consensus (9) can be achieved Proof:
with exponential speed. It is equivalent to n n
lim [[Sk= lim ]Sl (47)
‘[r(é)]i‘ <we Mlel, VieV, (40) notoo notoo
for someX > 0 andw > 0, where [r(V] £ ¢! from (22). = lim | [] Sker, [] Skez .. || Skew (48)
() Yy L. n—-+oo - - o
Note that[r(“)] = 0 if nodei implement the complete update k=1 k=1 k=1
or no update at théth SR. =1]ci,co,...cn] = 1T (49)

Then we will move on to the proof of the consensus (10) . ) . . . .
of the logical offsets. Assume the initial state of the ladic Wheree; is theith column of the identity matri. The first

offsets of all theN nodes is given by a vectd?©®. At the €duality in (49) holds according to Theorem 1. u
/th SR, the transfer matrix is defined #. Note thatP, is |Lemma 3. If S is a stochastic matrix and{¢);| < ¢, then
a stochastic matrix, where a stochastic matrix is defined as[8¢l;| <cforall i=1,2,..,N.
nonnegative square matrix with the property that all its row
sums are+1. Hence, based on equations (35) and (36), the
update off in vector form is given by N N

6 _ Pro® 4 (1), " 1Sl = | 318 19ls] < D08l Il 60

j=1

Proof:



S]ijc = C,

(51)

IN
1=

where the inequality in (50) holds sin¢g is a nonnegative
matrix and the equality in (51) holds siné®is a stochastic

matrix.

Lemma 4. For all kK = 1,2,...
stochastic matrix, and[¢(*

andi =1,...,N, if S, is a
))i| < we ¥k for somex > 0

and w > 0, then, {an £ Skqs(’“)}i} is a convergent

series.

Proof: By Cauchy’s criterion, it suffices to provgu, }

is a Cauchy sequence, i.e., for every 0, there is a natural [[,—.,; Py and P/’ &

number K, such that for alln,m > K we have thata,, —
am| < € [25].

Without loss of generality, we assume> m and setz =
n —m. So, for alln > m,

an = am| = || Spp®) > S| | (52)
k=1 i k=1 3
m—+z m-—+z
= [Z seo® | < Y |[see®] | 63
k=m+1 i k=m-+1 v
m-+z m-—+z
< — Ak : — Ak
< Z we kgzgrfoo Z we "k (54)
k=m+1 k=m+1
wme—)\m we)\(l—m) R
=3 + —1E g(m), (55)
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Firstly, consider iteni), where each recursion satisfies the
update rule (44). Thus, according to Lemma 2, we have

lim

H PO =179 = 1,
I\{~>+oo

(59)

wherec 2 ¢T6).
Then, consider iten2). Based on the inequality in (40), we
can obtain

r(M)]i‘ < lim we ™MzM =0.

M —+o00

lim
M ——+oco

(60)

Finally, consider iten8). By Lemma 1, we know thaP; =

M . .
+—0+1 Py are stochastic matrices. In

this way, we have

where the first inequality in (54) follows due to Lemma 3,

and the equality in (55) follows from algebraic manipulaso
Moreover, it is easy to show théin,, ., g(m) = 0. Hence,
for everye > 0, there exists anm\/ such that|g(m)| < e

wheneverm > M. SetK as the smallest integer satisfyingvhere ¢ =

K > M.Thenvyn >m > K, we havga,—a.,| < g(m) <,
which concludes our proof.
[ |

Lemma 5. For all £k = 1,2, ...
stochastic matrix, and[¢(*
andw > 0, then,

and: = 1,...,N, if S is a
))i| < we=**k for some) > 0

& siwt]|-0

e 0)
k=2+1
Proof:
n—1 n—1
; (k) ; (k)
k=2+1 k=2+1
(57)
: kg,
< ngrfoo Z we” k=0, (58)

k=241

where the inequality in (58) holds due to Lemma 3, and thé!

equality in (58) follows from algebraic manipulations. =

Now, we are in the position to prove the above three items.

M-—1
lim Pjr O]
M ——+oco
=1
i M-1
_ : /0. () : /0. ()
i L PO i 3, P (e
=1 (=44
- ]Wl—lg-loo Z Pgr (62)
/1 ,.(€)
1T e ©
=441 £=1
= Jim H Py x | lim Z (64)
k=241
. 42T~
= Jim H Pb=1¢"b =21, (65)
k=241

¢'b, the equality in (62) holds according to
Lemma 5, the equality in (63) holds by the definitions of
P; and P/, the equality in (64) holds by the limit rule of
product [25] combined with Lemma 2 and Lemma 4, the
first equality in (65) holds by defining a bounded vector
b £ limuy oo Zé‘i/f P/r®, and the second equality in
(65) holds according to Lemma 2. The proof of Theorem 3 is
concluded by¢ £ é'b in (65).
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