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Abstract—In the half-duplex single relay selection network,
comprised of a source,M half-duplex relays, and a destination,
only one relay is active at any given time, i.e., only one rela
receives or transmits, and the other relays are inactive, &., they
do not receive nor transmit. The capacity of this network, when
all links are affected by independent slow time-continuousading
and additive white Gaussian noise (AWGN), is still unknownand
only achievable average rates have been reported in the lit@ture
so far. In this paper, we present new achievable average ragefor
this network which are larger than the best known average raes.
These new average rates are achieved with a buffer-aided mgling
protocol. Since the developed buffer-aided protocol intrduces
unbounded delay, we also devise a buffer-aided protocol wbi
limits the delay at the expense of a decrease in rate. Moreoyve
we discuss the practical implementation of the proposed bir-
aided relaying protocols and show that they do not require
more resources for channel state information acquisition han
the existing relay selection protocols.

Index Terms—Buffer-aided relaying, half-duplex, relay selec-
tion, achievable rate.

|. INTRODUCTION

network proposed in[1]. In this network, only one relay is
active at any given time, i.e., one relay receives or tratssmi
and the other relays are inactive, i.e., they do not receire n
transmit. Because of the large achievable performancesgain
this network has recently attracted considerable intesest
[1]-[1I] and references therein. Although well investiht

the capacity of this network is still unknown when all links
are affected by independent slow time-continuous fadirgy an
additive white Gaussian noise (AWGN). So far, only achiev-
able average ra@shave been reported in the literature, see
[10], [11]. In fact, to the best of the authors’ knowledge,
the achievable average rates in][10] ahd| [11] are the largest
average rates reported in the literature for this netwohese
rates are based on the relay selection protocallin [1], whiere
each time slot, the relay with the strongest minimum source-
to-relay and relay-to-destination channel is selectedtwdrd

the information from the source to the destination. In this
paper, we will show that these rates can be surpassed. In
particular, we develop a buffer-aided relaying protocolckh
achieves average rates which are significantly larger than t

OOPERATIVE communication has recently gained@tes reported in([10] and_[L1]. Since the proposed buffer-

much attention due to its ability to increase the througlded protocol introduces unbounded delay, we also devise a
put and/or reliability of wireless networks. The basic ide§cond buffer-aided protocol which limits the average ylata
behind cooperative communication is that each node cHlf €xpense of a decrease in rate. Moreover, we show that the
act as a relay and help the other nodes of the network REPPOSed buffer-aided relaying protocols do not requirgemo

forward their information to their respective destinatimdes.
Because of the high complexity inherent to the investigatib

resources for channel state information (CSI) acquisitiam
the existing relay selection protocols.

general cooperative networks, and to get insight into treicha  Buffer-aided HD relaying with adaptive switching between

challenges and benefits of cooperative communication,

feception and transmission was proposed.in [12] for a sim-

searchers have mainly considered relatively simple cater Ple three-node relay network without source-destinatiok. |
networks. Although simple, these basic cooperative netsvor-ater, buffer-aided relaying was further analyzed[inl [18Hia
reveal the gains that can be accomplished by cooperatlddl for adaptive and fixed rate transmission, respectively
among network nodes. Moreover, because of their simplicifguffer-aided relaying protocols were also proposed for-two
these basic cooperative networks can be easily integrated iWay relaying in [15], [16], the multihop relay network in

the current communication infrastructure. One basic ngw

ol17], two source and two destination pairs sharing a single

which has shown great potential in terms of utility andelay in [18], secure communication for two-hop relayinglian
performance is the half-duplex (HD) single relay selectiofglay selection in[19] and [20], respectively, and amphfyd-
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forward relaying in [[21L]. For the considered relay selattio
network, relaying with buffers was investigated {d [8] and
[9]. However, the protocols if_[8] and ][9] are limited to the
case when all nodes transmit with fixed rates and all source-
to-relay and relay-to-destination links undergo indepssrid
and identically distributed (i.i.d.) fading. These praitewere

1 The “average rate” is also referred to as “expected ratehénliterature.
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developed for improving the outage probability performanc

of the network. In order to use the protocols|in [8] and [9] as

performance benchmarks, we modify them such that all nodes ‘
transmit with rates equal to their underlying channel céjeesc 7s1(1)
However, the modified protocols are still only applicable to
the case when all links are affected by i.i.d. fading and will
cause data loss due to buffer overflow for independent no

710(1)

identically distributed (i.n.d.) fading. We note howevéat
this drawback is not caused by our modifications since th
phenomenon of buffer overflow also occurs for the original
protocols in [8] and[[B] for fixed rate transmission when the
links of the network are i.n.d.

This paper is organized as follows. In Sectibh 1l, we
introduce the system model. In Sectidn] Ill, we present the
proposed buffer-aided protocol for transmission withoeiag
constraints. In Sectiopn 1V, we discuss the implementatibn Big. 1. System model for buffer-aided relay selection.
the proposed protocol. In Sectidd V, we propose a protocol
for delay-limited transmission. In Sectidn VI, we provide
numerical examples comparing the achievable rates of tpeurce-tok-th-relay andk-th-relay-to-destination channels in
proposed protocols and the benchmark protocols. Finalthe i-th time slot, respectively, and l€ts;, = E{|hsi(i)*}

Section VIl concludes the paper. andQip = E{|hxp(i)|?} denote their mean values, respec-
tively, where E{-} denotes expectation. Then, the signal-to-
Il. SYSTEM MODEL noise ratios (SNRs) of the source+#eth-relay andk-th-relay-

In the following, we introduce the system model of th(teo-destlnatlon channels are given by

considered relay network. Furthermore, as benchmark sehem N hen(D)2 and . P b ()12 1
we briefly review the conventional non-buffer-aided relay (i) = g_2| sk ()] and .p (i) = g_2| ep(0), (1)

n n
selection protocol in[]1].
P il respectively. Furthermore, we denote the average SNR%of th

source-tok-th-relay andk-th-relay-to-destination channels by

A. System Model sk = E{vsk (i)} andy,p = E{ykp(i)}, respectively. Using

The HD relay selection network consists of a soutte (), the capacities of the sourceteth-relay andk-th-relay-
M HD decode-and-forward relayBy, & = 1,..., M, and a to-destination channels in thieth time slot, denoted bgsy, (i)
destinationD, as shown in Figl]l. The source transmits itand Cp (i), respectively, are given by
information to the destination only through the relays,,i.e
because of high attenuation there is no direct link betwken t Csr (i) = logy (1 + ysk(i)) 2
source and the destination, and therefore, all the infaonat Cip (i) =1logy (1 +vkp(4)). (3)
that the destination receives is first processed by the gelay
We assume that the transmission is performedhNintime
slots, V\_/hereN — oo. The relf_;lys in the_network are HD.B. Conventional Relay Selection Protocol
nodes, i.e., they cannot transmit and receive at the sange tim
Furthermore, in each time slot, only one relay is active, i.e For comparison purpose, we briefly review the conventional
it receives or transmits, and the other relays are inactieg, non-buffer-aided relay selection protocél [1] and its eerr
they do not receive nor transmit. Each relay is equipped wigiponding achievable average rdtel [10].] [11].
a buffer of unlimited size in which it stores the information The conventional relay selection protocol selects theyrela
that it receives from the source and from which it extractsith the maximummin{Cs (), Cxp (i)} for forwarding the
the information that it transmits to the destination. Weuass information from the source to the destination in thid time
that all nodes transmit their codewords with constant pafter slot [1]. The channel coding scheme adopted for conventiona
and that the noise at all receivers is independent AWGN witklaying is as follows. In the first half of time slgtthe source
variances?. We assume transmission with capacity achiesends a codeword with rat@in{Csy (i), Cxp(i)} to the k-
ing codes. Hence, the transmitted codewords are Gausdiamelay. Thek-th relay can successfully decode the received
distributed, comprised ofi — oo symbols, and span onecodeword since the rate of the codeword is smaller than or
time slot. Moreover, we assume that each source-to-reldy agual toCsy(i). Then, in the second half of time slot the
relay-to-destination channel is affected by independw s relay re-encodes the decoded information and sends it to the
time-continuous fading such that the fading remains censtalestination with ratemin{Cg (), Cxp(i)}. The destination
during a single time slot and changes from one time sloan successfully decode the received codeword since tae rat
to the next. We assume that the fading is an ergodic anfithe codeword is smaller than or equaldg (7). Hence, the
stationary random process. Lléts (i)|? and|hxp(i)|? denote overall rate transmitted from source to destination dutingg
the squared amplitudes of the complex channel gains of thet i is 1 min{Csy (i), Cxp(i)}. Thereby, duringV — oo



time slots, the average rate achieved with conventionayrel i.e., more thanQ.(i — 1). The destination can successfully
ing, denoted byR...., is obtained ag [10]/[11] decode this codeword sincB,p(i) < Cip(i) holds, and

~ 1 stores the corresponding information. When the activeyrela
Reonv = §E{ max min{Csx (i), Crp (i)} }. (4) transmits,Q, (i) decreases as

In the following, we present the proposed buffer-aided pro- Qi) = Qr(i — 1) — Rep(i). (8)
tocols for the considered relay selection network and the
corresponding achievable rates. In the following, we obtain the average rates of buffer-dide
single-relay selection.
I1l. BUFFER-AIDED RELAYING PROTOCOL WITHOUT
DELAY CONSTRAINT

In this section, we develop a buffer-aided relaying protocg'
without delay constraints which maximizes the achievable In order to derive the average rates of buffer-aided single-
average rate for the considered network. To this end, we firstay selection, we first have to model the reception and
introduce the instantaneous transmission rates at thesrindetransmission of thé-th relay. To this end, we introduce two
each time slot, and then derive the corresponding achievabinary indicator variablesy (i) € {0,1} andr] (i) € {0,1},
average rate. Next, we maximize the achievable average rafgich indicate whether, in thé-th time slot, thek-th relay
and derive analytical expressions for the maximum averatgeeives or transmits, respectively. More precisefy(i) and

Average Transmission and Reception Rates

rate. ri (i) are defined as
. R(j) & 1 if the k-th relay receives )
A. Instantaneous Transmission Rates ") =9 0 if the k-th relay does not receiye
In the considered HD single relay selection network, in v s [ 1 if the k-th relay transmits
a given time slot, only one relay is selected to receive or " (i) = { 0 if the k-th relay does not transmit (10)

transmit, i.e., to be active. Without loss of generalityslase

that the k-th relay has been selected to be active in the Since exactly one relay is active in each time slgt(i) and
th time sldfl. Then, if the active relay is selected to receive;a,g(i) must satisfy

the source mapaRsy (i) bits of information to a Gaussian

distributed codeword comprised af — oo symbols, where M R o '
each symbol is generated independently according to a zero- > R G) + g (4)] = 1,Vi. (11)
mean complex circular-symmetric Gaussian distributiothwi k=1

varianceP, and transmits this codeword to the selected rel

Fsing #R (i) and T (), the average rates received at and
The rate of this codewor®sy (i) is set as g 1 (1) i (0, 9

transmitted by thek-th relay, denoted byRs, and R;p,
Rs(i) = Cs (i), (5) respectively, can be expressed as

whereCsy (i) is the capacity of the source-feth-relay chan- . 1 & - _
nel given in [2). As a result of15), the active relay can suc- f2sx = lim N Zﬁc (i) Rsk (i)
=1

N —o00
cessfully decode this codeword and stores the correspgndin -
information in its buffer. LetQ.(i) denote the number of ) 1 & R )
bits/symbol in the buffer of thé-th relay at the end of time = Jim + Zrk ()Cs (1), (12)
sloti. Then, with this transmissiorf) (i) increases as ’;1
= . 1 . .

Qr(i) = Qr(i — 1) + Cs(i). (6) Ryp = ngnoo N Z;Tg(l)RkD(l)
On the other hand, if the active relay is selected to transmit | &
it extractsnRyp (i) bits of information from its buffer, maps = lim — Zr%(i)min{@k(z’ —1),Crp(i)}. (13)
it to a Gaussian distributed codeword comprisechof> co N—oo N i—1

symbols, where each symbol is generated independently ac-  _ ) o
cording to a zero-mean complex circular-symmetric Gaussi¥Sind Rxp, vk, the average rate received at the destination,
distribution with variance?, and transmits it to the destination.dénoted byRsp, can be expressed as

The rate of this codeword &, (7), which is set as M
Rip (i) = min{Q(i — 1), Crp ()}, 7 Bsp= ; Rip
whereCy.p(i) is the capacity of thé:-th-relay-to-destination 1 M
channel given in[{2). The minimum in the expression for rate = Nlim N Z ng(i) min{Qx(i — 1), Ckp(4)}.
Rip(i) is a consequence of the fact that the relay cannot T i =
transmit more information than what it has stored in its euff (14)

2How exactly the active relay is selected is explained in Féepl. In the following, our goal is to maximiz&sp.



C. Maximization of the Average Rate instantaneous CSI. The values of these constants depend on

In (I2) and[IB), the only variables with a degree of freedothe fading staFistics_and will be determined later, cf.. Lemﬂn
arerR(i) andr7 (i), Vi, k. Any choice of these variables will Then, for a given time slot, we multiply eachC's; (i) with
provide an average rate. However, in order for an average rét: @nd eactCy.p (i) with (1 — uy), and collect these products
to be achievable, i.e., for datzi loss not to occur, the bsiffdP S€tA(7). Hence,A(i) is given by
at all relays must remain stafileMoreover, among all the N : : .
achievable average rates, there exists one rate which is th?(z) {“1031 (Z)aN2CS2(Z)a--'-a,UMCSM(Z)a .
largest. In order to obtain the largest achievable average r (1 — #1)C1p(i); (1= 12)Cop (i), ooy (1 = par)Carn (i)
we have to find the optimal values of (i) andr} (), Vi, k, (19)
which maximize the average rate [n114) when constraidt (1{)e are now ready to present the solution o] (18) in the
holds and when the buffers at all relays are stable. To thds effollowing theorem, which represents the proposed protfarol

we introduce the following useful lemma. transmission without delay constraints.
Lemma 1:The achievable average rate is maximized when Theorem 1:The optimal values of} (i) and r}(i), Vk,i

r(i) and (i), Vi, are chosen such that the followingwhich maximize the achievable average rate of the proposed
condition is satisfied for alk = 1,..., M protocol are given by
N N T/- . . .
o1 , . o1 . , ri(i)=1 if (1— ux)Crp(i) = max A(i)
lim — > rR(i)Csi(i) = lim — Y 77 (i)Crp(i). (15 y
NN ;Tk (1)Csi(7) NN ;7‘1@ (1)Ckp(i). (15) rRG) =1 if 1 Cisro(i) = max A7) (20)
Moreover, when[{d5) holds for the-th relay, [I8) simplifies \"% (1) =r; (1) =0 otherwise
to where theuy, Vk, are chosen such that constraint C1[in] (18)
B N is satisfiedvk. The maximum achievable average rate of the
Rip = lim — ng(z’)CkD (), (16) proposed protocol is given b (17) whefi(i) andr} (i) are
N—oco N 4 . .
i=1 set as in[(20)Vi, k.
and when[(I5) holds'k relays, [I%) simplifies to Proof: Please see AppendiX B. =
N Remark 1:Theorem[lL reveals that the optimal values of
T T . rR(i) andr} (i) depend only on the instantaneous CSI of the
Fsp = ngnoo N El Er’“ (0)Chp (i) (17) i-th time slot, and are independent of the instantaneous CSls
==l of past and future time slots.
Proof: Please refer to Appendix]A. |

Wwith Lemmall, we have reduced the search space for the ) o ] ]
maximum achievable average rate to only those rates forwhid: Analytical Characterization of the Maximum Achievable
(I3) holdsYk. Moreover, we have obtained an expression férate
Rsp which is independent of)x(i), Vi,k. Now, in order By inserting [20) into[(TK), we obtain the maximum achiev-
to find the maximum achievable average rate, we deviseahle rate of the proposed protocol as an average Sves co
maximization problem for the average rategp, under the time slots, which may not be convenient from an analytical
constraints given i (15) and([11). This maximization pesh) point of view. Furthermore, Theore 1 does not provide an

for N — oo, is given by expression for obtaining constants, Vk. In order to obtain
T gy v M T, ) useful analytical expressions for the maximum achievable
Tg/{gﬁlgn(lffsijk N 2i=1 2k=1 "k (DCkn (@) average rate and constants, vk, we exploit the assumed
Subject to: C1:4 ZN R (1) g () ergodicity and stationarity of the fading, and write](15g (i
N =1 kA ) constraint C1 in[(118)) and_(17) equivalently as
_ 1 N T
=« 2iz1 Tk (0)Crp (1), Yk (18) _ .
C2:7R(i) € {0,1}, Vk,i Eflogo(1+Tsi(i))} = Eflogy(l+Tp(i))}
C3: (i) € {0,1}, Vk,i Eflogy (14 's2(i))} = Eflogy(1+Tap(i))}
C4: M rR() 40T ()] = 1, Vi :
S _ E{logy(1+Tsm(i)} = Efloga(1+Tmp(i))}
In ([@8), the restrictions in[{15) and_(11) are reflected in (21)
constraints C1 and C4, respectively. Fortunatély] (18) lman
solved analytically. The solution reveals how the values
ri(i) andr] (i) are to be chosen optimally in each time slot _ M ,
i such that the maximum average rate of the buffer-aided Rsp = Y E{logy(1+Typ(i)}, (22)
protocol is achieved. Before providing the solution[fal (18¢ k=1

first introduce some dotations. Let, k = 1_,...,M, denote respectively, wherel's; (i) = rR(i)ysk(i) and Typ(i) =
constants which are independent of the time gland the T (i)yp (i), with 7R (i) andr] (i) as in [20). In the following
3 _ _ _ ) two lemmas, we provide simplified expressions for the max-
By a stable buffer we mean that there is no information losthénbuffer =

and the information that enters the buffer eventually lsahe buffer, i.e., no imum_ average ratd?sp and Constantﬂk* k. There_b_y’ we
information is trapped inside the buffer. drop index: since, due to the stationarity and ergodicity of the



fading, the statistics df s;(7) andI'yp (i) are independent of F. =F r) = F,(x), VEk, simplifies to
Vs YkD vy
7.
Lemma_ 2:The QpFimgl values ofi, k = 1,..., M, de_oted Rgp = M/ logy(1 4 2) f () (Fy(x))QM_l dr.  (27)
by 1, which maximizeRsp, can be obtained by songhe 0
following system of}M equations Proof: Let us insert the optimal}, Vk, found from
Lemmal2, into fr,,(z) given in [25%) and denote it by
logs (1 + @) frg, (z)dx = logs (1 + 2) fr,, (z)dx N L . ‘ :
fo 1ng o a?)frs s — fo 1ng Hyiya D(a:)da: fi.(x). Eq. [2B) is obtained by insertingf: () into 22),
o losa( 52 o losa( b whereas[(27) is obtained by insertipg = 1/2 into (Z8) and
simplifying the resulting expression. [ |
Jo logo (1 + @) fray (I)da? = [y 1logy(1 + @) fr,,, (x)dz,  To get more insight, in the following we investigate the case
(23) of i.i.d. Rayleigh fading.

where, forx > 0,

Hi
1—pp —
fro (@ )M frsn (@) Fy ((1 + 1) 1) In the following, we simplify the expression for the maxi-
g hE mum average rate i (R7) for i.i.d. Rayleigh fading.
< [T P ( (14 a)" — 1) Fip ((1 )t - 1) The expressionf,,.. (z) = 2Mf,(z) (Fy(x))** " in
= (22) can be interpreted as the distribution of the largest
(24) random variable (RV) among i.i.d. RVs with distributions
1y Frsn (@) = fryp () = fy(x), Vk, seel[28]. For i.i.d. Rayleigh
kaD( ) f'YkD( ) Vsk ((1 + ‘T) “k - 1) fading, ie., Whenf'ysk (I) = f’YkD (.CC) = eiz/’iy/;}/! Vk, where
7 is the average SNR of all source-to-relay and relay-to-

1—pp 1—p . . . . .
% HFng ( 1+ ) - 1) P, ((1 +a) = _ 1) ~ destination links,f,,... (z) is given as[[2B]

]¢k Ml —1\1 x
(25)  fomn(¥) = 2M Z ( )3 exp (—;(k + 1)) .

Here, f,. (¥) and F,_ (z) denote the probability density func- (28)
tion (PDF) and cumulative distribution function (CDF) @f,
a € {Sk,kD}, respectively. Furthermore, if the fading on

E. Special Case: l.i.d. Rayleigh Fading

Insertlng [28) into[(2l7) and integrating, we obtain the ager

all source-to-relay and relay-to-destination links isdi.i the rate as
solution to [2B) iy, = 1/2, Vk. ML onr —q (-1) 1+k
Proof: Please refer to Appendix| C. m Rsp=M ) ( i )(1+k)1 @) P( 7 )
Remark 2:For i.i.d. links, sincey; = 1/2, Yk, the pro- k=0
posed protocol, given by (R0), always selects the link wlith t x By (ﬂ) ’ (29)
largest instantaneous channel gain among2alf available 2l

links for transmission. Hence, for i.id. links this probc where E1(+) is the first order exponential integral function
becomes identical to the protocol proposed[ih [8]. Howevec;e]clned asEy (r) = [ ¢~/(t)dt. On the other hand, for
1
Lorﬁl n.d. Ilr;lks tre pr?toclol |n|:ﬂ8]| will E[:rz:\use ?atalloss dlaée the same case i.e., fori.i.d. Raylelgh fading on all lintke
utier overtiow. In particuiar, app ying the protocols il i achievable rate for conventional relay selection givenidh (
[Q], the buffers at relays witR s, > Q,.p suffer from overflow can be written equivalently a5 [24, Eq. (26)]
and receive more information than they can transmit. Heace,

fraction of the source’s data is trapped inside the relayelosif MM (—1)k 201+ k)

and does not reach the destination, i.e., data loss occothed Rcony = -5 Z ( I ) T+ k) p ( )

other hand, our proposed protocol is applicable for allrigdi k=0

statistics. _ _ B 2(1 j— k) ' (30)
Lemma 3:The maximum achievable average rate of the o

protocol in Theorem 1 is given by In order to gain further insight, expressioris](29) ahd (30)

- 0o can be further simplified for low and high SNRs using the
Rsp = Z/ logy (1 + ) fp, , (z)dz, (26) following first order Taylor approximations
0

_ N_C _
where ff' _(z) is obtained by inserting; = x; found using xp(e/7)E (¢/7) = ok a7 =0, (1)
Lemmal2 into fr,,(z) given by [25). For i.i.d. fading on exp(¢/7)E1 (¢/7) = —Kpu — In(c) +1n(5), asy — oo,
all links, i.e., whenf,, (z) = fy.,(x) = fy(z), Vk, and (32)

4 system of nonlinear equations can be solved e.g. by algostbased where K i) is the Euler-Mascheroni constant and its value is
on Newton’s method [22]. Kgy =~ 0.577.



1) Low SNR:Using [31), the rates in (29) anld (30) can bé& should receive or transmit. On the other hand, in the dis-
approximated as tributed implementation, there is no central node and ttag/se
themselves negotiate which relay should be active in eaoh ti

_ = 1 . . . .
Rsp gl ~ asy—0 (33) slot. In the following, we discuss both implementations.
21n(2) —k
_ M . .
_ 1 A. Centralized Implementation
Reony — — >~ asy 0. (34) P
41In(2) =k For the centralized implementation, we assume that the

destination is the central node. Hence, in each time slet, th

Dividing (23) by (23), we obtain the following ratio destination has to obtain the CSI of all links. To this end,

Rsp ifl % at the beginning of each time slot, the source transmitg pilo
Reone =2 24_1 % (35) symbols from which all relays acquire their respective seur

to-relay CSls. Then, each relay broadcasts orthogonatspilo
For M =1 and M — oo, the ratio in [3b) is equal t8 and from which the source and destination learn all sourcestayr
2, respectively, which constitute the upper and lower boundsad relay-to-destination CSls, respectively. Next, eahyr
of @5) for 1 < M < co. Hence, for low SNRs, the averagefeedsbadk the CSI of its respective source-to-relay channel
rate of the proposed buffer-aided relay selection protex@l to the destination. With the acquired CSI, the destination
to 3 times higher than the rate of conventional relay selectiocompute<'s; (i) andCyp (i), Vk. In order to select the active
2) High SNR:On the other hand, usin§g {32), the rates irelay according to the protocol in Theoréin 1, the destimatio
(29) and [[(3D) can be approximated as has to construct setl(:), given by [19). This requires the
computation of the constanis,, Vk. These constants can
be computed using Lemnia 2, but this requires knowledge of
S . the PD_Fs. of the fading_ggins of all links before the ;tart qf
M Z (2M — 1) (—1)"logy (1 + k) _ transmission. Such a priori knowledge may not be available i
p k (1+k) ’ practice. In this case, the destination has to estimgi&'k, in
(36) real-time using only the CSI knowledge until time sloSince
- k., Yk, are actually Lagrange multipliers obtained by solving

¥—Kgu

Bsp = =@

=0

Reony — 721I§2E)M the linear optimization problem in{b1), an accurate esima
M_ln of uy, Vk, can be obtained using the gradient descent method
M 3 (M - 1) (=D*logo(1+k) 1 ass s oo, [28]- In particular, usings,(i) and Cyp (i), the destination
2~ k (1+k) 9 BT " recursively computes an estimate qf, denoted by (i), as

BN e (i) = us (i — 1) + 00 () (Rep (i — 1) — Ry — 1)), (39)

Subtractin from[(36), we obtain _ _
9lEn [=6) where RS, (i — 1) and Ri, (i — 1) are real-time estimates of

7 7 1 N M Mz‘l (M _ 1) (—1)*logy(1+ k)  Rsk and Ryp, respectively, computed far> 2 as
SD — Lflconv = 3 e
2 2 =0 k (1+k) =, ) Z—2 =, . TkR(’L—l) .
2M—1 k Sk(l—l):—._l Sk(l_2)+7._1 Csik(i—1),
2M — 1\ (—=1)Flog,(1 + k) ¢ ¢
-M Y . (40)
k (1+k) ] )
k=0 o i—2-, ri(i—1) .
(38) kp(i—1) = —— Rip(i = 2) + =2——Cip(i - 1),
For M =1 and M — oo, the expression if_(38) evaluates to (41)

1 and1/2, respectively, which constitute the upper and lower . . N
bounds of [3B) forl < M < oo. Hence, for high SNRs, WhereR$, (0) and R{ ,(0) are set to zert'k. In (39), 5% (i) is

the average rate of the proposed buffer-aided relay sefect?! adaptive step size which controls the speed of conveegenc

o/ . ; o
protocol is betweerl and1/2 bits/symb larger than the rateof i, (i) 10 foge. I partlcu_lar, the step S'Zék(l). IS some
of conventional relay selection. properly chosen monotonically decaying function iofvith

. . : : 1 1, see for more details.
In the following, we discuss the implementation of thésk( ) < [[2.5] . . , o/ .
) : Once the destination hassy (i), Cip(i), andpus (i), Vk, it
proposed buffer-aided HD relay selection protocol. . . .
constructs the setl(i), and selects the active relay according
to TheorenlIl. The destination also has to keep track of the
IV. IMPLEMENTATION OF THE PROPOSEDBUFFER-AIDED  queue length in the buffers at each relay in each time slot.
PrOTOCOL To this end, using’sy (i), Crp (i), (i), andrf (i), Vk, the
In this section, we discuss the implementation of the pr@estination computes the queue length in the buffers at each
tocol proposed in Theorei 1. The proposed protocol can
be implemented in a centralized or in a distributed manner This feedback can also be done using pilots. In particulares the
lized i | tation assumes a central node Whid stination already kn_ows the channel_ betwgen each reldyitself, gach
A centralize 'mp emen_ ) . y can broadcast pilots whose amplitude is equal to tlere gain of
selects the active relay in each time slot and decides whethe channel from the source to the selected relay.



relay using the following formula Again, the destination may receive the information bits in
) ) R ) an order which is different from that in which they were
Qr(@) = Qr(i = 1) + 75 (1) Csk () transmitted by the source. Therefore, in order for the desti

—rF () min{Qr(i — 1), Crp(i)}. (42) nation to reorder the received information bits, it shoudei

N track of the amount of information received and transmitted
Then, the destination broadcasts a control message to Bhe

| hich tains inf " di hich rel y-each relay in each time slot. If the selected relay tratssmi
relays which contains information regarding wiich reiay 'By successful decoding the destination learns the amount of
selected and whether it will receive or transmit. If the stdd

) . . ) _information received. However, when the selected relay is
relay is scheduled to transmit, it extracts mformatlonsbltscheduled to receive, the relay should feedback the amount

%‘f" information that it received to the destination. Usingsth

codeworq o the de_stlna_tlon with rafé, (i) = ]_min{Q’“(i —information, the destination can perform successful reond
1), Cyp(i)}. Otherwise, if the selected relay is scheduled O the received information bits

receive, it sends a control message to the source whicmasfor o . 4 2.\ve note that distributed relay selection proto-

:Ee _sc;urce r’h'Ch :jelay 'Z _setlec:je(iij. ]:I'heﬂr:, thel sc?[ugce tlmms'?%'ols based on timers may suffer from long waiting times befor
€ Information codeword intended for the selected re ahw'the first timer expires. Moreover, collisions are possiblew

rate Ry (i) = Csi(i). . . L two or more relay nodes declare that they are the selected
The destination may receive the information bits in an Ord%de at approximately the same time. However, by choosing

which is different from that in which they were transmitteg b : ; :
the source. However, using the acquired CSlI, the dest'rmatig;e timers suitably, as proposed in [26], these negatiet

can keep track of the amount of information received anc?m be minimized.

transmitted by each relay in each time slot. This informaiso

sufficient for the destination to perform successful redrde C. Comparison of the Overhead of the Conventional and the
of the received information bits. Proposed Protocols

The conventional relay selection protocol reviewed in Sec-
B. Distributed Implementation tion [-Bl can also be implemented in a centralized or a

We now outline the distributed implementation of the prc)qlstnbuted manner. In the following, we discuss the ovadse

posed protocol using timers, similar to the scheméin [1]. enlt:allet?] by bcithl_lmp;gmelntatlor;sé_ the destination gt
At the beginning of time sloti, source and destination or the centralized Implementation, the destination @str

transmit pilots in successive pilot time slots. This enalilee the relay selection. To this end, the destination has toieequ

relays to acquire the CSI of their respective source-tayrahd _the ICSI 0‘; i!l Ilnk_s n thi ntc_atworkl. g?;refo;e, -f|0: centr:hilz
relay-to-destination channels, respectively. Using tteguaed ltmp ementation, Ineact O:rr;e SCOSI T .tp'o sym % ¢
CSl, thek-th relay computess, (i) andCyp (i). Next, using ransmissions are required for acquisition, one céntro

Csi (i) and Cip (i), the k-th relay computes the estimate inacket transmission by the destination is needed to inform

0. usng G) TED), are ). s (1) Cipl), 7% E0YS I 1y o ssecedand anolercont ek
and pf, (i), the k-th relay turns on a timer proportional to

o . P . . . source which relay is selected. Moreover, the source has to
1/ max{pj,(1)Csi (0), (1 — p (1)) Crp (i)} This procedure is acquire knowledgeyafnin{CSk(i), Cip (i)} in order to select
performed by allM relays. If o o ) .
the rate of transmission. Hence, 1ifin{Cysy (i), Ckp (i)} =
max{ (1) Csi (1), (1 — uf(i))Crp (1)} = s (1) Cs () Cip(i), the selected relay has to feedback the CSI of the
selected-relay-to-destination link to the source. As alltes
and in total 2M + 4 or 2M + 5 pilot symbol, feedback, and
el . el . el . control packet transmissions are needed in each time slot.
masx{y (1)Csr (), (1= i (0)Crp (D)} = (1= #i(D)Crn (), On the (r)Jther hand, for the centralized implementation of the
the k-th relay knows that if it is selected, then it will receiveproposed buffer-aided relaying protocol, alsd +4 or 2M +5
and transmit, respectively. The relay whose timer expirss fi pilot symbol, feedback, and control packet transmissiaes a
broadcasts a packet containing pilot symbols and a contrefuired. Hence, both the conventional and the proposed
message with information about which relay is selected abdffer-aided relaying protocols have identical overheatsn
whether the selected relay receives or transmits. From tihgplemented centrally.
packet broadcasted by the selected relay, both source anBor conventional relay selection with distributed impleme
destination learn the channels from the selected relay do tfation, each relay has to acquire the CSI of its source-to-
source and destination, respectively. They also learn lwhielay and relay-to-destination links. To this end, two pilo
relay is selected and whether it is scheduled to receive toansmissions, one from the source and the other from the
transmit. If the selected relay is scheduled to transménthdestination, are needed. Moreover, one packet with pilats a
it extracts bits from its buffer, maps them to a codeword aradcontrol message from the selected relay are needed tonnfor
transmits the codeword to the destination with r&ig, (i) = source and destination which relay is selected, and to allow
min{Q(i — 1), Crp(i)}. Otherwise, if the relay is scheduledsource and destination to learn the CSI of the source-to-
to receive, then the source transmits to the selected relagedected-relay and selected-relay-to-destination Jin&spec-
codeword with rate’'sy(i). tively. Furthermore, assuming reldyis the selected relay in



time sloti, in order for the source to adapt its transmission rafer delay limited transmission. The proposed protocol is a
to min{C5s (i), Cyp(¢)} and the destination to know whichdistributed protocol in the sense that the relays themselve
codebook to use for decoding in time slgt both source negotiate which relay should receive or transmit in eacletim
and relay have to knownin{Csy(7), Cxp(¢)}. Acquiring this slot such that the average delay constraint is satisfied.ée n
CSI knowladge requires feedback of the source-to-relap®r tthat the proposed protocol does not need any knowledge of the
relay-to-destination channel from the relay to the destina statistics of the channels.

or the source, respectively. Hence, the distributed implem

tation of conventional relay selection requirepilot symbol, B. Distributed Buffer-Aided Protocol

feedbgck, and cpntrol packe.t transmissions. On the otfmf,ha Before presenting the proposed heuristic protocol forydela
the Q|str|buted implementation of the proposed buffeedld limited transmission, we first explain the intuition behitng
relaying protocol has the same overhead as conventiorzal re;’)rotocol.

selection since it also requiréspilot symbol, feedback, and 1) Intuition Behind the Protocol:Assume that we have

control packet transmissions. ﬁfuﬁer-aided protocol which, when implemented in the

. . a
AS can be seen from the above _d|scu55|onz the_ ProPO¥fisidered network, enforces the following relation
buffer-aided protocol does not require more signaling -over

head than the conventional relay selection protocol. We,not Qi — T VE (45)
however, that the proposed protocol requires the comjputati Rsy, 0T
of pj (i) and Qx(é), Vk, which are not required for theje  the average queue length divided by the average rriva
conventional protocols. On the other hand, the computatioRate in the buffer at thek-th relay is equal toTy. If (@5)
complexity of obtaininguj,(i) and Q. (i) using [39){(41L) and nolds Yk, then by inserting[[@5) intd(@3), we see that the
(@2), respectively, is not high since these equations requjyerage delay of the network will b& = T,. Moreover,
only one or two additions and one to three multiplications. enforcing [@%) at thé:-th relay requires only local knowledge,
i.e., only knowledge of the average queue length and the
V. BUFFER-AIDED RELAYING PROTOCOL WITH ADELAY  average arrival rate at thieth relay is required. Hence, this
CONSTRAINT protocol can be implemented in a distributed manner. There

The protocol in Theorenil1, with the;, Vk, obtained are many ways to _enforcﬂflS) at theh relay. Our prefer_red
from Lemmal®, gives the maximum average achievable rafgethod for enforcing[(45) is to have thieth relay receive
but introduces unbounded delay. To bound the delay, in tABd transmit wherQy(i)/Rsx < To and Qx(i)/Rsk > To
following, we propose a buffer-aided relaying protocol foPCCUr, respectively. Moreover, we prefer a protocol in hic
delay limited transmission. Before presenting the protoge the moreQy(i)/Rsy. differs from Tp, the higher the chance

first determine the average delay for the considered netwofif Selecting thé:-th relay should be. In this wayy (i)/ Rsx
becomes a random process which exhibits fluctuation around

A A Del its mean valuely, and thereby achieves (45) in the long run.
- Average Delay _ We are now ready to present the proposed protocol.
_ The average delay for the considered network, denoted by?) The Proposed Protocol for Delay-Limited Transmission:

T, is specified in the following lemma. Let Ty be the desired average delay constraint of the system.
Lemma 4:The average delay for the considered network st the beginning of time slot, source and destination transmit
given by pilots in successive pilot time slots. This enables theyseta
M A acquire the CSI of their respective source-to-relay aralr&d-
T = %, (43) destination channels. Using the acquired CSI, itk relay
k=1 1tsk computesCsy, (i) and Cy.p(i). Next, usingCsy (i) and the

where Rg;, is the average rate received at théh relay and a@mount of normalized info_rmatiorl in its buffep, (i — 1), the
given by [I2). Furthermore),, is the average queue size int-th relay computes a variablg, (i) as follows

the buffer of thek-th relay, which is found as _ ) _ Qr(i —1)
(D) =G — 1)+ G(d) | To — =———= ], (46)
B . ’ Rg,.(i—1)
Qp = lim_ N ZQ’“(’)' (44) where R%, (i — 1) is a real-time estimate oRsy, computed
=t using [40). In[(4b)(k(7) is the step size function, which is
Proof: Please refer to Appendix]D. B some properly chosen monotonically decaying function of

The queue size at time slotcan be obtai_ned usinﬂ42_).with Cr(1) < 1. Now, usingCsx (i), Crp (i), Qi — 1), and
Due to the recursiveness of the expression [inl (42), it ’8,(i), the k-th relay turns on a timer proportional to
difficult, if not impossible, to obtain an analytical expsem 1

for the average queue sizg, for a general buffer-aided relay _ . . : . .
selection protocol. Hence, in contrast to the case withelayd max{A(é)Csi(i) , min{Qx(? — 1), Crp ()}/Ax(0)}
constraint, for the delay limited case, it is very difficutt t This procedure is performed by alll relays. If
formulate an optimization problem for maximization of the . ) . . ) .
average rate subject to some average delay constraint. As amax{)\_k(z)cslk(l)  min{Qi(i = 1), Cup (D) }/ Ak}
result, in the following, we develop a simple heuristic piexil = A (i)Csi (i)

. (47)



and

[

==Proposed BA protocol without delay — Theory
©Proposed BA protocol without delay — Simulation 1

first, broadcasts a control packet containing pilot symboid
information about which relay is selected and whether the ¢
lected relay receives or transmits. From the packet bratelda
by the selected relay, both source and destination learn ‘ ‘
source-to-selected-relay and the selected-relay-torddisn o2 (in an)

channels, respectively, and which relay is selected andhehe

it is scheduled to receive or transmit. If the selected réday Fig. 2. Achievable average rates ff = 5, [251, 252, Qs3, 254, Qs5]
scheduled to transmit, then it extracts information fros 9% 1. 1.5 2, 25, and [©1p,Q2p,2sp,2up, U5p)

: L ) 3, 1.3, 0.9, 1.1, 0.7].
buffer and transmits a codeword to the destination with rate }

max{A(i)Csk (i) , min{Qx(i — 1), Crp(i)}/ M (i)} = 1S Propened BA betooel, T~ 10 te sios - Stvndation
= min{Qx(i — 1), Crn () }/ A (i), (48) § et
the k-th relay knows that if it is selected, then it will receive &
and transmit, respectively. The relay whose timer expir %2
&
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Rip(i) = min{Qx(i — 1),Cxp(7)}. However, if the relay is 1 ; —

scheduled to receive, then the source transmits a codew

to the k-th relay with rate Rsi(i) = Csi (7). In this case, 0.8} g, / o

the relay has to feedback its source-to-relay channel to { d s

destination. This fedback CSI is needed by the destinati 0.6}

to keep track of the amount of information that each rele L je Start of search 4if(0) = 0.5

receives and transmits in each time slot so that the destmat 04tz 15

can perform successful reordering of the received infoionat _”:NA e x“/ S e e

bits. Moreover, exploiting{42), this information is usegthe 02 --::;(7')

destination to compute the queue length in the buffer at ez e

relay’ Qk (Z) 0 260 460 660 860 .10‘00 _léOO 14‘00 1660 18‘00 2000
Remark 4:Note that with [[4B6) we achieve the aforemen Time slot ¢

tioned goal of increasing the probability of selecting fhéh
relay whenQy(i)/Rsy, differs more fromTy. More precisely,
if Qr(i)/Rsr < To, then \x(i) increases and /\x(i) de-
creases, giving thé-th relay a higher chance to be selecte@nd
for reception. On the other hand, @ (i)/Rsr > Tp, then .
Mk (i) decreases anii/\ (i) increases,(g;i</ing thé-th relay (1, Q2p, Y0, ap, Usp] = [3, 1.3, 0.9, 1.1, 0.7,
a higher chance to be selected for transmission. We have also included simulation results for the proposed
Remark 5:The required overhead of the proposed disdbuffer-aided protocol, where the; (i), k =1, ..., 5, are found
tributed delay-limited protocol is identical to the oveade using the recursive method i {39) with (i) = 0.1/, Vk.
of the proposed distributed protocol without delay coristra As can be seen, the simulated average rate coincides perfect
Furthermore, the delay-limited buffer-aided protocol edso with the theoretical average rate. As a benchmark, in [Hig. 2,
be implemented in a centralized manner, similar to the seheme show the average rate given|in][10] and [11]. Moreover, we
in Sectior IV-A. The centralized implementation of the gela have also included the average rates achieved using thg dela
limited protocol has an overhead identical to the overhedithited BA protocol introduced in Sectidn ViB for an average
of the centralized protocol without delay constraint, see-S delay of 7' = 5 andT = 10 time slots. For the delay limited
tion IV-Al A summary of the overheads of conventionaprotocol, in order to evaluaté (46) we have usedl) = 0.9
relay selection protocols and the proposed buffer-aide&) (Band the step size functiafi (i) = 0.005/v/i/ log,(1+ P/a?2),
relaying protocols with and without delay constraint isegiv Vk. As can be seen from Fifj] 2, both the delay-unlimited and
in Tablef]. the delay-limited BA protocols achieve higher rates tham th
rate achieved in[[10] and [11]. We note that we cannot use
the protocols in[[B] and[]9] as benchmarks in Hig. 2 since
these protocols are not applicable in i.n.d. fading as tifeizu

We assume that all source-to-relay and relay-to-destinativould become unstable. In particular, for the protocols in
links are impaired by Rayleigh fading. Throughout this sed8] and [@], the buffers at relays witfs; > Qxp would
tion, we use the abbreviation “BA’ to denote “buffer-aided” suffer from overflow and receive more information than they

In Fig. [, we plot the theoretical maximum average raf@n transmit. Hence, a fraction of the source’s data would be
obtained from Theorem 1, and Lemnids 2 &hd 3, X6r= 5 trapped inside the buffers and does not reach the destipatio
relays and i.n.d. fading, where i.e., data loss would occur.

For the parameters adopted in Hi$). 2, we show in[Hig. 3 the
[Qs1, Vs2, Ns3, Vsa, Qg5] = [0.5, 1, 1.5, 2, 2.5] corresponding constants and 5 obtained using Lemnd 2,

Fig. 3. Estimatedu§ (i) and u£ () as a function of the time slat

VI. NUMERICAL EXAMPLES
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TABLE |
NUMBER OF PILOT SYMBOL, FEEDBACK, AND CONTROL PACKET TRANSMISSIONS REQUIRED FOR THE CONVENDNAL AND THE PROPOSED
BUFFER-AIDED (BA) PROTOCOLS PER TIME SLOT

Conventional BA protocols with and without delay constraint
Centralized | 2M +4 or2M + 5 2M +40or2M +5
Distributed 4 4

«©-BA, unbounded delay, M
4.5 |"®BA, T =5 time slots,
0 Rate in [10] and [11],
-&BA, unbounded delay
-mBA, T = 7 time slots,
o Rate in [10] and [11],
3.5¢ ==BA, unbounded delay, M = 4
=BA, T = 10 time slots, M = 4
37|+ Rate in [10] and [11], M = 4

=1

a+

Average rate (bits/symb)

Average delay until time slot i

b 50 100 ] 150 ] 200 250 300 5 0 5 10 15 20 % 0
Time slot 4 P/”;Z, (dB)
Fig. 4. Average delay until time slatfor To = 5 and differentP/o2 . Fig. 6. Achievable average rates s, = Qrp = 1, Vk, vs P/o2 for

different number of relayd//, and different delay.

gzs 9333’8888: In Fig.[5, we plot_ f[he the_oretic_al achievable average rates

< 4 JUUUVRRIRREE RPEY ST TL Ll bbbl X for BA relaying for i.i.d. fading withQs, = Qxp = 1, V&,

g "x oot and P/c2 = 10 dB, as a function of the number of relays

%;1' x M. As can be seen from this numerical example, the growth

o ™ ' rate of the maximum average rate is inversely proportiomal t

Zos oy iy et an the protocol i ¥ M, i.e., the growth rate of the average data rate decreases as

©-Protocol in [9] M increases. In particular, the largest increase in dataisate

%> 34567801 20 30 observed when/ increases from one to two relays, whereas

Number of relays

the increase in the maximum average rate whérnncreases
Fig. 5. Achievable average rates ffrg;, = Q,p = 1, Vk, as a function from 29 to 30 relays is almost negligible. This behavior can
of the number of relays/. be most clearly seen from the expression for the average rate

for low SNR given in [[3B). According to[ (33), the average
and the corresponding estimated parameié(s) and u£(i) rate increases proportionally o+ 1/2+1/3+...+1/(2M).
obtained using the recursive method [](39) as functioA$kerefore, whenM is large, adding one more relay to the
of time for P/o2 = 0 dB. As can be seen from Fi§] 3,network has a negligible effect on the average rate. As bench
the estimated parameter$ (i) and u£(i) converge relatively marks, we also show the average rate giveri in [10] and [11],
quickly to p; and us, respectively. and the average rates achieved with the protocols]in [8] and

Furthermore, for the parameters adopted in Fig. 2, W8]. For i.i.d. links, as explained in Remalk 1, the protoirol

have plotted the average delay of the proposed delay-kimitf8] is identical to the protocol presented in Theorem 1, ehgr
protocol until time slot; in Fig.[4, for the case whefi, = 5 leading to the same rate.
time slots, andP/0s2 = 20 dB and P/c2 = 25 dB. The In Fig. [B, we plot the achievable average rate for BA
average delay until time slois computed based on (43) wheregelaying without and with a delay constraint, as a function
the queue size and the arrival rates are averaged over the toh P/o2, for i.i.d. fading and different numbers of relayg.
window from the first time slot to the-th time slot. Hence, This numerical example shows that, as the number of relays
for finite 4, the average delay until time slétis the average increases, the permissible average delay has to be indrease
of a random process over a time window of limited duration order for the rate of the delay constrained protocol to
Because of the assumed ergodicity, o~ oo, the size of approach the rate of the non-delay constrained protocoteMo
the averaging window becomes infinite and the time averageecisely, for a single relay network, an average delay & fiv
converges to the mean of this random process. However, fone slots is sufficient for the rate of the delay constrained
i < oo, the time average is still a random process. This [@otocol to approach the rate of the non-delay constrained
the reason for the random fluctuations in the average delarptocol. However, for a network with two and four relays,
until time slot: in Fig.[4. Nevertheless, Figl 4 shows that théhe corresponding required delays areand 10 time slots,
average delay until time slatconverges relatively fast td, respectively. For comparison, we have also plotted theageer
asi increases. Moreover, after the average delay has reachate given in[[10] and [11], which requires a delay of one time
Tpy, it exhibits relatively small fluctuations aroun@. slot. Fig.[® shows that the average rate of the buffer-aided
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relaying protocol with five time slots delay and only one yelain [13, Appendix B]. Finally, considerind_(14), if (16) had
surpasses the average ratelin| [10] dnd [11] for four relays.Vk, then [IY¥) holds as well. This concludes the proof.

VIl. C
. ON.CLUSION ) B. Proof of Theorerhl1l
We have devised buffer-aided relaying protocols for the

slow fading HD relay selection network and derived the TO Solve Kg:B) we first relax the binary c%nstraimﬁi) €
corresponding achievable average rates. We have propose{@aal}Rar?d Ty (4) < {0, 1} n @8) to0 < ry(i) <1 and
buffer-aided protocol which maximizes the achievable ager 0 < 7x (i) < 1, Vi, respectively. Thereby, we transform the
rate but introduces an unbounded delay, and a buffer-aid¥é@inal problem [(IB) into the following linear optimizati
protocol which bounds the average delay at the expense di"@blem
decrease in rate. We have shown that the new achievable rate1§I 1N M TNC
are larger than the rates achieved with existing relay sefec r?(%?(rlgn(lil)z,gi,.k N Lot 2=t T (OCk0 (1)
protocols. We have also provided centra}lized and dis@'ﬂbut Subject to: C1 ;% Zif\il rR(1)Csk (i)
implementations of the proposed buffer-aided protocolsciv 1 N T/, .
. X : =% 21Tk (1)Crp (i), VK

do not cause more signaling overhead than conventional rela N et .

. . o C2:0 <ri(i) <1, Vk,i
selection protocols for adaptive rate transmission and ao n

need any a priori knowledge of the statistics of the involved C3:0<ri(i) <1, Vh,i
channels. C4:0 <M PRG) + 1L ()] < 1, Vk,i.
(51)
APPENDIX
A. Proof of Lemmall In the following, we solve the relaxed problem151) and then

_ _ show that the optimal values off (i) and (i), Vi, k are at
We denote the left and right hand sides [of] (15)/Asand the boundaries, i.er(i) € {0,1} and+T (i) € {0,1}, Vi, .

Dy, respectively, i.e., Therefore, the solution of the relaxed probldéml (51) is alto t
1 Y solution to the original maximization problem in_{18).
Ay = lim > () Csi(i), (49)  Since[B1) is a linear optimization problem, we can solve it
i]:Vl by using the method of Lagrange multipliers. The Lagrangian
D= lim 1 ng(z‘)(}w Q). (50) function for maximization probleni {51) is given by
N—oco N M N

=1
_ T, :
There are three possible cases for the relationship betvigen L= N Z 7% (1)Cip (1)
andDy, i.e., Ay > Dy, Ay < Dy, andAy = Dy. If Ay > Dy S N
then the buffer of the:-th relay is receiving more information < 1 T, N Ry, ,
than it transmits. Therefore, the average queue lengthen th ;M <N ;T’“ (0)Crp (i) Zrk (0)Cs(7)
buffer grows with time to infinity, and, as a resuk,p = " | X h
Dy, for a proof please refer tt[[??, Section 1.5]. Whereas, if _ Z L Zag(i) (Tg(i) _ 1) +
Aj. < Dy, due to the conservation of flow, the buff_er cannot N —
emit more information than it receives, and therefﬂ;@? = Mo N | X
Ar. We now prove that ford; > D_k and A, < Dy, Rip — Z ~ Z%R(i) (TkR(i) -1)+ Zg}j(i)rkfi(i)
can always be increased by changing the value@lj(yt)iand 1 -1 ;
rL(i). As a result, the only remaining possibility is that p XN M
is maximized forAd, = Dy,. Furthermore, since the achievable — — Z ¢(7) <Z[TkR(i) +ry ()] — 1)
=1

k=1

rate is given byRsp = Sp, Rip, if Ryp increasesRsp N k=1
will also increase. 1 X M

Assume first thatd, > Dj. Then, we can always increase  + D AG) <Z[r}3(i) + TE(@')]) ; (52)
Dy, and thereby increasByp, by switching anyrj (i) = 1 i=1 k=1

for which Qu.(i — 1T) > 0 holds, from one to zero and, for\here /N, a2(i)/N, B2(i)/N, for = € {R, T}, ¢(i)/N,
the same, switchr,, (i) from zero to one. On the other handgnq \(;) /N are Lagrange multipliers. These multipliers have
if Ay < Dy then we can always increasé;, and t'hereby to satisfy the following conditions.

increasefip, by switching any randomly choserf (i) = 1 1) Dual feasibility condition The Lagrange multipliers for

from one to zero and, for the sameswitchri (i) from zeroto e inequality constraints have to be non-negative, i.e.,
one. Now, sinceRgsp can always be improved whety, > Dj,

or Ay < Dy, it follows that Rsp is maximized forA,, = Dj.. al(i) >0, af (i) >0, BR(i) >0, BL (i) >0,
Furthermore, when th&;, are maximizedvk, then Rgp is 6(i) > 0, A(§) >0, Vi, k. (53)
also maximized. Moreover, fat;,, = D, the buffer at the:-th a o

relay is stable since the information that arrives at thddouf have to hold.

also leaves the buffer without information loss. On the bth@) Complementary slackness conditidh an inequality is
hand, the proof thaf (16) holds whdn115) is satisfied is givémactive, i.e., the optimal solution is in the interior ofeth
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corresponding set, the corresponding Lagrange multiphee must hold. Since[(82) also cannot hold for any arbitrarily
zero. Therefore, we obtain choseni, we obtain tha) < r2(i) < 1 and Z,iw:l[rkR(i) +

T . . e
R/~ /R - T n /T B _ ;. ()] = 1 cannot hold. Therefore, the only other possibility
aj, (@) (ry =1) =0, (i) (ry =1) =0, Vi.k (54) g thatrR (i) € {0,1} must hold.

By =0, BE()rf =0, Vik (55)  Following the same approach as above, we can also prove
M thatr! (i) € {0,1} must hold. Moreover, due to constraint C4
10 (Z[r}}(i) + (1)) - 1) =0, in 1), it is clear that ifr? (i) = 1, for anyn € {1,..., M},
k=1 thenr(i) =0 forall k = 1,..,M, k # n, andr}, (i) = 0
M for all m = 1,..., M must hold. Similarly, ifr® (i) = 1, for
A7) <Z[%R(i)+7’g(i)]> =0, Vi (56) anym e {1,..,M}, thenrT(i) = 0 for all k = 1,..., M,
k=1 k # m, andrE (i) = 0 for all n = 1,..., M must hold. In the

We now differentiate the Lagrangian function with respedellowing, we investigate the conditions under whicf(i) =
to rR(i) andrT (i), for n € {1,...,M} andm € {1,..,M}, 1 and all otherrj}(i) = 0 for k = 1,...,M, k # n, and all
and equate the results to zero, respectively. This leadseto otherr (i) =0 for m =1,..., M.
following two equations Assumerf}(i) 1. Then,ri¥(i) = 0 for k = 1,..., M,

R ) k # n, andr} (i) = 0 for m = 1,..., M must hold. As a
1nCinl(i) = 0y (i) = B (i) + (i) = A(@) ~ (57) result, according to(B4nl(i) > 0, BR(i) > 0, BL (i) > 0,

(1= ftm) Conp (i) = 0 (3) — BL() + 6(0) — AG).  (58) (i) > 1, andBR(i) = afi(i) = ok (i) = A(i) = 0 must hold,

fork=1,...M, k # n, andm = 1,..., M. Inserting these

We first show that for the optimal solution ofi(i) and variables in [(57), we obtain the following

rR@), 0 < rR(i) < 1 andlor0 < 7L (i) < 1 cannot

hold for anyn,m € {1,..,M}, and onlyr&(i) € {0,1} nCsn(i) = o)+ ¢(i), (63)
andrr (i) € {0,1} can hold¥n,m = 1,...,M. We prove Car(i) = —BR() + b(). Vk 64
this by contradiction. Assume that < rE(i) < 1 and ] Mkc Sk(z,) B 51}() A v #n (65)
0 < ool [rR(@) + 7F(i)] < 1. Then, according to[{54), (L= pm)Cnp(i) = =P (i) + 6(0), Vm. (65)
ag (i) = B (i) = ¢(i) = A(i) = 0 must hold. Inserting this Sybtracting[(64) from(83) and subtractiigl(65) frdml (633 w
into (54a), we obtain obtain
HnCsn (1) = 0. (59) pinCsn(i) — i Csi(i) = gy (i) + B (), Yk #n

Since Cs, (i) is an RV, [59) can hold only fop,, = 0. (66)

However, if we assume,, = 0, and insertu,, = 0 in GAb)  nCsn(i) — (1 — p)Crnp (i) = (i) + B (1), Ym. (67)
by settingm = n, we obtain Sinceaf (i) + AR(i) = 0 and aB (i) + AR(i) > 0 hold, it

Cop(i) = o (i) — Br(i). (60) follows thatr(i) = 1 when the following holds
SinceC,,p (i) is a non-negative RV, and since eithef () nCsn (i) > upCsi(i), Yk #n
By (i) can be larger than zero but not both, in order- (60) to AND 41, Cs (i) > (1 = fim)Comp (3), Y. (68)

hold, 3T (i) must be zero and. (i) = C,,p(i). On the other o

hand, if 3% (i) = 0, it would mean that*T(z') = 1. However, if EQ. (68) can be written in compact form as
rF(i) =1 and0 < r&(i) < 1 hold jomtly this would violate R . N .
our starting assumptlon that < Yo' 1[r,€( i)+ (i) <1 () =1 pCsp (i) = max A(), (69)

holds. Hencep < 7%(i) < 1 and0 < Zk IR (@) +rL(4)] < where setA(i) is defined in[(ID). Following the same approach

1 cannot hold. y as above, we can prove that
Now, let us assume that< rf(i) < 1 andY_,_, [rR(i) + T _ _ _
rL(i)] = 1. Sincer®(i) < 1, then at least one other variable rp (i) =1 i (1—px)Crp(i) = max A().  (70)

rR(i) or k(i) has to be larger than zero but smaller tha@omblnmg [69) and{70), we obtaifi{20). This completes the
one, wherek € {1,..., M}, k# n, andm € {1,... M}. Let nrq0f of Theorenfl.

us assume that th|s variable i§ (i), wherek # n. Hence,

0 < ri(i) < 1, for k # n. Then, accordlng td (BARE (i) =

BR(i) = af(i) = BR(i) = A(i) = 0, and¢(i) > 0 must hold. C- Proof of Lemma]2

Inserting these values ifi_(67a), we obtain The optimal uy, Vk, are found from the system af/
equations given in[{21). Using the definition of the expected

HnCsn (i) = @(0) = pxCs (). ©61) Vale, [21) can be written equivalently &s](23), where the RV
However, since&’s,, (i) andCsy (i) are independent Rvd,_(51)I'sx andI'yp are given by
cannot hold for any arbitrarily chosénOn the other hand, if vor if pukCsp = max A
we assume that instead of (i), the variable which is larger Lsk { 0 if upCsp # max.A
than one is} (i), we would have obtained that , HkE Sk
finCsn (i) = ¢(i) = (1 — pk)Crp (1) (62) o 0 if (1 —pu)Crp # max A
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Hence, to find the optimalk,, Vk, we only have to find the ~ggm m

PDFs ofl'sy andT'xp, fr,(z) and fr, ,(z), and insert them o o % Y :._- >
into (23). In the following, we first derive the PDF bfsy. - >

Using [71), we can obtain the PDF &%y, frs,(z), for - - - :
x>0, as i >

fl“s;c(x) _ fys,c(iC)Pl"{,ukCSk _ maxA}, x>0, (72) Fig. 7. Equivalent single buffer model.

wherePr{-} denotes probability. Note that the distribution oholds. If we now insert{{76) intd (23), we obtain
frg, (z) for z = 0, is not needed for the computation of the

expectations in[{21) and{R2). The only unknown [in](72) is/ logy (1 + ) frg, (@, p )dx
0

the probabilityPr{,Cs; = max.A}. In the following, we
derive this probability. To this end, we sgf;, = x, and obtain

Pr{,ukCSk = maXA} = Pr{uk logo(1+2) = maXA}
M

= H Pr{pu;logy(1 + 7vsj) < pxlogo(1 + )}
J=1,5#k
M

x [T Pri(1 = pj)loga(1 +75p) < i logo(1 + )}
j=1

M

= H Pr{75j<(1—|—:c)z_§'—1}

1M HE
= . H FVsj ((1+$)u_j_1)

x ﬁ Fyo ((1+ ©)T 1), (73)

whereF, (x) is the CDF ofy,, for a € {Sk, kD}. Inserting

= / logy (1 + @) frg, (x, 1 — pg)dx, Ve =1,.... M. (77)
0

Now, observe thaf(17) holds if and only.if, = 1— ux, which
leads tou, = 1/2. This concludes the proof.

D. Proof of Lemm&l4

The average delay for a system willi parallel queues is
well known, and given by[[28, Eq. 11.69]. After changing the
notations in[[28, Eq. 11.69] to our notations, we directlyaii
(43). In the following, we give an alternative, more intuti
proof of (43).

The input-output dynamics at th&/ buffers in the con-
sidered network duringV time slots can be represented
equivalently by a single buffer model, shown in Hig. 7. The
different colors in this model correspond to the informatio
bits which are received/transmitted by the different reldyor
example, the blue, green, and red colors correspond to the bi
that are send/received via relay 1, 2, and 3, respectivethis
model, the buffer is filled in the same order as the order of the
packets that arrive at the buffers at the different relayhiclv
packet arrives at the equivalent buffer depends on theiposit

(73) into [72), we obtain{24). Following a similar procedur©f the input switch in each time slot, which on the other

as above, we obtain the distribution Bfp given in [25).

hand, depends on the values «f (i), Vi, k. The extraction

Now, assume that all source-to-relay and relay-t& the bits from the equivalent buffer also depends on the

destination links are i.i.d. Thery,,,, (z) = fy,., () = fy(2)
holdsVk. Moreover,F,, (z) = F,, , () = F,(z) also holds

~ T 7kD

Vk. As a result,[2K) and(25) can be written for- 0 as
ke
Irs, (x) = f’Y('r)F'y ((1 + x) T—p — 1)

X ﬁFV ((1+x)5_'5 —1) F, ((1+x)15—'3j —1), (74)

frip (@) = fy(2)F, ((1 + x)% _ 1)

M 1—pp 1—pp
<[] F ((1+x) A 1> F, <(1+x)1“f —1) .
j=1

i#k

(75)

We observe thayr,, (z) and fr,,(z) in (Z4) and [7b), re-
spectively, are both functions @f, and show this explicitly by
redefining them agr, (z, ux) and fr, , (x, 1), respectively.
Moreover, from [(74) and (15) we observe that

Jrip (@, pe) = frg, (x,1 = pr) (76)

position of the output switch in each time slot, which on the
other hand, depends on the values pfi), Vi, k. Moreover,
when the output switch is set to a line with a specific color,
only bits with that color are extracted from the equivalent
buffer. Hence, the extraction order is different from theeor

of filling the equivalent buffer. Nevertheless, since therage
delay computed by Little’s formula]29], is independent fod t
order of extracting from the buffer, sée [30, pp. 89-91], tfoe
system model in Fid.]7, the average defagan be computed

as [29]

T Qeq

T=2= 78

A (78)

WhergQCq is the average queue size of the equivalent buffer
and A, is the average arrival rate of the equivalent buffer.
Now, using the fact thaQe, = .1, Qx and Ao, =
SM | Rsi, we obtain[@B). This concludes the proof.
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