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Abstract

In this paper, we analyze the achievable rate of the uplink sfngle-cell multi-user distributed
massive multiple-input-multiple-output (MIMO) systemhd multiple users are equipped with single
antenna and the base station (BS) is equipped with a largéewoi distributed antennas. We derive an
analytical expression for the asymptotic ergodic achivaaite of the system under zero-forcing (ZF)
detector. In particular, we consider circular antennayamdere the distributed BS antennas are located
evenly on a circle, and derive an analytical expression dmsked-form tight bounds for the achievable
rate of an arbitrarily located user. Subsequently, cldseah bounds on the average achievable rate per
user are obtained under the assumption that the users dognolyi located in the cell. Based on the
bounds, we can understand the behavior of the system raiaegpect to different parameters and find
the optimal location of the circular BS antenna array thaxim&es the average rate. Numerical results
are provided to assess our analytical results and examienibact of the number and the location of
the BS antennas, the transmit power, and the path-loss erpon system performance. It is shown that

circularly distributed massive MIMO system largely oufipems centralized massive MIMO system.
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I. INTRODUCTION

With the demands of the wireless data services nowadayh, spgctrum efficiency or data
rate is undoubtedly an important feature of future wirelgsstemsl[1],[[2]. In order to improve
the data rate of wireless systems, various innovative itless been proposed and investigated.
Among the most successful ones in recently years is the phetitnput-multiple-output (MIMO)
concept[[3], [4].

Recently, distributed MIMO systems, or distributed antesgstems, was proposed to further
improve the data rate, in which multiple transmit or receawvgennas are distributively located
to reduce the physical transmission distance between dimsrhitter and the receiver| [5]=]14].
The distributive antennas are assumed to be connected teettieal unit via high-bandwidth
and low-delay backhaul such as optical fiber channels. Ibkas proved that distributed MIMO
outperforms centralized MIMO in outage probability andiaghble rate. In[[9], for a single-cell
single-user distribute MIMO system with arbitrary anteriopology, the authors analyzed the
outage performance as well as the diversity and multipegiains. For a single-cell distributed
MIMO systems with multiple uniformly distributed users,pgr bounds on the ergodic capacity
of one user and approximate expressions of sum capacityeoteh were derived in_[10]. In
[11], both single-cell and two-cell distributed MIMO syste with multiple uniformly distributed
users per cell are considered. The cells are assumed tocdoéaciand the distributed base station
(BS) antennas have circular layout. The locations of theildigive antennas were optimized to
maximize lower bounds on the expected signal to noise r&MR) and signal to leakage ratio.
The resource (including power, subcarrier, and bit) aliocaproblems in single-cell multi-
user distributed antenna systems were investigated in [b2]13], different radio resource
management schemes were compared for multi-cell multi-ds¢ributed antenna systems. In

[14], for multi-cell networks with multiple remote antersiand one multi-antenna user in each
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cell, the input covariances for all users were jointly optied to maximize the achievable ergodic
sum rate.

In the above literature of distributed MIMO, single user oultiple users with orthogonal
channels are assumed, so there is no inter-user interéeréfmvever in current and future
wireless systems, it is expected to have multiple usersrgh#re same time-frequency resource.
In such systems, one user will suffer from the interfererafesther users in the cell, which can
largely degrade the system rate. To conquer the intra-sell imterference problem, the concept
of massive MIMO, where the BS is equipped with a very large bemnof antennas usually of
hundreds or higher, was proposed and attracted consideadtgintion recently [2],[15]=[26].
With a large number of antennas at the BS, according to thetlawry long vectors, transmission
channels for different users are orthogonal to each othsgr-thterference diminishes and very
high data rate can be achieved with low complexity signatessing. The ergodic achievable
rates of the single-cell multi-user massive MIMO uplink kwiinear detectors, i.e. maximum
ratio combining (MRC), zero-forcing (ZF), minimum-meagusire-error (MMSE), have been
derived in [20]. The achievable rates of both the uplink ao@mlink of multi-cell multi-user
massive MIMO systems with linear precoders and detectors wealyzed in[[21].

As the combination of the two promising concepts, massiv&i®land distributed MIMO,
distributed massive MIMO systems are of great potentialuilfiling the increasing demands
of next generation communication systems! [27]-31]. Thihans in [27] focused on an uplink
massive MIMO system consisting of multiple users and one BIf several large scale dis-
tributed antenna sets. In this system, the deterministitvatgnce of the ergodic sum rate was
derived and an iterative waterfilling algorithm was promb$er finding the capacity-achieving
input covariance matrices. [28] analyzed the sum ratesstfibdiuted MIMO systems, in whichh
multiple-antenna radio ports form a virtual transmitted gointly transmit data to a centralized
multiple-antenna BS. The capacity and spatial degreeseefibm of a large distributed MIMO
system were investigated in [29], where wireless users siithle transmit and receive antenna

cooperate in clusters to form distributed transmit andiveceantenna arrays. 10 [30], a simplistic
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matched filtering scheme and a subspace projection filtexthgme were investigated in a fixed
size single-cell network, where the BS antennas are assuméamly and randomly located
in the cell serving single-antenna users.[Inl [31], for neksavhere one large-scale distributed
BS with a grid antenna layout serving single-antenna usleesenergy efficiency maximization
problem was formulated under per-antenna transmit powerpem-user rate constraints. low
complexity channel-gain-based antenna selection methddrderference-based user clustering
method were proposed to improve the system energy efficiency

In this paper, we consider the uplink of a single-cell muker distributed massive MIMO

system in which the BS equipped with a large number of disteith antennas receives information
from multiple single-antenna users. The asymptotic syséemevable rate under linear ZF
detector is analyzed for arbitrary but known antenna locatiand for circular antenna layout.
Based on the analysis, the location of the distributed awaterfor circular antenna layout is
optimized. Compared td_[27][_[28], the topology of the dmited BS antennas used in our
work is different, as the BS in_[27] is the combination of sedeentralized BS and the BS in

[28] is centralized. Compared tb [29], the transmittershiis tvork are non-cooperative single-
antenna users, while the users(in|[29] cooperate with edutr @ind form a virtual transmitter

with distributed antenna arrays. Thus our system model amiyations of achievable rate are
different from [27]-{29]. Compared to _[80], [81], we focus the derivations of achievable rate
and the location optimization of the distributive BS antesnwhile [30] faces the problem of

interference control through the use of second-order ahastatistics and[[31] works on the

energy efficiency maximization problem. The major contiidmos of this paper are summarized
as follows.

« We provide new results for independent but non-identicdlilstributed (i.n.i.d) random
vectors with very high dimension (see Lemina 1). Based on éselts, an analytical
expression for the asymptotic achievable rate of multiudistributed massive MIMO
systems is derived for arbitrary but known user location amtenna deployment (see

Propositior1L).
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« We consider a practical circular antenna layout, where naate of the BS are located
evenly in a circle. The asymptotic achievable rates for dnitrarily located user and two
closed-form tight bounds are derived (see Theorgims 1"And 2).

« Furthermore, for the circular antenna layout, tight clegath bounds on the average rate
of the cell with uniform user location are obtained (see Taed3). These results can be
used to predict the system performance and understand hi@vioe with respect to the
number of antennas, the location of antenna, the cell simb tlze transmit power.

« Based on the acquired tight bounds, we derive the optimalsaaf the distributed antennas
for the maximum average achievable rate (see Lemima 2), wguales the fundamental
and practical problem of antenna placement for distribléslO systems.

« Finally, numerical results are provided to assess our aiglyt is shown that multi-user
distributed massive MIMO is largely superior to centradizmassive MIMO in achievable

uplink rate.

The remaining of the paper is organized as follows. The systeodel and asymptotic
achievable rate analysis of a general distributed massiQvisystem are presented in Section
Il. Asymptotic achievable rate analysis of the circularlgtdbuted massive MIMO is present in
Section lll. Location optimization of the circularly digiuted antennas is provided in Section
IV. Simulation results are presented in Section V. Condiusiare drawn in Section VI. Involved
proofs are included in the appendices.

Notation: Boldface lowercase letters denote vectors, evhdldface uppercase letters denote
matrices. We us¢)", (-)* and(-)" to denote the transpose, conjugate and conjugate transpose
of a matrix or a vector, respectively. For a matdxTr(Z) is its trace. The symbdl,, denotes
the M x M identity matrix, while0,, y denotes thel/ x N matrix whose entries are zeros.
The symbolE denotes the statistical expectation operation. The synjel denotes Frobenius
norm of a matrix or a vector. The functidog,(-) is the base-2 logarithm arid(-) is the natural

logarithm.
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Fig. 1. System models of multi-user distributed MIMO (leiiles) and multi-user centralized MIMO (right side).

[I. SYSTEM MODEL AND ASYMPTOTIC ACHIEVABLE RATE ANALYSIS
A. Multi-User Distributed Massive MIMO System Model

We consider a single-cell multi-user distributed massiviM®& system. As shown in the
left side of Figurelll, in this system, there is one BS equipp@t ) antennas which are
spatially distributed[[30],[[31]. The number of antenndsis assumed to be large, e.g., a few
hundreds. This is different to the multi-user centralizetM® system [15]-[26], where the BS
antennas are centralized and spatially co-located (shiovheiright side of Figurel1). Compared
with centralized MIMO systems, distributed MIMO systemsyde macro-diversity and have
enhanced network coverage and capacity, due to their opetrilerble infrastructurel[6],[]7],
[27]. We assume that the distributed BS antennas are cathedth high capacity backhaul and
have ideal cooperation with each other. There &reisers, each equipped with single antenna.
We assume that/ > K.

Denote the channel coefficient between thth antenna of the BS and thig¢h user asy,,.;.
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We consider both the path-loss and small-scale fading &swisI[31]
gmk:hmk Bmka m:1727"'7M7k:1727"'7K7 (1)

whereh,,, is the small-scale fading coefficient, which is model as @oam variables with zero-
mean and unit-variance. Without loss of generality, Rayldading is adopted in the simulation,
where h,,;. follows circularly symmetric complex Gaussian (CSCG) wmligttion, i.e., h,,, ~
CN(0,1). h,,'s are assumed to be mutually independéhy, models the path-loss. We assume

that

whered,,,;. is the distance betweenth antenna of the BS and th¢h user and is the path-loss

exponent with typical values ranging fromto 6, i.e.,2 < v < 6. Let

T
A
gk—[gm ng] )

which is theM x 1 channel vector betweelth user and all\M/ BS antennas. Let

Gé[gl gK]v
which is the channel matrix between &l users and all\/ BS antennas. Perfect channel state
information (CSI) is assumed at the BS, that is, the BS knGivgrecisely.

The uplink communication is studied, where tReusers transmit their data in the same time-
frequency resource to the BS. Letbe the K x 1 signal vector containing the user data, where
its k-th entry z;, is the information symbol of théth user.x is normalized asi{||x||%} = 1.

Let P be the average transmit power of each user. This impliesithttis work, we assume
that all users have the same transmit power. But the deremalts can be directly employed to

non-equal power case. The x 1 vector of the received signals at the BS is
y = VPGx +n, 3)

where n is the noise vector, whose entries are assumed to be indepeadd identically
distributed (i.i.d.) CSCG random variables with zero-meard unit-variance, that isn ~

CN(0,Iyy).

August 8, 2014 DRAFT



ZF linear detector is used at the receiver, which has lowgtexkity and achieves comparable
sum-rate performance to other more complicated designs asdhe minimum-mean-square-
error (MMSE) detector in massive MIMO systems [[20], [[21]. Z€parates data streams from
different users by multiplying the received signal vecfowith A £ (GHG)_lGH. From [3),

we have
r=Ay = (G"G) Gy = VPx + (G"G) 'G"n. 4)
Focusing on théth element ofr, we have, from[(#),
ri, = VPxy +alln, (5)

where a;, is the kth column of the matrixA. Sincen ~ CN(0,,41,1,), the equivalent noise
al’n is a CSCG random variable with zero mean and varidagé~, i.e.,al’n ~ CN(0, ||ax|/ 7).

There is no interference term inl (5) due to the ZF matrix $tmec It is noteworthy that ZF de-
tector is chosen here for the simplicity of the presentasiod our work can be straightforwardly

extended to MMSE linear detector.

B. Asymptotic Achievable Rate Analysis

In this subsection, we analyze the asymptotic achievalike o& the multi-user distributed
massive MIMO uplink when\/ — oo, for a general BS antenna deployment and user location.

To assist the analysis, we first prove the following resudtsviery long random vectors.

T T
Lemma 1. Letp £ [pl Do . Du } andq £ [ QG ... qu ] be independent/ x 1
vectors whose elements are i.n.i.d. zero-mean random hlasaAssume that {[p;|*} = o?

72’

E{|pi'} < oo andE {|;|*} = 02,, E{|¢:|'} < oo fori=1,2,...,n. We have, whedl — oo,

M
]_ H a.s. 2
—p"'pF —> o, (6)
M M — p
and
1 H a.s.
P 9 0, (7)
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where®3 denotes the almost sure convergence.

Proof: See Appendix_A. [
The results in LemmAl1 can be seen as generalizations of shésén Eqgs. (4) and (5) in
[20]. More specifically, the results in_[20] are for very lormndom vectors with i.i.d. elements,
while the results in Lemmia 1 can be applied to very long ranaentors with i.n.i.d. elements.

With the results in Lemmall, we can obtain the following egpren for the asymptotic

achievable rate of distributed massive MIMO systems.

Proposition 1. WhenM — oo, the average achievable rate of th¢h user in the multi-user
distributed MIMO system has the following asymptotic béfrav

M
Ry, log, (1 +PY m) . ®)

m=1

Proof: From (3), the ergodic achievable rate of thi user is

Rk:E{logQ (1+ ||a]:||2>} :E{log2 (H[(G%W)}' 9)

From Lemmdll, whed/ — oo, we have

1 1 M 1 M
M||gk||2;’MZE{|gik\2} = MZﬁik, (10)
=1 =1
1 a.sS. .
178k 8 0 # k. (11)

Entries of (GHG)_1 are continuous and have finite first order derivatives witkpeet to
g1,82,...,8x When G is non-singular. Meanwhile, the probability & is singular is zero.

Thus, we have

H —1 1 1 H -1

—
—>. —diag { 3 9

M M M M

M M M -1
— diag {Z B, > Biy /z«} (12)
i=1 =1 i=1
By substituting [(1R) into[(9), the proposition is proved. [
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10

The result in Eq.L(8) of Propositidd 1 can be applied to massiMO systems with arbitrary
antenna deployment and user location. Proposifion 1 isadpticable to MMSE detector, where
A = (GG + %Ik)_lGH. With the MMSE detector, we can change Eds. (&), (5), and (9)
accordingly to include the interference. But due to thedargmber of antennas, the interference
term will diminish and the same achievable rate result canliained.

The multi-user centralized MIMO system considered_ id [IB)0]-[22] can be seen as a special
case of our multi-user distributed MIMO system with all thstdbuted antennas located in the
same place, i.e3,.. = B, for the kth user. Thus, from[{8), we can obtain its achievable rate

result as
Rk,central (E). 10g2 (1 + PMﬁk) ) (13)

which is the same as Eq. (13) in_[20].

[1l. ASYMPTOTIC ANALYSIS FOR THEACHIEVABLE RATE OF CIRCULARLY DISTRIBUTED

ANTENNAS

Theoretically speaking, antennas in a distributed madgitdO system can take arbitrary
locations and topology. The optimization of the antennations can be highly challenging, if
not intractable, due to the large number of antennas angmg@sirameters. On the other hand,
arbitrary antenna locations or optimal topology may hawhjitive backhaul cost and instal-
lation cost. In real applications, it is more practical tonsmler manageable antenna topology.
In this work, we consider circularly located BS antennasemghall antennas are on a circle
centered at the cell enter. Circular topology has ideal sgtnyrand low dimension (radius and
angle). Compared with the line topology, it is expected teehsuperior performance due to better
symmetry. Compared with the grid topology, it is expectedhave lower implementation cost
and more tractability in analysis. Circular antenna layloas been considered in the literature
[11], [32], [33] and shown to have good performance.

In this section, for distributed massive MIMO systems witlftalar antenna layout, we first

specify the system model, then analyze the asymptotic aiie rate for an arbitrary user, and
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Fig. 2. Distributed massive MIMO system with circular BS emtas.

finally derive the average sum-rate per user assuming umiteer location.

The single-cell multi-user distributed massive MIMO systis shown in Figurél2. We consider
a circular cell with radiugz. The center of the cell is denoted @s Circular cell is widely used
[11], [32], [34] and has been shown to have similar perforogaio hexagonal cell. But it enjoys
more tractable analysis. The distributed BS antennas aetdd evenly on a smaller circle with
radiusr, whose center is the same as the center of the cell. We ddreotedation of thenth BS
antenna ag;,. Thus, the length of the segmenf;, is . Notice that since the BS antennas are
evenly located on the circle and the antenna number is asktoriee large, the angle dimension
of the antenna location (for example, the angle of the seg®ér), and the horizontal axis)
has little effect on the system performance and only theusadf the antenna circle matters. We
denote the location of an arbitrarily user @s Let r, be the distance between the user and the

cell center, i.e., the length of the segmént/.

A. Asymptotic Achievable Rate of an Arbitrary User for Ciaely Distributed Massive MIMO

The following results on the asymptotic achievable raterofebitrary user at distance for

the circularly distributed massive MIMO system are obtdine
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Theorem 1. For the circularly distributed massive MIMO system with ema radiusr, when
M — oo, the ergodic achievable rate of the user at distamgefrom the cell center has the

following asymptotic behavior:

R*3 Ry, 2 log, (1+ PMI,), (14)
where
- r?+r?
IO é }7"2 — 7"3} 2P%_1 (m) s (15)

with P.(-) the Legendre functiori [37].

For v = 2,4, 6, closed-form expressions for the achievable rate can abthias follows:

(

log, (1 n PM@) , if v =2,
2 2
0 log, (1 + PM Z4rs ) if v=4
R—)Rasy A 08> + |T2_(T%”;+ 27>2 v ’ (16)
3 T ’I‘u _1
log, 1+PM-% Cifu=6
\
Proof: See AppendixB. [

In this theorem, to facilitate the presentation, we intr@&le new notationk,, for the asymp-
totic ergodic achievable rate of a user wheh— co. Note thatP, (b) = F (—a,a + 1;1; 152),
whereF'(-, -; -;-) is the Gauss hypergeometric functionl[37]. Many softwaresfidentific compu-
tations such as Matlab have this function. Thus the resuffi#) and [I5) of Theoreil 1 can be
easily calculated numerically. However, due to the spduaiaition, forv # 2,4, 6, the achievable
rate is not in closed-form and little insight can be obtainadthe performance behavior of the
circularly distributed massive MIMO system with respectitte cell size and antenna location.

Thus, in what follows, we derive bounds on the achievable matclosed-form.

Theorem 2. Define

2 2\5—1
RP1 2 1o, (1 + PMM> , (17)

2=

(18)

51 3(v—1 .
RP2 £ Jog, (1 Lopplratr)E 2 (-2 (5 — %)> .

|r2 — 7’2|v_1 ' (v —1)
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For the circularly distributed massive MIMO system with emma radiusr, the asymptotic

achievable rate of a user at distancg from the cell center, denoted d8,;,, can be bounded

as follows
RBY > R, > RP2if 2<v <4,
RPY < R, < RP2 if 6>v>4, (19)
Ry = RBI =RB2 if v=2or4.
Proof: See Appendix . [

Theorenl 2 provides both lower and upper bounds on the adiievate. When) > 4, R5!
is a lower bound and??? is an upper bound; when< 4, R?! is an upper bound an&?? is
a lower bound. Whem = 2,4, RP! and R?? are the same and equal the achievable rate of the

user. Moreover, it is evident that the bounds in Theokém Zrastosed-form. We note that the
3(%/1"71) 2(’11

5-3) in (18) only depends om, the path-loss exponent and can be easily

coefficient o)

calculated offline.

To justify the tightness of the two closed-form bounds, walygre their difference as follows:

242 -1
|RP! 52| 1+pPM <\7«ztr2—)‘vﬂ
R —R™| = |log, —
(7"721+7"2)%*1 23(771)F2(3—l>
1+pPM [r2 —p2|v 1 ' 7TF(U—1§ :
(37112 (2 — 1) | (o)
< |l 2221 20.6
= 9% (v—1) ’

where (a) is obtained by software calculations 2o v < 6. This shows that the two bounds
are close to each other with less than 0.6 bits/s/Hz diftaxeifhe difference is negligible for
massive MIMO systems as both boun&$:! and R5? increase inlog, M. Thus, eitherR?!
and R5? can function as a tight closed-form approximation of theiadble rate when the
number of BS antennas is large. Our simulation results irti@e®/ also justify the tightness
of the bounds.

Since both bound&?! and R?? increase inog P where P is the transmit power ankbg M/
where M is the number of BS antennas, the user achievable rate iggrtovincrease itog P

andlog M.

August 8, 2014 DRAFT



14

B. Asymptotic Average Achievable Rate of the Cell for CadulDistributed Massive MIMO

In the previous subsection, we have analyzed the asympadgaf an arbitrarily located user
in the cell. In this subsection, we derive the asymptotiadaye rate of a user in the cell, which
indicates the average experience of user service. The aserassumed to be randomly and
uniformly located [11], [[36]. Thus, the probability diditition function of a user’s distance to
the cell center, denoted as, is

fro (@) = (20)

The angle of the user’s location (to the horizonal axis) ifasm distributed on|0, 27). The

following theorem on the asymptotic average rate of a userased.

Theorem 3. Define

2

REY = log, (PM) + (3 - 1) (1 + T—z) log, (R +72) — (v —1) (1 - %) log, (R — r?)

2 R?
r? v
— (v —4) ﬁlogzr + §log2e, (21)
_ _ I? (9 — l) v
B2 _ pB1 2 3 (__1>. 22
R R +Og27r1“(v—1)+3 5 (22)

For the circularly distributed massive MIMO system withfoninly distributed users in the cell,
the asymptotic average achievable rate per user of the deloted as?,,,, can be bounded

as follows:
RB1
RPY < Ry SRP2, 0 6> 10> 4, (23)

Vv

Rusy 2 RP2, i 2<v <4,
Rusy ~ RPY =~ RB2 if v=2or4.

Proof: With uniformly distributed user location and the probapikdensity function of the
user distance to the cell center [n}20), the asymptoticamesachievable rate per user of the

cell can be calculated as:

_ 2 (R
Rasy = ﬁ/o‘ TuRasy(Tu>d(Tu)7 (24)
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where R, () is the asymptotic achievable rate for a user at distapcerom [19) in Theorem

2, we havel(Z3), where

_ 2 (B _ 2 (R
RBI & 2 roR%(r,)dr,, RP?*2E 2 ru R (r,)dr,.
0 0
From (17) in Theorerh]2, we have
_ 2 R (r2 4 72)27"
RP'=_ [ rJlog, |1+ PM~-"4—-"t|dr, 25
R? J, 52 ( r2 — 2| (23)
2 (R (r? + 7"2)%_1
~ ﬁ ; rulogy (PMW dry (26)
1 R? R?
e / In (PM)dt+ (5 —1) / In (¢ +72) dt 27)
0 0

R2
—(v—l)/ ln‘t—rz‘dt]
0

2 R2. .2
=log,(PM) + (g — 1) log, e [ln(R2 +7?) + % In ; - 1]

v — 1 r2 R2
- log, e / In(r? —t)dt + / In(t — r?)dt
R2 0 r2

v r?  R?41r?
=log,(PM) + (5 — 1) log, e <ln(R2 +72) + i IHT _ 1)

2 2
—(v—1)log, e {% Inr? + (1 - %) In(R? — r?) — 1] :

from which we can obtaif(21) via simple rewriting.

In deriving (26), we have used the approximatiog(1 + =) ~ logz for z > 1. When
M > 1, we can see froni(25) that the approximation applies. Withigitforward and similar
calculations, we can obtain (22). [ |

It is evident that our derived bounds on the asymptotic ayemchievable rate in Theordrh 3

are in closed-form. Also, calculating the difference betwéhe two bounds, we have

v 1

_ _ 2 (— — —) v
Bl __ pB2| _ 2 2 Z
R RP?| = logQWF = +3 (2 1) < 0.6. (28)

Thus, either bound can be used as a tight approximatiaoh,gf with the error being less than

0.6 bits/s/Hz. The error is negligible wheéd > 1 since R,, increases in logarithm in/. The
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tightness of the bounds will also be justified by our simolatiesults in Sectioh1V.

V. LOCATION OPTIMIZATION OF THE CIRCULAR ANTENNA ARRAY

In the previous section, the ergodic achievable rate of bitrarily located user and the average
achievable rate per user of the cell for uniformly locatedrasare derived whei!/ — oco. We
can see from the results that other than the transmit péwand the number of the distributive
antennasV/, the radius of the distributed antennatargely affects the average achievable rate.
In this section, we turn to derive the optimal radius of theuliarly distributed antenna array to
maximize the average achievable rate of the cell, which & @nthe most important measures
of wireless system performance.

In Theoreni B, both the upper and lower boung$;! and R”2, are derived for the average
achievable rate per user. The bounds are in closed-form lamansto be close to each other.
Thus, in the radius optimization, we aim at maximiziR§''. The same result can be obtained
if RP? is used since the differend@”? — R?' only depends om and is independent of, the

radius of the circular antenna array.

Lemma 2. The radius of the circular antenna array for the distributetissive MIMO system

that maximizesR?! is:

RZ
opt = 29
Tort to+ 1 (29)

wheret, is the solution of the following equation:
2 4 2%t — 1 =0, (30)

Proof: The derivative ofR?! in (21) with respect to- can be calculated to be:

dRBr  rlog,e R? R?
— _ - N In [ &= —
= 72 {(U 2)In (7’2 + 1) + (20 —2)In <7’2 1)} (31)

By making dRP! /dr zero, we have

RZ vvil RZ
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After replacing?? /r* — 1 with ¢ and rearranging the expression [nl(32), we obtain (30).

Next we show that the solution df(82), denotedrgs, is the maximum of?”'. From [31),

we can see tha(’”log2e> dR L is a decreasing function ef Thus we have(”og28> dRBl >0

rlog2 e

> (. Thus we have

whenr < r,,; and <”°g26)_ dﬁrl < 0 whenr > r,,. Notice that
dRP /dr > 0 whenr < r,,; anddRP' /dr < 0 whenr > r,,;. This ends the proof. ]
The equation in[(30) only depends on the path-loss expanantl can be easily solved offline
by many softwares such as Matlab. Using the result in Lemhthe2radius of the distributed
circular BS antenna array can be designed for the maximumag&eachievable rate for the
distributed massive MIMO system.
From [29) we have,;,/R = 1//t; + 1. Thus, the ratio of the antenna radius and the cell
radius depends on the path-loss exponeoily and is independent of the transmit poweand
the BS antennas siz€. This is very appealing in wireless network designs and @mgntation.
Based on this fact, we further note that the improvement efhirdware in distributed MIMO,

such as increasing the number of the distributed antennfisyat affect the optimal location

of the distributive antennas.

V. NUMERICAL RESULTS

In this section, we present numerical results to show thimpaance of the distributed massive
MIMO system with circular BS antenna array and justify thewaacy of our theoretical results.
The impacts of different parameters, such as the number ladotation of the distributive
antennas, the transmit power, and the path-loss exponertteoachievable rate are also in-
vestigated. We consider the uplink of a circular cell whos# radius is set as? = 1000
meters. There is a massive BS willf circularly distributed antennas located on a circle of
radiusr. There areK = 9 users. The users have the same transmit power, which is &t to
P xr¥ .. wherer,;; = R/2 = 500 meters. So, if a user is located 500 meters away from a BS
antenna, the average received SNR of the antenna from tih@suBe The normalization with

ry ., in the transmit power does not affect the behavior of the Etran curves but only affects
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the position of the curves on the axis. The small-scale channel fadinhg,. is generated as

circularly symmetric complex Gaussian with zero-mean amttvariance, thus Rayleigh fading.

A. Achievable Rate of an Arbitrarily Located User

In Figure[3 and Figur€l4, we show the simulated achievabke ghtan arbitrarily user and
compare with the derived asymptotic analytical resultslid{{3), as well as the closed-form
boundsR? ! in (I7) andR?? in (I8). We set- = 500 meters. Figurél3 shows the achievable rate
for different user locatiom, (the distance of the user to the cell center) and path-logsreent
v, while M = 300 and P = 10dB. Figure[4 shows the achievable rate for different antenna
numberM and user transmit powd?, while r, = 300 meters and = 3.6 [38].

We can see from the figures that the curves numerical caézulat [14-15) accurately predict
the simulated ones. The derived closed-form boundd_ih (bd) (8) are very close to the
simulated and numerically calculated achievable ratee figures show thafz?! is a lower
bound andR?? is an upper bound when > 4, while R?! is an upper bound an&”? is a
lower bound when) < 4, which confirms the results of (1L9).

Figure[3 also shows that the achievable rate is higher fgetgrath-loss exponent and smaller
distance between the user distamgeand the radius of the circular antenna arrayFor either
r, > r orr, < r, the achievable rate is a concave function-gfWe can see from Figufé 4 that
the achievable rate increases withh. For example, increasing/ from 100 to 400 brings an
achievable rate increase of abdéts at P = 10dB. For theP = 20dB case, increasing/ from
100 to 400 brings about an achievable rate increasd 23%. The achievable rate also increases
with P, the user transmit power. For example, increasthdrom 5dB to 20dB results in the

achievable rate increase of abats, at M = 300.

B. Average Achievable Rate of the Cell

In Figure[® and Figurél6, we show the average achievable mateuger of the cell, and

compare with the derived bound®®! in 1) and R?? in (22). We setr = 500 meters and
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The ergodic achievable rate of one user (Ry)

v=2.5

0 200 400 600 800 1000
The distance between the user and the cell center 7,

Fig. 3. Comparison of the analytical expressions and bowofhdse ergodic achievable rate of distributed massive MIMithw

simulation, whereK = 9, r = 500 meters,M = 300 and P = 10dB.

assume a practical urban scenario with the path-loss erpene 3.6. The user location are
randomly generated to be uniformly distributed in the cell.

It can be seen from both figures that the simulated achievatdeand the derived closed-form
bounds match well for all adopted values af and P. The average achievable rate of the cell
increases withl/, which indicates that increasing the number of the BS amtemmproves the
system throughput. For example, thé = 400 scenario achieves aboli% higher average rate
than theM = 100 scenario atP = 10dB. The average achievable rate also increases ith
For example, increasing from 4dB to 14dB brings an achievable rate advantage of al360

at M = 100.

C. Impact of the Location of the Circularly Antenna Array

Next, we show the impart of the radius of circular antennayair, on the average achievable

rate of the cell. Notice that the = 0 case corresponds to centralized massive MIMO system,
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22 T T T T T T T T
O Simulation

Analytical result in (14-15) P =20dB. . |

—A— Bound RP! in (17) P =5dB P=10dB \
—#— Bound R?? in (18) ;

Ergodic achievable rate of one user Ry

8 | | | | | | | |
50 100 150 200 250 300 350 400 450 500
Number of the BS antennas (M)

Fig. 4. The ergodic achievable rate of one user for diffefenwhere X' = 9, » = 500 meters,r,, = 300 meters, and = 3.6.

where the BS antennas are located at the center of the cell.

Figurel[T plots the simulated average rate of the cell and ¢niwetl bounds as functions of
for three cases: 1)/ = 150, P = 10dB, 2) M = 150, P = 20dB, and 3)M = 300, P = 20dB.
We setv = 3.6. The figure shows that the radius of the distributed antenrzey das significant
influence on the average rate of the cell and proper antencetido results in significant
improvement in average rate to the centralized case. Fongea increasing: from 0 to 750
meters boosts up the average rate by al3oit when M = 150, P = 20dB. The figure also
indicates that the optimal for different M/ and P remains the same, which is abdii) meters.
This conforms with our result in Lemnid 2 that the optimak irrelevant to the values af/
and P but only depends on.

To further understand the optimal radius of the circulareana array, employind (29) in
Lemmal2, we plot,,;/R, the ratio of the optimal antenna array radius to the cellusdor

different path-loss exponent, in Figdre 8. It can be seehitha/ R is bigger for larger. For
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T T T T T T

Average ergodic achievable rate of the cell R
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O Simulation
—A— Bound RP! in (21) P =20dB

=
[oe]

—%— Bound RP? in (22)

=

12

8 | | | | | |
50 100 150 200 250 300 350 400
Number of the BS antennas (M)

Fig. 5. The average ergodic achievable rate of the cell fiferéint A/ where K =9, » = 500 meters, and» = 3.6.

example, whenw = 3.5, r,,;/ R is 0.758, while it is 0.766 whenv = 4.0. Thus, as the path-loss is
larger, antennas should be installed further away from #llecenter for the maximum average
rate. For a giverv value, the radius of the circular antennas array shoulceasas linearly in
the cell radiusRk. We can also see that for anyec [2,6], r.,/R € [0.7,0.78]. This shows that
the optimalr,,;/ R value is far away from the centralized massive MIMO case,r&hgR = 0.
On the other hand, for differentvalues within the practical range € [2, 6]), r,,:/ R has small
change. Actually, for any € [2, 6], setting the radius of the circular antenna array as0.75R
will induce less tharb% loss in the average rate compared to the optimal radius. réBidgt is
useful in further simplifying the practical system desidrcocularly distributed massive MIMO

systems.
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Average ergodic achievable rate of the cell R

—=4A— Bound RP! in (21)
15

—— Bound RP? in (22)

14

13

0 2 4 6 8 10 12 14 16 18 20
Transmit power (P)

Fig. 6. The average ergodic achievable rate of the cell fiferdint P where K = 9, » = 500 meters, and = 3.6.

VI. CONCLUSIONS

In this paper, we have considered the uplink of a singlezellti-user distributed massive
MIMO system, where the BS equipped with a large number ofridigied antennas receiving
information from multiple users equipped with single am@nZero-forcing detection is used
at the BS. In order to analyze the achievable rate of the syste provided new results for
very long random vectors with independent but non-idetyiahistributed entries. Based on the
results, for circularly distributed base station antenmas derived analytical expressions of the
achievable rate of an arbitrarily located user and two dedsem expressions that bound the
rate from both sides. The tightness of the bounds were nigbygustified. From these results,
behavior of the system achievable rate with respect toréifeparameters such as the size of
the antenna array, the location of the antenna array, thelpss exponent, and the transmit
power can be understood. We also derived tight closed-favuntts for the average achievable

rate per user assuming that users are randomly located sethérom which the optimal radius
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o

Average ergodic achievable rate of the cell R
-
'S
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(o]

[N
(ep]

m

=
N

O Simulation
Bound RZ! in (21)

101 1
i Bound RZ? in (22)
8 | | | |
0 200 400 600 800 1000

Radius of the distributed antennas (r)

Fig. 7. The average ergodic achievable rate of the cell fiberdint» where M = 150, P = 10dB, M = 150, P = 20dB, and
M = 300, P = 20dB. We setK =9 andv = 3.6.

of the distributed antenna array that maximizes the averaigewas derived. Numerical results
were illustrated to justify our analytical results. Our Wwdras shown that multi-user distributed
massive MIMO largely outperforms centralized massive MIMQur derived results can assist
infrastructure providers in solving the fundamental peol of performance measurement and

antennas placement for distributed massive MIMO systengsaatice.

APPENDIX A

PROOF OFLEMMA 1

Let a; £ |p2-|2. Thusa;’s are independent and there exists a finite positive congtasuch

that

E{a;} =E{pi*} =07, E{a}} =E{pl'} <C. (33)
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Fig. 8. The relationship between,:/R and the path-loss exponent

The variance of the arithmetic mean @f, a-, . .., a), satisfies the following:
M M
1 1 C
CLT{Mi:EICLZ'} :Wizgl‘/ar{ai}gﬂ. (34)

From Chebyshev’s inequality, we have

M
S R ro M EIEE s
=1 =1

where [34) is used in the last step.

From the definition ofz;, we have
M

p pP=— lezl ——Z (36)

i=1

5}21— C. (37)

Using this in [35), we obtain
1 1 &
H 2
1 ZP{‘MP p—M;%

When M — oo, 1 — 7% — 1. Thus, Eq.[(B) is proved.

Me?
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Sincep; andg; are independent, we hal®{p/¢;} =0,:=1,2,..., M. Following the same

arguments in the proof of6), Ed.](7) can be proved.

APPENDIX B

PROOF OFTHEOREM 3

As shown in Figurd12, we us@ for the cell center. To help the derivation, we denote the
angle of the segment37,, (whereT,, is the location of thenth BS antenna) an@dU (where
U is the location of the user) as,,. The distance betweef,, andU, denoted ad),,, can be

expressed as

D,, = \/r2sin2am + (r cos vy, — ru)z. (38)

Without loss of generality, we assume that = 0 and the evenly circularly distributed BS
antennas are labeled such that = “—!27 for 1 < m < |&] and o, = (22 — 1) 27 for

(Y] <m< M. Let Aa £ 27

From Egs.[(R) and (38),

1 & 1 . 1
w2 2y
1 — .
= 5 Z [rzsin2am + (7 cos ayy, — ru)ﬂ 2 (39)
m=1
11 & .
- Z [rzsinzam + (7 cos ay, — ru)z} ZAa (40)
M A« —
o 1 [T . -~y
Mg Py / [7?sin® a + (rcosa — ru)ﬂ * da. (41)
T J 7
Employing [39, 2.5.16.38], we have, froin {41),
M
1 M—oo | 9 21— % r? + 7“3
M;ﬁmk I <I7’2—7“Z| ' “2)

By using [42) in [(8), Eq.L(114) can be proved. EQ.](16) can bessgbently obtained by using
Eq. [37, 8.912].
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To further illuminate the asymptotic result in_{41), we istigate the difference betwedn {41)

and [40). To help the presentation, we use the following trwta

[ SIS

fla) = [r*sin® a+ (rcosa — ru)ﬂ 27

For a € [0, 7], we can obtain via straightforward calculations that

of _ 27— %-1

P —v [7"2 sin® o+ (rcosa —1ry,) ] rrysina < 0. (43)
o

This shows thatf decreases witle when o € [0, 7]|. For the simplicity of presentation, we
assume thafl/ is even. The proof for odd/ is similar. The difference betweeh {41) and](40)

can be bounded as follows:

M
1 _v 1 7T
Liiss £ Aa E [7'2 sin? o, + (r cos a,, — ru)z} 2 Ao — Dy / f(a)da (44)
m=1 -

M

1 o 2173 L
=2 Z (7% sin® a4 (7 CO8 Qy — 1) Aa—g/o f(a)da (45)

MA«

m=1
:%ka (m]\}12w>%—2/f_{lf(a)da (46)
g% {f <mj\; 127r) _f (%%ﬂ % (47)
= Z110) = F(m) = —[(r — 1) — (r 7)) 1250, (48)

In obtaining [45), we use the symmetry ifi«r). This analysis shows that the difference
between [(41) and(40) is linear ih/M. For large but finite number of antennaks,](41) is a

tight approximation of[(40).

APPENDIX C

PROOF OFTHEOREM 4

Definez 2 Z2*"4  Notice thatz > 1 always. Using[[37, 8.882.1], we have

[r2—rgl”
r?+r2
Py <I7’2 - ri|) =P )
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-1

1 [7 3
:—/ (z+\/z’2—lcos<p>2 dp
0

T
-1 T /22 1 71

0 / <1+Zicosgo) dy
T Jo z
-1 r35 /72— 1 31 -1 pm /22— 1 31

_ / <1+ © COS(p) dg0+22 / <1+27cosgp) dy
T Jo z T Jx z
5=1 13 N 371 /72— 1 71

=2 / (1 + YT s @) + (1 _VE T s go) de. (49)
T Jo z z

g(v,2,0)

Next, we look for bounds foy (v, z, ). We derive the derivative of (v, z, ¢) with respect to

z as follows:
%g (v, 2, )
v_9 -2
v _ v2Z — 1 2 J2Z 1 2
= z%}ﬁ (1 + Zz cos go) — (1 — ZZ cos @) ] Cos . (50)

Sincez > 1, we havevz? — 1/z € [0,1]. Thus fory € [0, 7],

2g(v,z,0) <0 whenv <4
24 (v,2,¢) >0 whenv >4

We can subsequently boundw, z, ¢) as follows:

g(v,00,0) < g(v,2,0) < g(v,1,0) when2 <v <4 51)

g(v,1,0) < g(v,2,0) < g(v,00,¢0) Whent >v >4

Define

v

2;5_1 %
B, £ / g(v,1,@)dy
™ 0

= ’ 1+0 X cos %_1—1— 1—0xcosp)2 | dp=25"1
( ‘P) % 2
0

-1 3
By 2 - /g(v,oo,w)dso
0
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Sl rE 252 (z - 1),
27 v—2 — 2 2 7_1. 2
/0 2c08”" % (1) dt Tw-1 z2 (52)

The last step is obtain by using [37, 3.621.1] and [37, 8.B84.
From [49) and[(81)P: , (z) can be bounded as:

BlZPE_l(Z)ZBQ When2§U§4
’ (53)
BlSP%_l(Z)SBQ When62’024

By applying [53) in [Ib) and{14), the first two lines &f [19)nche obtained. For the special
cases ofv = 2,4, with the aid of Eq.[[3F7, 8.338.2], (1/2) = /m, ' (3/2) = \/7/2, we have

3

(1]

(2]

(3]

(4]
(5]

(6]

(7]
(8]

(9]

[10]

[11]

wl(v—1)

2§”*3F2(3_l

:—3) = 1. The two bounds are equal. Thus the last line[of (19) is proved

REFERENCES

A. Osseiran, F. Boccardi, V. Braun, K. Kusume, P. MargdhMaternia, O. Queseth, M. Schellmann, H. Schotten, H. &aok
H. Tullberg, M. A. Uusitalo, B. Timus, and M. Fallgren, “Seeios for 5G mobile and wireless communications: the vision
of the METIS project,”IEEE Commun. Magyol. 52, no. 5, pp. 26-35, May. 2014.

V. Jungnickel, K. Manolakis, W. Zirwas, B. Panzner, V.adBn, M. Lossow, M. Sternad, R. Apelfr ojd, and T. Svensson,
“The role of small cells, coordinated multipoint, and massMIMO in 5G,” IEEE Commun. Magyol. 52, no. 5, pp. 44-51,
May. 2014.

E. Telatar, “Capacity of multi-antenna Gaussian chésheéEurop. Trans. on Telecommvol. 10, no. 6, pp. 585-596,
Nov. 1999.

A. Sibille, C. Oestges, and A. ZanellMIMO: from theory to implementation Academic Press, 2010.

H. Liu, Y. Zhang and J. LuoDistributed Antenna Systems: Open Architecture for FuMifieeless Communications.
Auerbach Publication, 2007.

H. Zhu, S. Karachontzitis, and D. Toumpakaris, “Low cdaxity resource allocation and its application to disttéml
antenna systems|EEE Wireless Commun. Magepl. 17, no. 3, pp. 44-50 Jun. 2010.

W. Roh, “High performance distributed antenna cellut@tworks,”Ph.D. ThesisStanford Univ., 2003.

J. Wang, H. Zhu, and N. J. Gomes “Distributed antennaesgstfor mobile communications in high speed traitEEE

J. Sel. Areas Commuynvol. 30, no. 4, pp. 675-683, May 2012.

W. Roh and A. Paulraj, “Outage performance of the distigldl antenna systems in a composite fading channel,” in
Proc. IEEE Veh. Technol. Conf. (VTC) Fallol. 3, Sept. 2002.

L. Dai, “A comparative study on uplink sum capacity witlo-Located and distributed antennatfEE J. Sel. Areas
Commun. vol. 29, no. 6, pp. 1200-1213, Jun. 2011.

E. Park, S.-R. Lee, and I. Lee, “Antenna placement ojgaion for distributed antenna systemtEEE Trans. Wireless

Commun.yol. 11, no. 7, pp. 2468-2477, Jul. 2012.

August 8, 2014 DRAFT



[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

(23]

[24]

[25]

[26]

[27]

(28]

[29]

29

H. Zhu and J. Wang, “Radio resource allocation in mgkiudistributed antenna systemEEE J. Sel. Areas Commuyn.
vol. 31, no. 10, pp. 2058-2066, Oct. 2013.

T. Wu and P. Hosein, “Radio resource management stemtdgr distributed antenna systems,” Bmoc. IEEE Wireless
Commun. Netw. Conf. (WCNGCApr. 2010.

W. Feng, Y. Wang, N. Ge, J. Lu, and J. Zhang, “Virtual MIM@® multi-cell distributed antenna systems: Coordinated
transmissions with large-scale CSITEEE J. Sel. Areas Commuynvol. 31, no. 10, pp. 2067-2081, Oct. 2013.

T. L. Marzetta, “Noncooperative cellular wireless kitnlimited numbers of base station antenndEEE Trans. wireless
Commun. vol. 9, no. 11, pp. 3590-3600, Nov. 2010.

C. Artigue, P. Loubaton, “On the precoder design of fedifig MIMO systems equipped with MMSE receivers: A large
system approach/EEE Trans. Inform. Theorwol. 57, no. 7, pp. 4138-4155, Jul. 2011.

A. Pitarokoilis, S. K. Mohammed, and E. G. Larsson, “Ore toptimality of single-carrier transmission in largelsca
antenna systems|EEE Wireless Commun. Letiol. 1, no. 4, pp. 276-279, Aug. 2012.

H. Huh, G. Caire, H. C. Papadopoulos, and S. A. Rampdistichieving massive MIMO spectral efficiency with a
not-so-large number of antennatZEE Trans. Wireless Commuynol. 11, no. 9, pp. 3226-3239, Sep. 2012.

F. Rusek, D. Persson, B. K. Lau, E. G. Larsson, T. L. MaazeO. Edfors, and F. Tufvesson, “Scaling up MIMO:
Opportunities and challenges with very large array8EE Sig. Proc. Mag.vol. 30, no. 1, pp. 40-46, Jan. 2013.

H. Q. Ngo, E. G. Larsson, and T. L. Marzetta, “Energy apécdiral efficiency of very large multiuser MIMO systems,”
IEEE Trans. Communvol. 61, no. 4, pp. 1436-1449, Apr. 2013.

J. Hoydis, S. ten Brink, and M. Debbah, “Massive MIMO i.ADL cellular systems: How many antennas do we need?”
IEEE J. Sel. Areas Commurvol. 31, no. 2, pp. 160-171, Feb. 2013.

H. Yang and T. L. Marzetta, “Performance of conjugatel aero-forcing beamforming in large-scale antenna systems
IEEE J. Sel. Areas Communol. 31, no. 2, pp. 172-179, Feb. 2013.

F. Fernandes, A. Ashikhmin, and T. L. Marzetta, “Intai interference in noncooperative TDD large scale ardgenn
systems,"IEEE J. Sel. reas Commuynvol. 31, no. 2, pp. 192-201, Feb. 2013.

R. Aggarwal, C. E. Koksal, and P. Schniter, “On the desif large scale wireless system&EE J. Sel. reas Commun.
vol. 31, no. 2, pp. 215-225, Feb. 2013.

H. Q. Ngo, E. G. Larsson, and T. L. Marzetta, “The muliiceultiuser MIMO uplink with very large antenna arrays and
a finite-dimensional channellEEE Trans. Communyol. 61, no. 6, pp. 2350-2361, Jun. 2013.

T. Datta, N. A. Kumar, A. Chockalingam, and B. S. Rajaf,rfovel Monte Carlo sampling based receiver for large-scale
uplink multiuser MIMO systems,IEEE Trans. Veh. Technolvol. 62, no. 7, pp. 3019-3038, Sep. 2013.

J. Zhang, C.-K. Wen, S. Jin, X. Gao, and K.-K. Wong, “Omasity of large-scale MIMO multiple access channels with
distributed sets of correlated antennd&EE J. Sel. Areas Communol. 31, no. 2, pp. 133-148, Feb. 2013.

M. Matthaiou, C. Zhong, M. R. McKay, and T. Ratnarajalgutn rate analysis of ZF receivers in distributed MIMO
systems”IEEE J. Sel. Areas Communol. 31, no. 2, pp. 180-191, Feb. 2013.

A. Ozgur, O. Leveque, and D. Tse, “Spatial degrees afdoen of large distributed MIMO systems and wireless ad hoc

networks,”|IEEE J. Sel. Areas Commurvol. 31, no. 2, pp. 202-214, Feb. 2013.

August 8, 2014 DRAFT



[30]

[31]

[32]

[33]

[34]

[35]

[36]

[37]

[38]
[39]

30

H. Yin, D. Gesbert, L. Cottatellucci, “Dealing with ietference in distributed large-scale MIMO systems: a sttasl
approach,” to appear oltEE J. Sel. Topics Signal Proces2014. [Online]. Available; http://arxiv.org/abs/136674.

J. Joung, Y. K. Chia, and S. Sun, “Energy-efficient, &asgale distributed-antenna system (L-DAS) for multiders,” to
appear orlEEE J. Sel. Topics Signal Proces2014. [Online]. Available: http://arxiv.org/abs/131870.

W. Feng, X. Xu, S. Zhou, J. Wang, and M. Xia, “Sum rate eeterization of distributed antenna systems with circular
antenna layout,” irProc. IEEE 69th Veh. Technol. Conf. (VTC) Sprirgr. 2009.

S. Firouzabadi and A. Goldsmith, “Optimal placementdidtributed antennas in cellular systems,”Rmoc. IEEE 21th
Signal Processing Advances in Wireless Communication8W&R Jun. 2011.

L. Han, Y. Tang, S. Shao, and T. Wu, “On the design of améelocation for OSTBC with distributed transmit antennas
in a circular cell,” inProc. IEEE International Conference on Communications@Q)CMay. 2010.

S. Cui, A. J. Goldsmith, and A. Bahai, “Energy-efficigraf MIMO and cooperative MIMO techniques in sensor netwbrks
IEEE J. Sel. Areas Communol. 22, no. 6, pp. 1089-1098, Aug. 2004.

W. Choi and J. Y. Kim, “Forward-link capacity of a DS/CDM system with mixed multirate sourceslEEE
Trans. Veh. Technolvol. 50, no. 3, pp. 737-749, May 2001.

I. S. Gradshteyn and |. M. RyzhiKable of Integrals, Series, and Products, 7th Eécademic Press, New York, 2007.
D. Tse and P. Viswanatlsundamentals of Wireless CommunicatiolCambridge University Press, 2005.

A. P. Prudnikov, Y. A. Brychkov, and O. |. Marichelntegrals and Series, Volume 1: Elementary Function&ordon

and Breach Science Publishers, 1986.

August 8, 2014 DRAFT


http://arxiv.org/abs/1310.6674
http://arxiv.org/abs/1312.1870

	I Introduction
	II System model and Asymptotic Achievable Rate Analysis
	II-A Multi-User Distributed Massive MIMO System Model
	II-B Asymptotic Achievable Rate Analysis

	III Asymptotic Analysis for the Achievable Rate of Circularly Distributed Antennas
	III-A Asymptotic Achievable Rate of an Arbitrary User for Circularly Distributed Massive MIMO
	III-B Asymptotic Average Achievable Rate of the Cell for Circularly Distributed Massive MIMO

	IV Location Optimization of the Circular Antenna Array
	V Numerical results
	V-A Achievable Rate of an Arbitrarily Located User
	V-B Average Achievable Rate of the Cell
	V-C Impact of the Location of the Circularly Antenna Array

	VI Conclusions
	Appendix A: Proof of Lemma 1
	Appendix B: Proof of Theorem 3
	Appendix C: Proof of Theorem 4
	References

