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Abstract

Caching the popular multimedia content is a promising waynteash the ultimate potential of
wireless networks. In this paper, we contribute to propgpsind analyzing the cache-based content
delivery in a three-tier heterogeneous network (HetNellens base stations (BSs), relays and device-to-
device (D2D) pairs are included. We advocate to proactigathe the popular contents in the relays and
parts of the users with caching ability when the network fspefak. The cached contents can be reused
for frequent access to offload the cellular network traffite hode locations are first modeled as mutually
independent Poisson Point Processes (PPPs) and the comaspcontent access protocol is developed.
The average ergodic rate and outage probability in the dowrdre then analyzed theoretically. We
further derive the throughput and the delay based onntbkiclass processor-sharing queue model
and the continuous-time Markov process. According to thical condition of the steady state in the
HetNet, the maximum traffic load and the global throughptuh gae investigated. Moreover, impacts
of some key network characteristics, e.g., the heterogenéimultimedia contents, node densities and

the limited caching capacities, on the system performaneelaborated to provide a valuable insight.
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. INTRODUCTION

The total mobile data traffic of 2020 will increase 1000 tingesnpared with the 2010 traffic
level [2]. Despite the deployment of the fourth generatiaongs Term Evolution (LTE) and
LTE-Advanced systems, the rapidly increasing wirelesa di@mands overwhelms the through-
put increase that the wireless network could afford. Vagiaunovative throughput-increasing
methods have been investigated to tackle the ever-growirgless data challenge, such as the
heterogeneous network (HetNet) [3] and the cache-enallegtct-centric network [4]=[6]. The
state of the art is elaborated in the perspective of the tyweds respectively in the following.

HetNets, bringing the network closer to users. One widely regarded as the cornerstone
technology is denser node deployment, including macro btgen (BS), micro BS, pico BS,
femto BS and relays. Such a HetNet decreases the distanaedretBSs/relays and users,
and thus increases the area spectral efficiency, yieldiagrntrease of network capacity| [7]-
[9]. However, the exponential growth in traffic also regsirtae high-speed backhaul for the
connection of different type of BSs/relays and content esesry10], [11].

Cache-enabled content-centric networks, bringing the content closer to users: It has been
shown that’0% of the wireless traffic is from multimedia contents, e.gdeos [2]. Meanwhile,
the multimedia contents are not accessed with the samecineguOnly a small fractiorb(—10%)
of “popular” contents are consumed by the majority of the'sisend the less popular contents are
requested by a much smaller number of user$ [12]. Moreookowing the uncannily accurate
Moore’s law, a tremendous amount of computing and storageaity is held by the intelligent
terminal devices and networks. As such, the popular contestt be cached in BSs, relays and
devices, bringing the content closer to users. It allowssus®eaccess to the cache-enabled nodes
and reduces the duplicate content transmissions, mitigatie over-the-air traffid [13].

Therefore, taking advantage of the caching capability iwithe wireless HetNet, the content

diversity and network diversity can be exploited to reli¢hre burden of the fast growing traffic

[4], [14], [5].

A. Related Work

The role of the caching technology in the fifth generation )(3@eless network is demon-
strated in [[13], [[14]. Urs Nieseet al. investigate a large wireless caching network with the

hierarchical tree structure of transmissions, and scaésglts on the capacity region are derived.



An arbitrary traffic matrix and cooperative transmissiomsraarbitrarily long links are assumed
[15]. [16] introduces the distributed caching at the mac&sBo improve the network capacity
and reduce the video stalling. The authors/of [10] advoaatet up relays with caching ability
in the cellular network to reduce the access delay. The nbmpi@acement scheme has received
significant attention, e.gl, [17] proposes a novel codetlioagcscheme to improve both the local
and the global caching gain. [18] considers the scenarigevaeiser in the overlapping coverage
area can connect to any of the stations covering it. The @ptoaching strategy maximizing
the caching hit ratio is formulated by solving the Geograpbaching Problem. Optimal request
routing and content caching are investigated in [19] to mime the average content access delay.
In [20], the energy consumption is minimized by approphaigre-caching popular contents.
[21] studies how to disseminate the content via cellulahar and Wi-Fi sharing to trade off
the dissemination delay and the energy cost. Based on thtentgoopularity, the cache-based
multimedia content delivery scheme is proposed and andliyz¢5]. Terminal users can share
the received content via opportunistic local connectitityoffload the traffic of cellular links in
[22]. [23] exploits redundancy of user requests and theag®icapacity of terminal devices via
dividing the cell into virtual square grids.

However, in the current research of caching, the assumpmifoglobal knowledge of the
stationary network topology and the node connectivity brép critical, and the regular grid
network model is too optimistic and idealistic to fully capt the randomness and complexity
of node locations in the HetNet nowadays. Different from titaglitional system model, lots of
researches have pointed out that the node location obeysBfReRd of regular hexagonal grid in
realistic HetNet[[7],[[8], [24],[25]. Two tiers of BS locatns are modeled as independent PPPs
in [26], where joint resource partitioning and offloading analyzed in the HetNef. [27] studies
the optimal node density in homogeneous and heterogeneemsarsos by modeling cellular
networks with PPP. The authors in_[28] model the node lonatiof the multi-tier HetNet as
mutually independent PPPs, and analyze the system periceria terms of the average rate.
[29] takes the limited backhaul into consideration to amalthe performance of the homogeneous
cache-enabled small cell network, where the nodes of thdl f@se stations are stochastically
distributed. A constant service rate is assumed when the ¢é@ be found in the local cache
and the downlink capacity exceeds the thresholdl_In [3@]fodit circular clusters are scattered

based on the hard-core PP. Requesting users and cacheenabls are distributed with two



independently homogeneous PPPs. The requesting useims titl#acontent from cache-enabled
users in the same cluster via the out-of-band device-tacdgD2D) in the cellular network.
Furthermore, the traditional fetching and reactive cagimrethods doesn'’t intelligently utilize
the service characteristic such as the traffic redundandytfa content popularity. Few studies
considers the scenario where the radio access network (RAbhing and the D2D caching
coexist. Meanwhile, the performance of the wireless caaper caching HetNet is not yet
fully investigated. How much performance improvement altjucan be reaped via the caching

technology is urgent to be answered theoretically.

B. Contributions

Towards these goals, in this paper we analyze the schemevhigat the network load is off-
peak, the most popular contents can be cached at the nodeeadcasting. The BSs, relays and
cache-enabled users are cooperative to transmit conteth® iHetNet. The main contributions

of this paper are summarized as follows:

« We consider the limited caching ability of both relays andgaf the users. Popular contents
are cached when the network is off-peak. Besides the celtlaamunication, there exists
the local content sharing links from the cache-enabled tostre users. When a user triggers
a request, it can be responded by BSs, relays or the cachédnasers.

« We model the node locations (BSs, relays and users) of tlee-tier HetNet (BSs-users,
relays-users, users with caching ability-users) as mytiradlependent PPPs. The content
access protocol is then proposed, based on which the tieciaisn priority is formulated.

« We derive analytical expressions of the average ergodécanadl outage probability for users
in different Cases. Then with the modeling of the requestarand departure process at the
service node as multiclass processor-sharing queue, the throughput and delay of different
classes are further analyzed based on the continuous-tiankoM process.

« We propose thateady ruler and the critical point for the HetNet to keep steady, acewdi
to which the throughput and the maximum traffic load over thére network are then
evaluated. Moreover, impacts of the cache-enabled usangertt popularity and the limited
storage capacity on the network performance are analyzed.

The remainder of the paper is organized as follows: In Sediiowe formulate the three-

tier HetNet architecture and elaborate the tier assoaigtitority based on the content access



protocol. The average ergodic rate and outage probabrgydarived in Section Ill and Section
IV. The performance gain in terms of the throughput and thHaydare analyzed in Section V.

In Section VI, numerical results are presented. Finally,ge our conclusions in Section VII.

II. SYSTEM MODEL AND PROTOCOL DESCRIPTION

In this section, we first model the nodes of the three-tieNdetas mutually independent PPPs
with different densities. Then the cache-enabled contergss protocol is described. Afterwards,

the probability of the tier association priority and thetstaf users are derived.

A. Network Architecture

Consider a three-tier wireless HetNet consisting of a nunobenacro BSs, relays and users
as illustrated in Figl]l. The nodes of theh tier (¢ = 0,2,3 for the users, relays and BSs,
respectively) are deployed based on an independent horeogePPR); with intensity \; [[7],

[8], [26]. Note that in the practical system there are moersithan relays or BSs, so we consider
Ao > A9 > A3 in this paper. There ar& multimedia contents on the multimedia server, where
all the contents are assumed to have the same size[bits]. Each of the relays has a limited
caching storage with the size 6f, x S [bits], but only a part (e.g., thé < o < 1 proportion) of
the users has caching ability and the corresponding si2é, is S [bits), and M; < M, < N.
According to Poisson processes, the locations of the canhbled users are distributed as a
thinning homogeneous PPP with density= a\,.

It has been observed that people are always interested mdakepopular multimedia contents,
where only a small portion of the contents are frequentlyeased by the majority of usefs [12].
The higher ranking of a multimedia content, the greater dggiested probability. The popularity
of the i-ranked content can be modeled by the Zipf distribution dsvio[b], [12], [31]

fi = %7
> 17

where~ > 0 reflects the skew of the content popularity distributioneTarger~, the fewer of

(1)

popular contents accounting for the majority of the recgiest

B. Cache-enabled Content Access Protocol

A high-capacity wired backhual solution can be used for tbenection link between BSs

and relays, e.g., optical fiber. When the network is at lowWitréoad, e.g., the traffic load in the
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Fig. 1. Cooperative caching in heterogeneous networks:pldteon the top right side is a snapshot of different nodesayepl
with PPPs: BSs (red circle) are overlaid with relays (greecle). Parts of users (black circle) have caching abilitye others

(black rectangle) do not. The structure of a typical BS celhighlighted in the lower plot.

nighttime, the most popular contents can be cached at tagsrelnd the cache-enabled users
via broadcasting [29]. All the cache-enabled users staesttme copy of the contents until the
caching storage is fully occupied, and those cached inrdifterelays are also the same.

When a user requests a multimedia content, it first checksh&hehe caching storage is
available in its local devices. If the requested contentaished in its caching storage, the user
can obtain the content immediately; otherwise, the useesscthe “closest” node. Here, we
define the node providing the maximum received power as tlesést” node of a requesting
user. The user’s received power is definedlas [7], [27], [28],

C; = vB;Pr;”, (2)

where P, for i = 1,2, 3 is the transmit power of the node in tli¢h tier. Wheni = 1 it means
the user gets the content from a cache-enabled user via thé sbaring link such as D2D
[6] [23] [B0] [B1] considered in this papefi > 2 denotes the path-loss exponent ands the
distance between the requesting user and its closest ndte wth tier. v denotes a propagation
constant and is normalized asn this paper. For clarity, the association bigsof the i-th tier
is assumed to be 1. Thus, the closest noderganax; C;. As a result, there are four content

access Cases in the three-tier HetNet as described below.



Case 1. The requesting user does not have caching ability, and isoanessfully obtain the
requested contents from the closest node (BS, relay or ttieeesnabled user).

Case 2. The requesting user has caching ability, but the requesiatkit is not cached in
its local caching storage, which means all the cache-edalders do not store the requested
content. Thus, only the closest node in the relay or BS tiarreapond to the request.

Case 3. The requesting user does not have caching ability, and dtsest node is a cache-
enabled user. However, the corresponding cache-enabkeddegs not cache the requested
content due to the limited caching storage. So the requesier needs to obtain the content
from the closest node in other tiers, i.e., the relay or BS.

Case 4. The requesting user has caching ability, and it can obtamrequested content from
its local caching storage immediately.

The HetNet without caching is considered as a baseline sngaper. In the baseline, neither
users nor relays have caching ability. Therefore, BSs cootgre-broadcast the popular contents
to the users and relays. And the local sharing links (D2D) ragnosers can not work at this
time. If the closest node of a user is a relay, the relay needstth the content from the BS
via wired backhaul firstly and then forwards it to the userthié closest node is a BS, the BS
responds the user’s request. Similarly, in the caching owwf the content is not cached in the
relay, aBackhaul-needed (BH-needed) event happens and the relay needs to fetch the content
from the BS via the backhaul firstly; otherwise, tBackhaul-free (BH-free) event happens and

the relay can respond the request immediately without tlo&Hzaul.

C. The Probability of the Tier Association Priority

As described above, the locations of users, BSs and relays@deled as mutually independent
PPPs. Therefore, the probability that there areodes in areal with radius ofr is given by

6—7rr2)\2- (WTQ)\Z'YL
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wheren = 0,1,2,... andi = 0,1,2,3. Without loss of generality, according to Slivnyak’s

theorem [[24], we conduct analysis on assumption that treee typical user with or without

caching ability at the origin of the Euclidean area, and iteigarded as the reference user.
We first analyze the scenario where the reference user dadsgwe caching ability with the

probability of 1 — «. So the probability that the distance between the refererseg and its



closest cache-enabled user is larger thars

2

P(y>r)=P0iny|r) = e ™", 4)

Therefore, the probability density function (PDF) of thetdnce from the reference user to the
closest cache-enabled user is given by

puiey = 20200

Similarly, the PDF of the distance from the reference usatstealosest relay and BS are

= 2T\ e~ (5)

fr,(ri) = 27T)\Z-7’Z-e_7r)‘“”?,i = 2,3, (6)

respectively. As a result, the joint PDF can be given by

IR
JRyRoRs (11,72, 73) (H 2w\ 7"2) =1, 7)

To derive the main conclusions in the following, we first ddes the generalK-tier HetNet
with PPPs with parameters andP,,i = 1,2, ..., K. DenoteC},,i = 1,2, ..., K, as the maximum
received-power from the-th tier, wheret; € {1,2, ..., K} means that the value of the maximum
received-power from the-th tier is rankedi-th. We thus have the following proposition.

Proposition 1: The probability ofCy, >Cy, >...> (. is
-1

K-1 K )\ P
P(Cy, >Cp>...>C ) = H [Z )\tm (;m) .
n=1 tn t
Proof: See Appendix A. .

For the three-tier HetNet of this paper, the probabilityof> C; > Cy,i # j # k € {1,2,3}

is then given by
29—-1r 3 29—
V! 3 N, [P\ ?
1+ 2522 E 2
N <Pj) L:l Ai (B)

We observe from[(9) that the reference user without cachiilgyaprefers to obtain the content
from thei-th, j-th, andk-th tier in turn with probability ofP(C; > C; > Cy). PropositiorLIL can

P(C; > C; > Cy) = 9)

be further extended to the following lemma.
Lemma 1. The probability that the reference user without cachingdjtstprefers to associate
with the i-th tier at first in theK-tier HetNet is

K
Gri = P(C; >{1r71La>Z<C [Z)\_m( m)

(10)




Proof: See Appendix B. [ ]
So in the three-tier HetNet, the probability that the refieee user without caching prefers to
get the content from théth tier at first is

3 27 =
N (P
G = [}jA—; (#)

j=1

(11)

Likewise, as to the scenario where the reference user iseeatéibled, the probability of
C; > Cj,i 7&] € {2,3} is

3

oo [ ()’

j=2

(12)

Equation [1R) means that the reference user with cachirlgyapiefers to obtain the content
from thei-th, j-th tier in turn with probability ofP(C; > C;) when the requested content has
not been cached in the local cachi®tfC; > C; > Cy) andP(C; > C;) will be denoted a; ;
andP; ; respectively for convenience in the following. Accordirgg(fL1) and [(1R), we find that
the tier association priorities are different when the userache-enabled or not. Users prefer

to connect to the tier with higher transmit power and nodesign

D. The Density of the Active D2D Transmitters

In the subsection above, we have analyzed the tier assmtigtiority merely based on the
geographical locations, where the detailed impacts ofith#dd caching space and the content
popularity are not considered. Defii¢ € {Case 1, Case 2, Case 3, Cageas the Case the
user may be active in. Lét’ € {Tier 1, Tier 2, Tier 3, Locgl be the node where the user can
obtain contents. LellV’ € {BH-needed, BH-free} describe whether the backhaul is needed for a
user to access the content successfully. We only consigéewited backhaul between the BS
and the relay, the impacts of the backhaul from the multimeeéirver to the BS are out of the
scope of this paper. Denote= (C, T, W) as the state of the user. Probabilities of differgnt
are listed in Tabléll, where we rewri@jﬁ’:a fi as F(a,b) for simplification. Assign the value
in the i-th 7 € {2,3,...,9} row j-th j € {3,4,...,6} column of Tabldll to the elemend,_; ;_»
of a matrixDgy.

Based on Tablél I, the probability that a user obtains theerrguccessfully via the D2D
link is G31(1—«)F(1, M), i.e., Dy ;. So the density of users to be served by D2D transmitters
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TABLE |

PROBABILITIES OF THAT THE USER IS ACTIVE IN DIFFERENT STATES

Plx = (C, T, W)] Tier 1 (D2D) Tier 2 (Relay) Tier 3 (BS) L ocal
Case 1 BH-free |Gs1(1—a)F (1, M) Gs2(l—a)F (1, M2) Gs3(l—a) 0
BH-needed 0 Gs2(1—a)F(Ma+1,N) 0 0
Case BH-free 0 P2 3aF (M;+1, M) P32aF (M;+1,N) 0
BH-needed 0 P2 s (Ma+1,N) 0 0
Case 3 BH-free 0 P123(1—a)F(Mi41, Ma) | P13 2(1—a)F(M;+1,N) 0
BH-needed 0 P19,3(1—a)F(Ma+1,N) 0 0
Case 4 BH-free 0 0 0 aF (1, M)
BH-needed 0 0 0

(TXs) is \gGs 1 (1—ar) F'(1, M;). However, the density of the cache-enabled usegds which is
the maximum density of D2D TXs. Defing as the density of the actually active D2D TXs. If
a small fraction of users have caching ability, in the cogeraf a cache-enabled user, there is
at least one user to be responded via the D2D link, i.e., thaigge)\] is a)y. At this time the
number of D2D links are limited by the number of cache-emhlsers. All of cache-enabled
users should be active as D2D TXs to satisfy the demand foD#i2 link. However, if most of
users are cache-enabled, some cache-enabled users may&oagy user in the corresponding
coverage. The density of cache-enabled users active as DBDsT, = (1 —a)\gGs1F(1, M),
which is smaller thar)y. At this time the number of D2D links are limited by the number
of the users without caching ability, and not all of cached#ed users are active as D2D TXs.

Thus, the node density of the active D2D TXs can be given by
)\/1 = min{Oé)\o, (1 — Oé))\ogg’lF(l, Ml)} . (13)

We definea* as the critical point deciding whether all of cache-enahledrs need to be
active as D2D TXs. Let\y = (1 — a)X\Gs1 Si% f; we get the critical point,

a* =max{0, [F(1, M) — h] [1 + F(1, M)}, (14)

whereh = 7, i—g(%’)%. From [I) we observe that whether all the cache-enablethesel to

be active as D2D TXs is jointly decided by the user cachindjtalfi)/;), the content popularity

(7), the transmit powerH,), the node densityX;) and the path-loss exponemt)( o* increases
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with the increase of\f;,~ and 3. Then equation (13) can be rewritten as

I v (15)
(1 —a)XGs51F (1, M), a>a™
Next, we introduce another variablewhich decides the maximum density of the D2D TXs in
the network with variousv. Based on the first derivative 0t — o) \oGs 1 F'(1, M;) with respect
to o we can getv = vh2 + h — h. The density of the D2D TXs increases within the region
[0, @] and starts to decrease fram It implies at mostv D2D links can be set up in unit area.
For the other two tiers, as considered above that all thegsedad BSs are fully loaded and
active when), > )\, > A3, the actually active node density of the BSs and relays eguede
corresponding node density, .8, = \; for i = 2, 3. Therefore, the nodes of the actually active
D2D TXs, relays and BSs are scattered according to mutuadlgpgendent homogeneous PPPs

®;,i =1, 2,3 with the density\, respectively.

[1l. THE AVERAGE ERGODIC RATE

The average ergodic rate in the downlink is analyzed in thidign. Specifically, the com-
munication link between the relay/user and the requestsey is assumed to share the same
frequency with that from the BS to the users, yielding theri@rence. There exist two types of
interferences, namely, the inter-tier and the intra-tntéeiference. The full load state of the BS
and relay is considered and user requests arriving at the samice node are responded one
after the other in a round-robin manngér [7]. We shall noté tha rate analyzed in this Section
refers to that over the air, and the effect of the backhaul véilconsidered in Sectidnl V.

Therefore, the signal-to-interference-plus-noise ré8iNR) of the reference user associated
with the node in the-th tier is

SINR,(z) = . Pz‘gi,Ox_B N figi,ox_ﬁ N Pigz}Ox_B’ (16)
> 2 BihplYi 7P+ 0 _1fj +0? '

j=1 k:e<I>j\B,L-,0 J

whereo? denotes the power of the additive noiseis the distance between the reference user
and its serving nodey;, , and h;;, denote the channel power gain. Here, we consider Rayleigh
fading channels with average unit power, yieldigg, ~ exp(1),h;, ~ exp(1). |Yx| is the

distance between the reference user and its interferingsvodn the j-th tier. I, denotes the
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cumulative interference from thgth tier. We define the average ergodic réfei = 1,2, 3 of
the reference user when it communicates with thie tier as [7], [8], [25], [26], [28],

U; = E, [Esing, [IN(1 + SINR;(2))]]. (17)

Here, the unit of the average rate is nats/s/Hndt= 1.443 bits) to simplify the analysis. The
average is taken over both the channel fading distributimhtae spatial PPP. The ergodic rate
is first averaged on condition that the reference user is astarttex from its serving node in
the i-th tier. Then the rate is averaged via calculating the egbien over the distance. The

metric means the average ergodic rate of a randomly chosgnagsociated to theth tier.

A. The Average Ergodic Rate in Case 1

DenoteX; as the distance between the reference user and its servilegafidier:. Based on

the proof in [28], we can obtain the PDF a&f; as follow,

.y 6—wzx( 1) %2
g3z .

fx,(r) = (18)

Then we have the following theorem.
Theorem 1. The average ergodic rate of the reference user associatedheii-th tier (i =
1,2,3)in Case 1is
2T\ . o, TN AL+ (M —A1)Gs 1} }
;= ex , —1)o*— 1 ’ dtdz. (19
17 g3z / / Z p{ z (6 )U 9371' + )\121—1<€t_1) z ( )
Proof: See Appendix L. [

Since the node densities are typically quite high in the Hétkhe background noise is far

smaller than the interference power. The interference midant and the noise can often be

neglected, i.e(c* — 0), then the rate is further simplified to

- 1
ul,i :/ 7 dt (20)
0 1+ A1+(A]—A1)G31

2 et1)

According to [1b), equatiori_(20) can be further rewritten as

oo

1 *.
mdt, a <

Ui ={ oo " L (21)
/ [1 -+ (]_ -+ I?Tagil Z fz — 9371) Zl(6t—].):| dt, « Z o,
0 i=1
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Equations[(20) and_(21) reveal that when the interferenagominant, the average ergodic
rate in Case 1 is independent on which tier the user connectMaéreover, from [(21) we
know that, when the interference is dominant and the fractb the cache-enabled users is
small (i.,e,a < a*), the average ergodic rate keeps constant. On one hand, tthe&eaaps
constant wheny varies in the region of0, «*] such that all of the cache-enabled users should
be active as D2D TXs. Higher density of D2D TXs gets the cantdoser to users while
adding additional interference caused by the increase ®fQX2D pairs. On the other hand,
the rate keeps constant independently on system paranseigisas the transmit powét: and
node density. This means that raising the transmit powereorice node densities increases
the desired signal power and the interference by the sameramand they offset each other.
However, the parameters affect the number of simultangactive nodes in unit area. As an
example, with largery and caching abilityl/;, more users can get contents via the D2D link or
immediately from their local caching, yielding the chandehe sum rate of the cache-enable
network. However, when > o*, the average ergodic rate increases with the increasebased
on (21). It is because the distance between the user and tBeTDRis reduced with larger
number of cache-enabled users, but not all the cache-ehabérs need to be active as the D2D

TXs at this time, breaking the balance between the desiggthspower and the interference.

B. The Average Ergodic Rate in Case 2

Similar to [18), the PDF of the distance between the referarser and its serving node of

tier 7 in Case 2 is

~ 2m A _WXS:AJ(%>%$2
Frofa) = 2 %ge 5

We then calculate the average ergodic rate for Case 2 asvfollo

i J €4{2,3} 17 ] (22)

irj
Theorem 2. The average ergodic rate of the reference user associatedhei:-th tier (i =
2,3) in Case 2 is

2r\; [ T2 A Gs
Uy ;= . zexpld —xP P (el—1)g? = =22 1+ 2 (el =1+ = Zs(a dtdz.
=[] p{-ap e e T e el

(23)
Proof: See AppendixD. [
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When the interference is dominant, i.e — 0, we obtain

o 1
Uy = / VRS dt. (24)
01+ 2Z(et—1)+ 21 Z5(a)

AL
A1 1-G31

According to [I5), [(2Z4) can be rewritten as

L g dt, a < ok
0 HZi(et-1)+ =5 < 22(a)
-1 (25)

/ [1 + Zl(et—l) al(lagi311 Z fiZa(a)| dt, a>a*.
0 i=1

Compared[(25) with[(21), we find that the average ergodic odt€ase 2 is smaller than

Ui =

that of Case 1. D2D TXs bring out additionally unnecessatgrfarence to the users in Case 2,
decreasing the rate. According {h]), whena < o*, the average ergodic rate in Case 2 decreases
with the increase ofr becauséy; ; increases with the.. Furthermore, set the first derivative of
U,,; with respect too to zero, we can get a critical poiat, which exactly is the point getting
the maximum number of active D2D TXs explained in subsedliddl The number of active
D2D TXs increases monotonically with the increasenofvhena < @; otherwise, it decreases
monotonically wherv > @. More active D2D TXs lead to more unnecessary interfereadbd
users of Case 2. Therefore, the rate continues decreasthgtivei increase ofr in the region

[a*, & but it starts to increase from. On the whole, the rate in Case 2 decreases in the region
[0,a] and then increases from. Any of the network parameters such as the node densjjy (
the content popularityy(), the transmit power#,), the path-loss parametef)(and the caching
ability (M;) can affect the trend of the rate in Case 2.

C. The Average Ergodic Rate in Case 3
Based on the definition of Case 3, we have > C; > Cy,(j,k) € {(2,3),(3,2)}. As

described aboveX; is the distance between the reference user and its closels¢-emabled
user. LetY; be the distance between the reference user and its closgstimahe;-th tier for
j =2,3. Then the joint PDF oft, y in Case 3 is

4 j P = P
fX1,Y: (xvy) = Mexp{_ﬂ-)\le - ﬂ-)‘jy |: + )\k( k)B:| }7 If y>( )
J 1 )\ P Pl

=

x. (26)

If y<( )63'; fx.v;(z,y) = 0. The proof is derived in AppendixlE. As a result, we obtain the

following theorem,
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Theorem 3. When the interference is dominant, the average ergodiofates reference user
associated with theg-th tier (j = 2,3) in Case 3 is

oo rl _ -1
“ﬁf//) %ﬂi%ﬁ : Sdudt. 27)
Y e o)

Proof: See AppendixF. [
We can observe that when the interference is dominant, tleeage ergodic rate of the

reference user in Case 3 is also independent on which tieuske connects to. Furthermore,
denotel, as the average ergodic rate of the reference user in Cdgesfall be considered as
a extremely fast speed with which the user can read out theectsnfrom its local caching disk
immediately. The higher the content popularity &@nd caching ability {/;) become, the higher

probability there is for users to be active in Case 4.

[V. THE OUTAGE PROBABILITY

Besides the average ergodic rate elaborated in the pregietteon, we will derive another
important performance metric, i.e., the outage probahititthis section. The outage probability
can be defined as the probability that the instantaneous $NRrandomly located user is less
than a threshold-. Let P; be the average outage probability of the reference userciassd
with the i-th tier, which can be expressed as [7], [8].1[25],1[26].][2f29],

P; £ E[P[SINR;(z) < ]]. (28)

The metric can be equivalently interpreted as the averagsidn of the cell area where the
receiving SINR is smaller than a specific threshold. It i®agactly the cumulative distribution
function (CDF) of the SINR over the entire network. The oetamobabilities of the different
Cases are analyzed in the following. As to Case 1, we haveolteving theorem.

Theorem 4. The average outage probability of the user connected to-thdier ( = 1,2, 3)

in Case 1 is

B o2 222 A+ =213
27_(_)\2_/00 _z Ig.T_Trg;: 1+ 1 !
0

Pri=1- re ' Mzo ldg, (29)

Proof: See AppendiX G. [
For the special scenario where the interference is dominants? — 0, we have

A+ (N = A)Gsq -
MZH(T) '

Pu:1—[y+ (30)
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Theorem 5. The average outage probability of the user connected ta-thdier ( = 2, 3)

in Case 2 is

2\ [ T2 Al Gsa
Py =1 -2 zexpl—a’Plro? - |14+ 2 (1) + 2222 Hd, 31
s, R‘,j/o T p{ x’ P To oy 1(7) o 5(a) T (31)

2-8 _
where Z,(a) = 7%2%3 oF[1,1 — %; 2 — %; —aTB] anda is as small a$.
Proof: See AppendixH. [

When the interference is dominant, we get
1

L+ 21(7) + 212 25 (0)

Theorem 6. When the interference is dominant, the average outage bpitdpaof the user

Py =1

. (32)

connected to the-th tier (j = 2,3) in Case 3 is
1 20(1— —1
Pyy—1— / o(1-Gsa) 8 de, (33)
0{1+Zl(r)+—f§g;1 [1+A—123(r)”
where Z3(7) = %x_ﬁgﬂ[l, 1— %; 2 — %; —7z7 7.
Proof: See AppendiXl|. [

From Theoremkl4]5 and 6 we see that, similar with the avergogi@rate, the average outage
probability is not affected by which tier the user conneoctsvhen the interference is dominant.
As to users in Case 1, when the fraction of cache-enabled iseamall, the interference and
the desired signal power change by the same amount with @regehof the transmit power or
the node densities. However, the unnecessary interfergiggered by D2D TXs depraves the
outage probability in Case 2 and Case 3. MoreoverPldbe the outage probability of the user
in Case 4, which is as small as 0 because of the immediatenge&im the local caching disk.

V. THE THROUGHPUT AND THE DELAY

We have analyzed the performance metrics from the perspeaatia single user. Based on the
analysis results of previous sections, the throughput ®fettitire network will be derived in this
section. The delay and the critical condition for the netwar keep steady will be elaborated.

We conduct analysis in a typical BS cell. According to the PiR#tlel for the node locations,
the average number of users in a typical BS argg [28]. We now introduce the traffic dynamics

of request arrivals and departures. Request%aﬁsers are considered as a unified event and
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modeled as a Poisson process with parameferquests/si.e., the request interarrival times are
exponentially distributed random variables with mé;aseconds[ﬂS][ElZ]. It implies that requests
of a single user is a Poisson process with paranf%%e[lrequestsﬂs The arriving requests require
to access some sets of contents. Volumes of the sets areemdkspt exponentially distributed
random variables with meaigl [contents/requestand the request interarrivals and request sets
are independent [5] [32]. We defineas the total request arrival rate and= % as the total
traffic demand (inbits/g) in the typical BS cell.

Based on Tablg |, each element of mafidxrepresents the probability that a randomly chosen
user is active in the state of = (C, T, W). Therefore(i,j) fori =1,2,....8 andj =1,2,....4
can represent the state of the user with the mappindC, T, W) — (i, j). Then the density
of users in the state df, j) is \; ; = Ao D, ;. Corresponding to the consideration in Secfioh IlI
that service nodes are in the full load state, in this sect8$s, relays and D2D TXs without
user being served are assumed to make dummy transmissidcts bving interference to others
as well [33]. Considerww Hz bandwidth are shared among different tiers. Let eleragntof

matrix Ag., denote the average ergodic rate of the user in the state Ot A is generated by

A1, = nw Uy, j1(Dop—1; #0), form=1,2,...,4; (34)
Ao j = f Uy ;)1(Dapj #0),  form=1,2,..,4,

where1(-) is the indicator function ang = 1.443 is the conversion factor betweénatg and
bits]. U,,, ; is the average ergodic rate analyzed in Sedtidn IIl &@pg = 1/,. We consideits ,
Usy andU,; (for 7 = 1,2,3) asO just like we define the matriD even though no user is
active in these states, and these virtual variables areedefim simplify the description. Due
to the delay caused by the additionally wired transmissimtgss and the limited backhaul,
we assume the users can get the content with the servicefrgi@/ ;) when the backhaul is
needed, which is a function @f,, ; and is smaller thaiy,,, ;.

In the coverage of a D2D TX (a relay, a BS, a cache-enablediis&df), the average number
of users who are in the state @f j) isn; ; = AA—J [28] for j = 1(2,3,4) andi = 1,2, ..., 8, where
N, = a)p. Up to now, we can divide users]associated to a D2D TX (a relayS, a cache-
enabled user itself) int® classes based on theh column of the matriXD. The corresponding
ando;; = 2

for j = 1(2,3,4) andi = 1,2,...,8. Similarly, letz; ; be the number of requests in classf

1 jA3S

class request arrival rate and class traffic demand are atesge ¢, ; = "
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the queue at a D2D TX (a relay, a BS, a cache-enabled usd) iisel; = 1(2,3,4). And let
x; = (21, %2, ..., 7s;) be the vector counting the number of user requests in easl.clae
orthogonal transmission is assumed, where user requestm@rat a service node are served
one after the other in a round-robin manner with equal portibtime. We may view a service
node as a processor, where 8 classes of user requests \igttenlifarrival and service rates are
gueueing to be served. So the request arrivals and depaidtir@ D2D TX (a relay, a BS, a
cache-enabled user itself) can be regarded mmiliclass processor-sharing queue.

DenoteD := {1,2,...,8} as the set of classes. Let the proc¢ss;(t);¢ > 0} describe the
number of user requests in different classes of the queudb2DaTX (a relay, a BS, a cache-
enabled user itself) at timefor j = 1(2,3,4). Then X/ (¢) has discrete state spab€ and is a

continuous-time Markov process which can be generated by:

q(xj, i+ i) = Gy z; € NP (35)
q(zj,x;—e;) = —QASI'J%, z; € NP 2, > 0.

wheree; represents the vector & whosei-th element is 1 and 0 elsewherg; ; = >,

represents the total number of users in the queue. As to dystegtwork, the number of the
requests leaving and arriving at the cell should be equahenldng run, i.e., the throughput is
equal to the traffic demand. Define the throughput per reqagettie ratio of the given throughput
(i.e., the traffic demand) by the mean number of user reqdiest steady system [32]. Then,

Proposition 2: The mean number of user requests, the throughput per userstsd hr./Req.),
and the delay of the-th class {=1,2,...,8) at a D2D TX (a relay, a BS, a cache-enabled user
itself) for j = 1(2, 3, 4) are respectively given by,

- 05 j 1

_ 0. _
N; ;= N L= <1—%) Aij,  Dij= o ;
< —ﬁ) Aij O (1—U—JJ> A;joST

whereo; = 3%  0,; can be considered as the total traffic demand in the queue etvies

(36)

#A*l is a critical value such that the queue will be at the steadiesihen
%)

8
i=194%,j

node.o.; =
o; < o.;. And the mean number of user requests, the Thr./Req., andellag in the queue at
a service node respectively are,
_ O — — o)
A]\]’.:iJ , T':gc»—g-7 D-:—J =, 37
P00 oo T (00— 93)G 57

where(; = 323, ¢;; is considered as the total traffic arrival rate of the queus service node.
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Proof: The results can be deduced from1[32] and the referencesirhergd the proof is
omitted in this paper to avoid the unnecessary repetition. [ |
Theorend_lL indicates that when the interference is domimashtva< o*, the service rates keep
constant despite the change of the density of the BS/redy/t may lead to a misconception
that the infrastructure can be deployed as scattered asbf@ddowever, Propositioh] 2 reveals
the critical condition to keep the system steady, e« 0. ;,Vj = 1,2, ..., 4 should be satisfied
when arranging the network. We cagrﬂJ—J steady ruler of the network. The critical condition
decides the maximum Ioad/throughpui of the system, e.g.nthximum arrival rateg() of the

request,

g*:max{§ <1 VieD,j=12,..4 } (38)

Besides, Propositionl 2 points out the maximum ratio%g;,fz' = 1,2, 3 for the network plan-
ning. Apparently, smaller densities of network infrasttwes means more user connection per
BS/relay/D2D, which will destruct the steady state of thewgiand lead to the request conges-
tion.

Analyzing Propositiofi ]2 we observe that, larger conterg Sizarrival rateg and% are not
helpful for the improvement of the performance. Higher smrwate (4; ;) is important for the
smooth departure of requests, yielding the performanceawgment in terms of the Thr./Req.
and delay. Moreover, the network performance highly depesmdthe number of users in each
class ; ;), which are determined by the transmission powy),(node density X;), content
popularity ¢), caching ability (/;, M5) and association protocol. Specifically, when the user is
able to obtain contents from its local caching immediatélg Thr./Req. (the delay) tends to

infinity (zero) for the fact that the value of; , = U, is extremely high.

VI. NUMERICAL RESULTS

In this section, we simulate the cache-enabled network tdyvéhe performance of the
proposed system. We obtain the results with Monte Carlo oustlin a square area 2000m x
2000m, where the nodes are scattered based on independent hwonogePPPs with intensi-
ties of {Ag, Ao, A3} = {2, 2 -1} nodes/m. The transmit powers aréP;, P, Ps} =

{23, 33,43} dBm and 20 MHz bandwidth are shared among different tierssétehe path-loss

B = 4, total number of contentd = 200, the size of each contet= 100 Mbits, the caching
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Fig. 2. The subfigure (a) illustrates the probability of gsassociated to different service nodes; the subfigure I(istrihtes

the probability of users active in different Cases= 0.1.

ability M; = 5 and M, = 50, and the content popularity = 0.8. These typical parameters do
not change unless additional statements are clarified.

As illustrated in the subfigure (a) of Figl. 2, the probabifity the user to obtain contents from
the D2D TX or its local caching space becomes higher withrtloesiase ofy. Smaller fraction of
users need to access the relay (Relay-total in the figureparih more “concentrated” contents.
It implies that cache-enabled network reduces the cell tdatie BS tier and the relay tier. The
number of users accessing content from the caching spaadagsr(Relay-cache in the figure)
increases first and then deceases because of the trafficdaffipability of the D2D tier. In the
subfigure (b), the probabilities of Case 1 and Case 4 incre@tbey as more contents can be
obtained via the D2D link or from the local caching, yieldithge increase of the cache hit rate.

The theoretical estimates and simulating results of theattegage ergodic rates in Case 1-3
are illustrated in Figl]3, and they are consistent well. Waioln* = 13.78% anda = 21.96%
with the parameters in subfigure (a) based (14). The ratéase 1 keeps constant when
a changes in the regioft), «*] and it starts to increase obviously front. It highly depends
on whether all of the cache-enabled users are active as D2D W¥ observe that the number
of active D2D TXs increases linearly with whena < o* as all of the cache-enabled users
need to be active as D2D TXs. Only a part of cache-enabled aseractive as D2D TXs when

a > o* and it comes to the maximum number when= a. As to Case 2, the rate decreases
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Fig. 3. The average ergodic rates of different Cases: thesimmdé powers of the subfigure (a) akeP:, P, Ps} =
{23, 33,43} dBm, those of the subfigure (b) afe”:, P>, Ps} = {13,33,43} dBm. The left and right ordinate (black and

red) respectively correspond to the average ergodic ratgshe number of active D2D TXs.

with the increase ofv in the regiona < @ owing to the increase of D2D TXs, then it increases
slightly aftera for the number of active D2D TXs goes down. The rates in Cased?Gase 3
are smaller than those in Case 1. It is because the users ef2Casd Case 3 can not obtain any
benefit except for the unnecessary interference from D2D. ™W#h the parameters in subfigure
(b), we geta* = 0 anda = 31.62%. It means the transmit power and coverage of the D2D link
are limited, thus only parts of cache-enabled users argeaa8 D2D TXs for an arbitrary.
The number of active D2D TXs increases with the increase whena <a. Consequently, the
rate of Case 1 increases but those of Case 2 decrease withctiease oty in subfigure (b).

The outage probabilities of different Cases are demomstriat Fig.[4. The outage probability
decreases with the decrease of SINR targethere lower SINR target means more interference
is allowed. Similar to the average rate, the outage proibaluf Case 1 keeps constant before
a goes toa* and then decreases obviously. Case 2 and Case 3 have highge quobability
compared with Case 1. Fi@l 4 can be explained from anothesppetive with Fig[ b where
the CDF of the SINR are demonstrated. As an example, for SINR10 dB in Fig.[5, the
value of the CDF of Case 2 is smaller than that of Case 3 when 0.05, while the former
approximately equals to the latter when= 0.1. It conforms to what is illustrated in Fidl 4.
Moreover, both0.05 and 0.1 are smaller tham* = 13.78%, so the CDF of SINR for Case 1
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Fig. 5.

anda = 0.10, respectively.

whena = 0.05 coincides with that whem = 0.1 in Fig.[8.

The CDF of SINR for different Cases: the fraction otle-enabled user in the subfigure (a) and (b)are 0.05

Fig.[8 compares the Thr./Req. of the cache-enabled netwitkthat of the baseline. As in

the subfigure (a), the Thr./Req. of class 1 (class 3) at thesBi®jher than (approximately equals

to) that in the baseline. Meanwhile, because of the stromgecessary interference triggered by

the D2D TXs, class 5 has lower Thr./Req. than that of the baseThe other virtual classes
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whose Thr./Req. are zero are not illustrated in the figuneil&ily, The performance of thgth

(j = 1,...,4) class at the relay is better than or approximately equalfiab ih the baseline,

while class 5 and class 6 get worse. Additional process isletedor the relay to fetch the

uncached contents via the wired backhaul link, so the Tag/Rf class 4 (class 6) is smaller
than that of class 3 (class 5). In Fig. 6 (c), we compare the/Rég. at the D2D TX with that

at the BS in the baseline. The Thr./Req. of D2D TX outperfotha of BS in the baseline by
46.8%-58.1%. D2D TXs give rise to interference, yet at thmesa@ime traffic loads of BSs and
relays are offloaded by D2D TXs and the caching resourcessécmently, the Thr./Req. in the
gueue at the relay and BS are not seriously affected by tleefénénce, while the throughput
over the entire network increases significantly becausehefiticrease of the number of the
simultaneously active nodes and the tolerable requestahrate.

We present theteady ruler versus the request arrival rate in Higl. 7 to evaluate theutitrput
gain of the network. Based on the value of dteady ruler OU—J] for different typical queues, we
circle out the critical point for the network to keep steaﬂgbm the figure we can see that the
steady ruler of the relay and the D2D are far smaller than that of the BS .h®anaximum load
of the network, e.g., the maximum request arrival kgtes decided by the state of the queue at
the BS. The BS has a wider range of the coverage comparedhatiot the relay and the D2D
owning to the higher transmit power. Most of users are cal/ésethe BS and join in the queue
at the BS. According to the critical point, we observe thaewh = 0.8 (1.8) the throughput
gain over the entire network is 13.3% (57.3%) compared witdt bf the baseline. Moreover,
the steady ruler of the relay and the D2D is smaller than 1, so the relay can péyged in the
high-density area, and more opportunity should be giverhéouser to access the content via
the D2D link, yielding the efficient offloading of the cellul&affic.

For further discussions, we divide the time into slots witjua duration for content trans-
mission. Requests with different volumes of contents asporded with corresponding rate in
several slots. In the simulation, we choose 500 slots of tteemvestigate the number of user
requests at the D2D TX in each time slot, based on which theageenumber of user requests
during the 500 slots are also illustrated in Hig). 8. We obsehat the average number of user
requests in the simulation is lower than that of the analgsidummy transmissions are assumed
in the analysis. More precise analysis can be a promising tap the further work and the

analysis result in this paper is a lower bound of the perforedor the cache-enabled network.



24

1.3 1.5 1.6
Fi2 l g g
o j 2 & 15
N 1.1 N N
e = es
= > =
2 2z - 2
2 i z 2 14
Z = Class 1 5]
= = N =
0.9 Class 2 =
7] 2 . o)
A Class 1 21 —=— Class 3 Q13 —B— Class
208 ~H— Class 3 = —— Class 4 2 —¥— The queue
£ 07 D Class 5 E P— Class 5 = 12 —E— Baseline
g' —¥— The queue = —— Class 6 E
& 06 —E— Baseline &O; —¥— The queue 54
= = —6— Baseline &1l
= 05 [ H> = NN R N NN > =

N-BDBP = B PP P 1
0. 4[ b 7 v N e —tr—o ; H—d—Ex H—l—X = a )
0.05 0.1 0.15 0.2 0.25 0.3 0.05 0.1 0.15 0.2 0.25 0.3 0.05 0.1 0.15 02 0.25 03
Fraction of cache-enabled users: o Fraction of cache-enabled users: o Fraction of cache-enabled users: o
(a) (b) (©)

Fig. 6. The subfigure (a), (b) and (c) respectively illusirttie Thr./Req. at the BS, relay and D2D TXd?, P, Ps} =
{13,33,43} dBm, {\o, A2, A3} = {200, _30 6 1 nodes/m, ¢ = 0.25,0 = 1.
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Fig. 7. The throughput gain for the cache-enabled networknpased with that of the baselingfPi, P>, P3} =

{13,33,43} dBm, {Xo, Ao, Az} = {290, 3061} nodes/m, ¢ = 0.25,0 =1, = 0.25.

VIlI. CONCLUSION

The paper aims to model and evaluate the performance of tteéess HetNet where the RAN
caching and D2D caching coexist. The caching ability islatée in both the relay and some of
the users. We propose to cache the most popular multimedtars via broadcasting during off-
peak time to be reused for frequent access. Firstly, we ntbdelode locations of the HetNet as
mutually independent PPPs. According to the maximum redepower cell association scheme,

users can flexibly connect to the cellular and D2D link. Usaes classified into four Cases
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750027 75002 7 75002

according to whether the requesting user is cache-enabkbdha type of the service node. We
theoretically elaborate the average ergodic rates and utege probabilities of different Cases
in the downlink. Based on the Case the user is active in, tbe negjuests arriving at a D2D TX
(relay, BS, cache-enabled user itself) can be classifieddifferent classes. The throughput and
the delay of different classes are then derived with modelive multiclass processor-sharing
gueue and the continuous-time Markov process. We further providesteady ruler for the
HetNet, which decides the maximum traffic load/throughputhe network. Numerical results
show that the global throughput of the cache-enabled systemincrease by 57.3% compared

with that of the system without caching ability.

APPENDIX
A. Proof of Proposition[I]

With extension of[(I7), the joint PDF of the distanf®, R, ..., Rx is

K
—T Z )\17‘12

K
le,...,RK(rly ...,TK) = (H 277')\2'7’,') e =1 . (39)
i=1
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0= (40)
Py \7
\ (Pt:;) T, < Tiye < 400.
So the probability ofCy, >Cy, >...>Cy,_, >C,, IS
P(Ct1>ct2>--->CtK,1>CtK) = /// thpRtQ ..... RtK(Tt17Tt27"'7TtK>thKdTK—1"'dT1
Q
K K K-1 K 27~
> g () Mo [ Pr \ P
= 2T T, =t = dry drg_q..dr = — | == 41
//L(gﬂm}z)e T drg_y..dry g[n;z)‘tn (Ptn) , (41)
where (a) follows when integrating with the region ©f and the proof is completed. [ |

B. Proof of Lemmal[ll

In this Case, we only need to ensure tliatis higher than that of any other tiers, and the
order of the other tiers need not to be cared. So we have

Gr.i = P(Cz’>g5;xcn) =P(C;> C4,....,Ci> Ciy,Ci> Cigq,y ..., > Ck)

K A P, %
=[] s, i )ariarc sy = [Z v ()

, (42)

m=j

where the integral regiof now is

Ty < iy < +00,

Q= ( i ) r; < Tiep < 400, (43)
(%)

Then we get the lemma. |
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C. Proof of Theorem 1

According to [(17), we have
Ui = /OOO Esing; [ln(l + SINR;(x)) ‘x} fx,(z)dz. (44)
Because off[X] = [[“P(X > t)dt whenX > 0, we have
Esn, |In(1 + SINR(x)) | | = /OOOIP [In(1 + SINR,(2)) > ¢ | | dt
= /OOOP [gw > 2P P (et — 1) ‘x] dt, (45)
where

P |gio>2? PO (e-1) | 2] =Ex, [B | gi0>0" P L (1)

]T’l’]] :EIT [ e—xﬁPfllr(et—l) ‘ZL’:|

:e—xﬁal<et—1>021a[e‘“% DRk 4 G Pt [T ey, [P (e = 1)), (46)

J=1

where Step (a) follows the fact that; are mutually independent PPPs. Here, the interference
comes from the actually active nodes in thth tier with density)\; for i = 1,2,3. So the

Laplace transformC;, [z° P, '(e! —1)] is

Lr, [P = )] = By |77 E00] — Ry, [e‘xﬁpfl(et‘”Z%%\Bi’o P”"”’“'Wﬁ]

Bt - oo Pj ot —By—1
:6_27FX f [1 ﬁh ( yon L(et—1)y 6)] ydy _ e—27r)\;- fzj [1—(1+m6?i(e —1y=") ]ydy

(47)

—omx, [ v dy 2
/ — o (B et 2 (14
— %i 1+4[B ](et 1] 1yB @ 6[ ™ (P ) z*(e’-1) (et—1) z;( w

B
2

o

22 Z1(et—1)

)~ 1du] . 7T)\/<?J) ’

where z; = z(2

2 )/3 is the distance between the reference user and its clogedenence node.

Meanwhile, by using change of variables with= [xﬁ%(et — 1)]‘Ey2, we have Step (a). In the

expression above, we us® (¢'—1) = 2650, Fi[1,1 — 2,2 — 2,1 — ¢!], where,Fy[] denotes

the Gauss hypergeometric function. Accordingly, we have

2mA; t1223)\)\’2tlpj%dtd 48
Uy = ggZ// rexp] —a’ Pt (el — )a—me[j—i—j 1(e'=1)] - x. (48)

j=1 !

@l

Using Cﬂ),z;ll A (%) = % and A\, = \,, A3 = N, we get [(19). [
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D. Proof of Theorem 2

Referring to the analysis of Theordh 1, we have

:/OO/ m UHﬁff P (et —1)}fx( Ydtda. (49
0 JO

For ;7 = 1, the distance between the reference user and its closedeniig cache-enabled user

can be as close as 0. The Laplace transfdrm[z” P, ' (¢’ — 1)] can be computed as

Ell [lﬁpi—l(et . 1)] 27r>\’f [1 thk(xﬁ 1(et—1)y 5)]ydy —7T)\/< )2:(: Zg(a) (50)

2—58 _
whered anda are variables as small @sand 2, (a) = (e!—1)7 el 1523 —a?],

B
Plugging [47), [(2R) and (50) intd (49), we obtain the averaggdic rate of the reference user
in @3) based orb>_, \i(7)” = 75 and [0, 3 (5)°]7 = £ s

E. Proof of Joint PDF of X, Y]

mIH

The joint probability of0 < X; < 2,0 <Y, <y, (y > ( L)Px) is

P(O<X1<$7O<}/}<y):P(0<7’1<Z’,0<7’j<y‘01,j7k)

P; P,
=P (0 <r <z, (P )ﬁrl <r;<vy, (P';)% <rg < oo) Pfjlk
—P;]k/ / ; thijRk(rl,rj,rk)drkdrjdrl. (51)
Then the joint PDF oft, y is
47r2)\1)\]:(:y]P1 ik P 1
;Y > ()P
8IP’(X1<$,Y}<y) A 2+X2[1+>\_ zi 22?} 1
: = = e i\ 52
fro,(,9) o e (#) 52)
0 , else.
[

F. Proof of Theorem 3

In this Case,[(44) can be rewritten as

Us ; Z/OOO/OOOESWRj [In(l + SINR;(y)) ‘ z, y] fxl,Yj(l", y)dady. (53)
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Similar to (4%), we have
Esn, |In(1+ SINR,(y)) | 2./ :/ P g0 > 0PI = 1) |my] dt (59)
0

where
3

Plg0> v P (e — 1) o y] = e T [P - )] (89)

i=1

Similarly, the Laplace transform of;, for i = 2,3 is

Ly, [y’P (e —1)] = (56)

J

And for 7 = 1, we have

2 roo
o\ vdv —aN 2 Py et—1)]18 2 du
[ 14+[y5 1<et -t 1wl (D) fx%yﬁ%(et P L5

L [yﬁPj_l(et—l)} =e =e i v (B7)

Considerings? — 0, we have

00 [0 (%)%y .Hkﬁli [yﬁpj_l(et_l)}
U 7:/ / / ’ . 5 fxiy, (2, y)daedydt
o Jo Jo exp{m |y [ (et nye [~ _2 o —odu} %15(09)

G VR E S |
P (e -1)]

I1 £,
ST s

(et=1) Pa? 1447

NP (D) s
// : 14 17%’@(13]') sdxdt, (58)
(14 20 14+ 21 - D]+ W2l — 1) + 2 (B2}

Pl P1 1
fx.y; <(—) ym,y) (=) 7 ydedydt
L du} 1 I P

J

=

wherezg(et - 1) =20 P R[1,1 - 2,2 — 2;(1 - e')2P). By using a change of variables
x= (& )%yx we obtain Step (a). Becau$§j M(8)7] ! = %1, (EB) can be simplified to
= ,
/00/1 ifg; 1IP1 i WP pdadt (59)
5.
14+ 2 (et = 1)+ 42 1450 Z5(e - 1) |}

Based oriP’l‘,Jl.kaP’j,k = G541, (B9) turns to[(2I7) and the proof is finished. [
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G. Proof of Theorem 4
Accordingly, it is easy to obtain
P =1 —E[P[SINR(z) > 7]] =1 — /OOOIP’ [S|Na(x)> - ‘ x} Fy, (z)dz. (60)
Similar to (46) and[(47), we have

P [SINRZ-(a:)> - ‘ :):} —P [gw > 2P T ‘ 9:} _ 2P e f[ﬁlj Edzucal (61)

/ Pj 2
L= ™) A0, 21(r)=752F1[1,1-2;2—2; —7]. Then we get[{29) ™

B —
where L, [2” P, :2—3

H. Proof of Theorem 5
According to [28), the average outage probability is givgn b

o) 0o 3
Pz,izl—/ P[SINR;(z) >7 ‘l']fX (I)dle—/ g2 F ot H‘CI]' [xﬁpz‘_lﬂ fx(l')dx (62)
0 0

J=1

Similar to (50), the Laplace transform of the interferenesutted from the first tier becomes

o [P 1] = e )Pz (63)
We then have the theorem. |
|. Proof of Theorem 6
Accordingly, we have
=1 / / SINR )> T ‘x,y} Ix1y; (7, y)dady, (64)
where
’BWT
IP’[SINRj(y)>T ‘:L'y} :P[gjpyap 117‘;5 y] _nh Hﬁf WP (65)
=1
Meanwhile, we havel; [y’P; 't ] = exp—m\ (& )ﬁy221( )),i = 2,3, and L, [y°P;'7] =
exp[—wA’lyZ(%T)% f°2°( e -3 L du]. Then we obtain[(33) and the proof is finished. B
J =y 1+u7
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