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Abstract—In this paper, joint designs of data routes and
resource allocations are developed for generic half-duplemulti-
carrier wireless networks in which each subcarrier can be resed
by multiple links. Two instances are consideredThe first instance
pertains to the general case in which each subcarrier can béme-
shared by multiple links, whereas the second instance peritas
to a special case in which time-sharing is not allowed and a

each user. This technique offers several advantages inglud
design simplicity and resilience to frequency-selectairiig.

In spite of these advantageste-effectiveutilization of the
available spectrum may require the OFDMA subcarriers to be
used simultaneously, rather than exclusively, by multigers.
This is especially the case when the network is composed of

subcarrier, once assigned to a set of links, is used by thoseessentially separated clustehs.contrast, for tightly coupled

links throughout the signalling interval. Novel frameworks are
developed to optimize the joint design of data routes, subcaer
schedules and power allocations. These design problems ar
nonconvex and hence difficult to solve. To circumvent this
difficulty, efficient techniques based on geometric programing
are developed to obtain locally optimal solutions. Numerial
results show that the designs developed in both instanceseld
performance that is superior to that of their counterparts in
which frequency-reuse is not allowed.

Index Terms—Power control, geometric programming, mono-
mial approximation, time-sharing, self-concordance.

|. INTRODUCTION

networks exclusive usage of subcarriers can be more bealefici
Jrom a rate perspective[3].1[4]

In order for a wireless network to be able to support the
reliable communication of high data rates, the scarce ressu
available for the network must be carefully exploited. Such
resources include the spectrum available for communicatio
time, and the typically low power of the wireless nodes. lerop
exploitation of these resources involves choosing thenogti
routes of the data flows, the optimal powers to be allocated
by the nodes to each subcarrier, and the optimal scheduling
and possibly duration over which the subcarriers are asdign
to various links. Although these tasks have traditionatet

The prospect of having ubiquitous high data-rate wirelegerformed separately, they are interrelated and perfamin

services is leveraged by the versatility and portabilitytiod
communication devices that will form the nodes of futu
wireless networks. These devices will be able to perfo
various functions including sending, receiving and/oayeig
data to other nodes. As such, it is expected that future @gse

them in isolation may incur a significant loss in performance
re To avoid the aforementioned drawback, we devise a joint
roptimization framework that incorporates data routing)-su
carrier scheduling and power allocation in the design of a
I generic multicarrier networkThe network is generic in the

networks will not possess a predetermined topology, buerat sense that it possesses ahhoc topology and its nodes can
anad hoc one that encompasses many existing and upcomiagsume multiple roles simultaneously including being sesir

network structures including current and relay-aidedutai|
networks [1], [2].

destinations and/or relays. This framework is centralizad
the sense that the design is performed by a central entity tha

Given the stringent limitations on the spectrum availabig aware of the network parameters. Hence, this framework

for wireless communications, providing high data-rateiees
banks on sharing the spectrum by multiple users which 1®s

can be seen as a benchmark for distributed and potentiaBly le
utomprehensive designs. In this framewedch subcarrier can

in potentially significant interference. One option to tie be reused by multiple links, and the nodes acting as relays
interference is to use the Orthogonal Frequency Divisiasperate in the half-duplex mode, i.e., a node cannot send and
Multiple Access (OFDMA) technique, wherein a set of orreceive at the same time on the same subcaiftez.objective
thogonal narrow-band subcarriers are exclusively asdigoe of the design is to maximize a weighted-sum of the rates
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injected and reliably communicated over the netwaikights

are assumed to be knowanpriori, but can be adapted over
time to account for fairness issues and to maintain a desired
quality of service.

Two instances of networks are considered. In the first
instancegach subcarrier can be time-shared by multiple links,
thereby resultingin continuous subcarrier scheduling vari-
ables. The role of these variables is to determine the tnact
time during which a subcarrier is used over a particular.link
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contrast with the first instance, in the second time-sharing explains the system model and design objective. Sefidon IV
is not allowed and a subcarrier, once assigned to a set o, linkonsiders the joint design of data routes and power allocsati

is used by those links throughout the signalling interfdlis when time-sharing of subcarriers is allowed. The comple-
instance results in binary subcarrier scheduldsich using a mentary instance in which time-sharing is not allowed is
particular change of variables, are incorporated in thegsowaddressed in Section]V. The complexity of the proposed
allocation constraints. This results in a design probleat thalgorithms are examined in Sectibnl VI. Numerical resules ar
is significantly easier than its general counterpart casid provided in Sectioi VI, and Sectién V]Il concludes the pape

in the first instancelt is worth noting that thefirst instance For completeness, the GP standard form and the monomial
is a generalization not only of theecondinstance, but also approximation technique are provided in Apperidix A, and the
of instances in which frequency-reuse is not permitied [Sderivation of the results pertaining to complexity is piadl

As such, the framework considered in this instance offeirs Appendix[B.
significant performance advantages over currently availab

designs, but at the expense of increasing dimensionalidy an I
design complexity. This instance provides an inherenteinéd

between performance and design complexity; the design comin this section we provide an overview of the currently
plexity can be reduced by restricting the number of linkg thavailable techniques for routing and resource allocation i
can reuse a particular subcarrier. wireless networksA plethoraof techniques is available for

The optimization problems arising from the joint design i®ptimizing each aspect in isolation, but significantly fewe
both instances are nonconvex and hence difficult to solve. ¥oesconsider their optimization jointly.
overcome this difficulty, a logarithmic transformation isedl Resource allocation in wireless networks constitutes the
to cast the original problem in a form that, for all but a fewask of determining the power allocated for each transmis-
constraints, complies with the geometric programming (GBlon and the fraction of time over which a particular sub-
standard form[[6]. The constraints that are not compatibd@rrier is assigned to that transmission. Instances in twhic
with that form are approximated by monomial expressiorigsource allocation techniques were developed are provide
that correspond to their first order Taylor expansion arourl [6], [11]-[15] for various network scenarios. For instan
a given initial point[[7]. Using an exponential transformat power allocation techniques for single-carrier cellulgstems
the resulting approximation can be cast in a convex form. @1d ad hoc multicarrier systems were developed in [[11]
refinement of this approximation can be obtained by iteeatiand [6], respectively. To enable more effective utilizatio
updating of the initial point. In particular, we use the soef resources, power allocations were optimized jointlyhwit
called iterative monomial approximation technique, wherebinary-constrained subcarrier schedules. For instaheedé-
the solution of one convex approximation is used as tisgns developed in[[12] and [13] rely on the premise that
initial point in the following iteration. Under relativelynild each subcarrier is exclusively used by one node and the
conditions, this technique is guaranteed to yield a satutisolutions obtained therein are potentially suboptimal.ewh
of the Karush-Kuhn-Tucker (KKT) systemorrespondingo the binary constraint on the subcarrier schedules is rdlaxe
the original problem[[8]. Numerical results show that thallowing the subcarriert be time-shared by multiple nodes,
designs developed in both instances yield performance ttla¢ optimal power allocationsan be shown to be the water-
is considerably superior to that of their counterparts inclwh filling ones [14] a related problem was considered|inl[15] for
frequency-reuse is not allowed. a case in which the nodes experience self-noise.

In comparison with currently available designs, the ones Further improvement can be achieved by joint optimization
presented herein are the first to attempt designing datagpubf resource allocations and routing [5]. [16]-[18pr instance,
subcarrier schedules and power allocation jointly when tlae method for obtaining jointly optimal routes and power
subcarriers are both time-shared and frequency-reusearin allocations was developeth [16] for the casein which
ticular, the contributions in this paper include: 1) intuothg the nodes were restricted to use orthogonal channels for
the concept of simultaneous time-sharing and frequenggere their transmissions. In a complementary fashion, the case i
of subcarriers; 2) casting the joint design of data routeshich the power allocations are fixed was considered in [17].
subcarrier schedules and power allocation in a framewofkerein, a heuristic was developed for optimizing the data
that is amenable to GP-based optimization; 3) providing rautes and subcarrier schedules jointly.
simplified approach that enables mustering a considerableCapitalizing on the potential gains of incorporating power
portion of the gains offered by the full joint design, buthva allocation jointly with data routing and subcarrier schiaty
significantly lower complexity; and 4) developing an effiie the authors considered a generic network in which the nodes
polynomial complexity algorithm for the special case in gfhi can assume multiple roles at the same time and each subcarrie
the subcarriers can be frequency-reused but not time-dhamould be either used exclusively by one link or time-shared
This work builds on the results obtained in [9] and|[10]. Howby multiple links [5]. Although the designs provided inl [5]
ever, the exposition herein is more comprehensive anddeslu offer an effective means for exploiting the resources atxdé
additional examples, a simplified approach and complexityr the network, these designs restrict the subcarrierseto b
analysis. used exclusively by only one link at any given time instant.

The paper is organized as follows. Sectioh Il provides &uch a restriction may not incur a significant performance
overview of currently available design techniques. Sedilf loss in tightly coupled networks [3], but in networks with
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clustered structures, this restriction can be quite halnor
unclustered networks, frequency-reuse may result in aaubs
tial increase in the interference levels. However, if prope
exploited, frequency-reuse can yield valuable perforreanc
gains. The effect of frequency-reuse was considered ifesing
channel networks in [18] for the case in which the data rates
are restricted to assume discrete values, and_ih [19] for the
case in which the nodes use superposition coding.

In the current work, we will consider the joint optimization
of power allocations, subcarrier schedules and data rantes
the design of generic multicarrier networks with frequency
reuse, and with and without time-sharing. As such, these
designs generalize currently available ones, and will subs
quently offer a significant improvement over their perfor-
mance.

A summary of this review and a comparison to our work iﬁig. 1: An exemplary network wittV — 4, K — 2 andD = {1,2}.

presented in Tablg I. The objective is to maximize a weighted sum{af” }, i.e., the rate
injected at node: and intended for destinatiaf

IIl. PROBLEM STATEMENT

A. System Model wherep,,. is the power allocated by nodeto thek-th subcar-

We consider a multicarrier wireless network df nodes, rier. The second term in the denominator[df (1) represests th
each with one transmit and one receive antenna, and a fi@ggregate interference observed by neflen subcarriek: of
power budget,P,, n € N £ {1,2,---,N}. The network link £. When the nodes transmit Gaussian distributed signals,
operates over a frequency-selective broadband channelthsd maximum data rate that can be reliably communicated on
bandwidth W,, which is partitioned intoX frequency-flat this subcarrier is given by log,(1 4+ SNIR(Z, k)).
narrowband channels, each of bandwidth = % Node For ease of exposition, we divide both the numerator and
are assumed to be capable of simultaneously transmittisgnominator of[{l1) byiW N, and we usey, to denote the
receiving and relaying data. This assumption is generic, {iyrmalized channel gam[’;%'z, between any two nodes
the sense that constraining some nodes to perform a subsel A7, ’
of tasks can be readily incorporated in the formulationg tha
will be developed hereinafter. For tractability, the nodes
assumed to always have data ready for transmissidn [16], dhdNetwork Topology

for practical considerations, the relaying nodes are assum The considered network can be represented by a fully-
to operate in anulti-hop, rather than cooperativiealf-duplex connected weighted directed graph with vertices andl =

mode [17]. N(N —1) links. To facilitate enumeration of links, the link
The nodes are connected withwireless links, each com- from noden to nodern’ will be labelled byl = (N —1)(n —

posed of K subcarriers and the set of all links is denoted by) 4/ — 1 if n < n/ and byl = (N —1)(n — 1) + 2/

L £ {1,2,---,L}. The coefficient of thek-th subcarrier of i ;, >~ /. The sets of incoming and outgoing links of node
link ¢ connecting node to noden’ is denoted by the complex,, ¢ A/ are denoted byC_(n) and £, (n), respectivelyand
numbers"), which comprises pathloss, shadowing and fadinge connectivity of this graph can be captured by an incidenc
An instance of such a network witN' = 4 nodes and<’ = 2 matrix, A = [a,.¢|, wherea,, = 1 if £ € £, (n), ane = —1 if
subcarriers is depicted in Figuré 1. ¢ e L_(n) anday,, = 0 otherwise [[18].

In addition to their desired signals, the nodes receive a su-
perposition of noise and interference due to the transomissi _ o
of other nodes in the network. Denoting the signals trartechit C- Design Objective
to and received by node on thek-th subcarrier byu%k) and Let D = {1,...,D} be the set of all destination nodes,
ys, respectively, we can writg!?) = DoneN\fn'} WEuP+ whereD C N. Let s be the rate of the data stream
vfff), where ' denotes the set-minus operation amﬁf) injected into noden € N and intended for destination
denotes the corresponding zero-mean additive Gaussiae ndi € D. The objective of our joint design is to maxi-
with varianceN,. Assuming, as before, théte £ is the link Mize a weighted-sum of the rates injected into the network,
connecting node: to noden/, it can be seen that the signald.€., max}_,cp > -,enn (ay wi® s, where {wy({i)} are non-
to-noise-plus-interference ratio (SNIR) observed by nedle negative weights Satisfyinm S aen ZneN\{d} w,({i) =
on subcarrielk of link ¢ is given by 1.

B0 12 Assigning weights to the injected rates provides a conve-
Prk| Ay | (1) nient means for controlling the quality of service (QoS); a

SNIR(/, k) = :
W Ny + aneN\{n,n/}Pfllff)|hfﬁ/)n/|2 higher weight implies a higher priority. Weights are typiga




TABLE |: Related Work

Platform Routing  Power Allocation  Scheduling Frequeneyse  Reference
Multiuser system X v v v €]
Uplink cellular X v X v [6l, 1]
OFDMA X v v X [221, 1137, [14], [15]
Generic network v v X X
Mesh network v X v X 270
Generic network v v X v (18], [19]
Generic network v v v X
Generic network v v v v This work
assigneda priori, but can be adapted to meet QoS require- x%) >0, tel, kek,deD. (4)

ments [15]. Varying the weights enables us to determine the

set of all rates that the proposed design can simultaneously) Scheduling Constraints: Considering both time-sharing
achieve. and frequency-reuse requiréstroducing a set of variables

Having described the system model, in Sectiod IV wi® characterize the fraction of time over which a particular
will characterize the constraints that must be satisfiedhay tSubset of links utilize the same subcarri@o do so, let

. () i - ina i - i
routes, the subcarrier schedules, the data rates and ther pow,....,, 0€the fraction of the signalling interval during which
allocations. links ¢1, ..., ¢, € L are simultaneously ‘active’ on subcarrier

k € K; the remainingl. — m links in £ are ‘silent’ on
this subcarrier. Without loss of generality, we will writket
indices in an ascending order, i€, < --- < /{,,. For
notational convenience, ldt be the set of all the subcarrier

We consider the case when each subcarrier can be bf?ﬁli‘e-sharin% schedulesThe cardinality of I' is given by
reused and time-shared by multiple links. This case geimesal N = K3 (L) = K(2- — 1). For instanceconsider a

the cases in whicleither frequency-reuse or time-sharing of,otwork with I — 3 links andX — 1 subcarriersin this case,
subcarriersis not considered, e.g.l |[Sifter characterizing p _ {%1)’751)’7;1)’%12)7%1?27751?2’%12)3} and|T| = 7. To
the constraints that must be satisfied by the network va&®ablgae the role of, consider the schedules in Figie 2. In this
we will formulate the cross-layer design as an optimizatiqfibureﬁ(l) =05, 7Y =0.2, Y. = 0.3, and all the other
problem. Unfortunately this problem is nonconvex and tQements in" are zero. 12,3
obtain asolution of itsKKT system, we will use an iterative

GP-based technique that is guaranteed to converge to such a

IV. GENERAL CASE: ROUTING AND RESOURCE
ALLOCATION WITH TIME-SHARING

Signalling interval fork=1

solution 7320%)  "(50%) 712,5(30%)
A. System Constraints o) [[] active
) —
In this section, we derive the mathematical constraints tha ffl) - _ _ _ _ _ _ _ _ |:| silent
must be satisfied by any feasible set of data routes, time- b
sharing schedules and power allocations. Fig. 2: An exemplary scheduling table for a network with= 3,

1) Routing Constraints. Let x%) be the data flow intended & = 1.
for destinationd € D on subcarriets € IC of link ¢ € £. The
flows, {z{{’}, and the injected rategs\"}, are related by  Note that the fact that the channels are assumed constant
the flow conservation law, which must be satisfied at ea@er the signalling interval implies that only the time-ghg
node. This law stipulates that the sum of flows intendegthedules (i.e., entries @) affect the rate expressions, irre-
for any destinationd € D at each node must be equal tagpective of the particular time interval over which the sarbc
zero [16]. Applying this law to the current network and usingiers are time-shared. In other words, horizontal dispieeat
the incidence matriin Sectiorf1lI-B it can be seen tha[tz:%)} of the shaded blocks in Figufd 2 does not affect the rate

and {s\”’} must satisfy the following constraints: expressions.
(@ @ The number of variables ifi grows exponentially with the
Z Z nlTop, = Sn ' neN\{d},deD. (2) number of links,L. This renders the incorporation bfin the
teL kek joint optimization computationally prohibitive. In mosases

The flow conservation law implies that the rate of data legvirthis complexity can be significantly reduced without indogr
the network atd € D equals the sum of the data rateheavy performance losses. For instance, if the network is
injected into the network and intended for this destinatiotightly coupled, high interference levels render the reabe
Hence, we can write|[” = — 37 1./, s+ The injected subcarriers on multiple links less beneficial. In such a case

rates,{sﬁld)}n;éd, are non-negative, and since the network jestricting the reuse of a subcarrier to a fewer links may
represented by a directed graph, the ﬂo\{m(d)} must be incur negligible deterioration in performance but reduthes
also non-negative. Hence ' tk 1 number of variables significantly. To take advantage of this

observation, we limit the number of links that can reuse a
sﬁld) >0, neN\{d}, deD, (3) particular subcarrier td < L. By performing this restriction,



the number of elements ift is reduced fromK(ZL - 1) variables{ g}, which are related by the following transfor-
to K321, (%), which, for smallZ, is polynomial inL. For ~mation:
instance, if at most two links are allowed to reuse a paswicul Dok = AX  qok, neN,kek. (9

subcarrier at any given time, i.el, = 2, the number of €Ly (n)
. L(L+1 . ; : . . .
elements il reduces o1 It is worth noting that lim- o gain a better understanding of the transformatiofiin (9),

iting the number of simultaneous transmissiofisinherently e notethat [7)implies that, of all the links inC., (n), only
offers a trade-off between the performance and compleiity. gne element in the sefartier, ), ¥V 1 € N,k € K,
particular, asl increases, the available resources are utilizgn assume a strictly positive value. Nof (9) indicates tha
more efficiently. However, our simulations suggest that mogjs value is the power allocated by nodeto subcarrier.
of the gain of time-sharing and frequency-reuse is accryed sing [3), we will formulate our desigin terms of {gy;}

only considering/ < 3 simultaneous transmissions. instead of{p,.;}. These variables must satisfy the following
For feasible time-sharing schedules, the elements must non-negativity constraints:

be non-negative andp ensure nooverlapping in time, the

total time over which any subcarriér< K is used must not qer 2 0, tel, kek. (10)
exceed the length of the signalling interval. These comta |n a practical network, the nodes are likely to hanei-
imply that vidual power budgets which bounds the total power used by
each node on all subcarrier§o capturethis constraint, we
I'>0, elementwise  (5) note that only the subcarriers scheduled to outgoing links
I ) contribute to the power consumption of each node. More
Z Z ’Yéf)g <1, Vk e K. (6) specifically, if¢; € £, (n), then all the time-sharing schedules
m=14y-m€L that correspond td; contribute to the power consumption at

Note that summations ifil(6) characterize the number of Jink%Oden' This constraint can be written as

m, that reuse a particular subcarrier For instance, for the !

’ ! k k
case in which at most two links reuse this subcarrier, thie lef Z Z qerk (’7451) + Z Z vél A>“zm) < Py,
hand side (LHS) of[(6) can be expressedas ., %Sf) + keK treLy(n) m=2Ly Ly €L

ditier 2tec %522- neN. (11)
Nodes cannot broadcast data to multigiestinations at the  4) Capacity Constraints: To complete the characterization
same timethat is, at any time instant, node can have at of the network, we point out that the data flows and the power
most one aCtiVe ||nk on Subcal’l’iél‘ Hence, the time'sharing allocations are Coup|ed by the maximum aggregate rate that

schedulegorresponding to multiple outgoing linkef noden  can be supported by the subcarriers of each link. In pasticul
must be zero. This can be represented as the aggregate rat® ., x%) must not exceed the capacity of
the k-th subcarrier of linke.
CLI@ fﬁz (’Y% N ZI: Z vék) ) ) 0 To c_har_acterize _the capacity constraints_, we note that the
19ney \ Terts 10hm ’ transmission on link¢ € L and subcarrierk € K is
composed of two parts. The first part accounts for the fractio
e Lty e LN{G}EEK, (7) of time over which this transmission is interference-free,
4 L whereas the second part accounts for the fraction of time ove
wherea,,, = max{0, anc}, thatis,a,, = 1if £.€ L4(n) and  \hich this transmission interferes with other transmissio
zero, otherwise. . To characterize the second part, we identify the interfer-
To enforce the half-duplex constraint, we must enshe# g jinks and the fraction of time over which these links

no two links, ¢, € £_(n) and{; € L, (n), canbe active are interfering. To do so, we note that, if subcarrieris

m=3 fg o 'éwn eL

on the same subcarrigrc K at the same time. This impliestime-shared by links/,..., %, then the transmissions on
that all th((:) time-sharing schedules that corresponfitand jinks ¢, ..., ¢,, interfere with the transmission on link;.
la, 18,9, 4, m = 2,....1, must be zero. Since all theHence, the SNIR expression for the transmission on link
entries inl" are non-negative, these constraints can be ertt%] %, where é; denotes the index of the link
=2 96k Ik - i
as connecting the node at which link originates to the node
I at which link ¢; ends. Since linkg1,...,4,, are(s)imultane—
+ - (k) (k) . . . ; b
at an, (7&@2 +3 Y Wlmém) —0, ously active on subcarriet for a fraction of v, , , the
— . expression for the data rate that can be communicated over
. . k .
teLlye L\{L}, ke, () link £y is~" , log, 1+ HZ‘@% . Summing over
wherea”, = |min{0, a,c}|, that is,a, = —1 if £ € £_(n) all possible combinations of the interfering links, the aeify

and zero, otherwise. Note thdll (7) arid (8) take effect Onﬁpnstralnt on the aggregate flow of lidk on subcarrief can

whenat,a-, # 0 anda},at, # 0, respectively. e expressed as

[ ints: ili ' d k

3) Power Allocation Constramtg. To faC|I|tc'_;1te Fhe design, Z Iéli < 751)1(%2(1 ¥ Qe rgen)+
we replace the node power variablgs, .} with link power D



1+y0", Qe gerk alleviated by constraining their LHS to be less than an eatyjt

I . . .
the GP framework in Appendi 1. This problem can be
Z Z %gf,),,zml o <1+ Qe kJerk ) (12) ppendik_Al p
-t small number > 0, i.e.,

m=2/4y..0,, €L

. I

B. Problem Formulation _at,al, (W(’“Z +30 3 4P, ) <e
To ensure the feasibility of the rates generated by our desig " ™2\ 12 St

m= 3 m

the constraints i {2)E(12) must be satisfied. Combiningehe
constraints yields the following optimization problem: helbel\{hhkek, (18)

I
_ k k
max Z Z wgld)s%d)’ a;’l_zla’nfz (’75(15)2 + Z Z /yél»)»»lm) <6

{8} Lol Y {ae 1T deD neN\{d} M=3 L3 Ly €L

subject to by e Lly e LA\{}, ke K. (19)
Routing constraints i {2)H(4) The remaining constraints that are not GP-compatible are
Scheduling constraints if](5}3(8) those in [(IR). Invoking the change of variables [in](14), for
Power allocation constraints i {10) add](11) ¢y € £ andk € K, those constraints can be expressed as
Capacity constraints in(12) (13) (k)

rit < 1+ qurges)™ x
The optimization problem if(13) is nonconvex because of the deD
power allocation constraint ii_(IL1) and the capacity caiists Ve em
(1 + ) (20)

I
in (I2). Examining[(IB) reveals that this problem sharesesom H H q@n’cgflk
features with the GP standard form, cf. AppendixJA-1. To =2 Oyl €L L4000 qegen

exploit this observation, in the next section we will penfoa The RHS of [2D) is amenable to the monomial approximation

change of variables that will enable us to express the dbgct ) : :
and all, but one set, of the constraints in a GP-compatitheChnlque described in AppendixA-2][7]. One approach to

form. The residual constraints that do not comply with th%sesth(;? Lt%(;)h ntl)quinls :r?osgr%ri(:lqr?rﬁii ‘:1" t?(faéﬁrr;;s oICe:Ihe
GP standard form are approximated using the monomlar| y ’ PP Y

approximation technique in Appendix_A-2. Under reIativerEomphcated’.and an alternative is to approximate each. term
: - ) . S . o y a monomial. The product of these monomials constitutes
mild conditions [8], iterative application of this technig is

known to yield a solution of the KKT system correspondin@og];?;nmt'?rll %%rigrsgo;pgioi}ﬁqigfwﬁzo)' Hence, the

to (I3), see e.g.[[5][119].

(k)
: : [ ri < M((l + qe, ko) )><
C. Generalized GP-Based Algorithm D

To cast [(IB) in a form that is amenable to monomial ! e
approximation, we define two sets of variablds{”} and  [] ][] M((l +7 S ) flmzm>, (21)
{rM}, which are related t¢s\,” } and{z\?} by the following =2 tmeL 2z duikgek
maps: where the functionaM(-) is described in Append[x/A}2. Note
5D Z 1og, 1), x%) W log, ré? ;f:gzr%?gié?/\}/l?;e variables and hence inseparable from the
neN\{d},deD,lec L, keck. (14)  Now, the problem in[{23) can be approximated by the
(&Ilowmg GP:

These maps are bijective, which renders recoveri
{s'9 2\ straightforward. The objective and the routing H L@ wi?

constraints in [[I3) can be cast in a GP-compatible {t@}{ﬁlf}?{qek}r n ’
form. In particular, the objective can be expressed as vt EERT deDneN\{d}
¢ subject to

wf )
[ien [nennqay (t%d)) and the routing constraints can

be expressed as Routing constraints il (15)=(L7)

I~ . Scheduling constraints if](6)._(18) aid](19)
Anyg
H H (i) =, neN\{d},deD, (15) Power allocation constraints iB{11)

teL kek . . L
Approximate capacity constraints in_(21 22

rd >, tel, kek,deD, (16) PP p y ni21)  (22)

1D > 1, neN\{d},deD. (17) Note that the relaxations in_(1L8) an@{19) may result

in infeasible subcarrier time-shares that do not satisfy th
The non-negativity constraints il (5) ad](10) are inhdyentconstraints in[{[7) and{8). To construct feasible schedltifes
satisfied in the GP framework. The constraintdin (6) (1&)ements of” that are less than or equal taare set to zero.
are already in a GP-compatible form. We now consider thésing a standard exponential transformation, the GR_ih (22)
constraints in[{[7) and8). The right hand side (RHS) of thesan be readily transformed into a convex optimization peobl
constraints are zero, which makes them incompatible witthich can be solved in polynomial time using interior-point



TABLE II: Successive GP-based Algorithm for Solvirig22) provided by the sefq..} and the cardinality of this set B

and 3) The data rates at each transmitting and receiving node

1- LetU = 0. Set accuracy t@ > 0. . . e .
. ¥0> N in the route of the stream intended for each destinations Thi
2- Choose! and a feasiblg({qy, },1'(?). . o ; . (d) L
3- Solve the GP in[{13). Denote the value of the objectivelby mforma‘uon IS provided in the S.e{txzk } and the Ca_rdma“ty
4- While U — U > 5, of this set is LK D, where D is the number of intended
{a0))} « {aex}, destinations.
U(Z“ «— U,
Solve the GP in[(1I3). Denote the value of the objecti
End. v In[(13) Ve Jectiverly V. SPECIAL CASE: ROUTING AND RESOURCE
5- Remove the elements in that are less thaa. ALLOCATION WITHOUT TIME-SHARING
(d) (d) . . . . -
6- Use [1d) to recovefs;, } and {z;; }. In this section,we consider a design problem similar to

the one described in Sectign]lV, but for the case when time-
sharing of subcarriers is not allowed. This correspondéi¢o t

methods (IPMs)[[7]. This implies thaf {22) enables us tB special case in which the entriesIoin Sectiol[V-A2 are

efficiently solve [IB) approximately in the neighbourhodd Jestricted to be_ bin_ary. This rest_ri(_:tion results in a mikee-
(0) ger progranwhich is generally difficult to solve. To overcome

any initial set({q,,’},I®). S . .
Finding the global solution for the nonconvex problerrt1hls difficulty, we capture the effect of the scheduling ahies

in (@3) is difficult, whereas solving the approximated peshl in the power allocation constraints. We W.'” show _that th!s
) . ; oo ) approach will enable us to develop a design algorithm with
in (22) is straightforward. To exploit this fact, we incorpte olvnomial-complexit
the formulation in[(ZR) in an iterative algorithm, wherelinet oy piexity.

. o . O 1) i« A System Constraints
output of solving [(2R) for an initial poin({g,, },T'?) is _ . _ _ .
used as a starting point for the subsequent iteratifimis 1) Routing Constraints: These constraints are identical to
technique is usually referred to as the single condensatipSe described ini2=4). o
method, e.g.[[19]/120], and under relatively mild conuliis ) Power Allocation Constraints: In characterizing these
its convergence to a solution of the KKT system correspapdifionstraints, we will use the method described in Se¢tion2v-A
to (I3) is guaranteed[8]. Since the original design probIeFﬂ d_enote the power allocated for transm|§5|on on submaa.'rle
is not convex, this system has multiple local solutions arff Nk ¢ by the variables(q; }. These variables must satisfy
the one to which the single condensation method converdB§ Non-negativity constraints i_{10) and the power budget
depends on the initial point; some of the local solutions m&Pnstraint. These constraints, usifg (9), can be cast as
be global ones. A summary of this algorithm is described in
Tabiefl mmary of s aigorim is deserbed it M3 afan <P neN. @)

keK teL
In _the next sec_tlon, we .W'” discuss a_spec_lal case of this Similar to the case considered in Sectlon 1V, the nodes
algorithm when time-sharing of subcarriers is not allowed,

cannot simultaneously broadcast to multiple destinations

Before we do that, we now provide a brief discussion %he same subcarrier. However, this requirement in the ntirre

the |mplemen.tat|or? of this alg_onthm. T.O beg.m with, we nOt%ase can be implicitly captured by the allocation of the link
that the algorithm in Tablglll is centralized, in the sensat th wers. In particularfor any subcarriert € K, any node

the design is performed by a central entity that is aware 8 :

. . and any two linky, ¢ € L, (n), at leas =0or
the network parameters. The signalling exchange between t < JXO i e y 162 € Ly (n) e
nodes and the central entity, required to establish commutiz* Y
cation in the considered framework, are described as fasllow a%aibqglk%k =0, O,bel, kek, neN. (24)

At the beginning of each signalling interval, the centraitgn Thi traint is sianificantly | involved than th
prompts the nodes in the network to sequentially broadca IS constraint s significantly ess involved than e angl).
imilarly, the half-duplex requirement can be captured by

pilot signals of prescribed power levels. Subsequentlghea é}suring that, for each nodec A, if the power on subcarrier

node computes the subcarrier channel gains from all oti}i fr i< strictl itive. then th located t
nodes in the network. There is total b# such gains, where 0 +(n) IS strictly positive, then the power afiocated to
this subcarrier on all the links i£_(n) is zero, and vice

L is the number of links and is the number of subcarriers. .

Each node sends these gains along with its destination no gﬁsa._ Hence, th‘? ha.lf—duplex requirement can enforcetidy t
if any, and its priority weights to the central entity. Theatral oflowing constraints:

entity performs the joint optimization of the power alldoas, ., a}, qo,xqex =0, (1, l €L, k€K, neN. (25)
scheduling parameters and data routes as described infllable

It then forwards these decisions to all the nodes, possiﬂ)ﬂ?te that these constraints are simpler tha_n_their CQ“““_m"P
over a dedicated control channel. In particular, the infation N (8- Also, note that[24) and.(25) are trivially satisfied if

forwarded by the central entity include 1) the subcarrigiein €ither link (1 or £, are not connected to node
and the time allocated to each transmission. This infomati 3) Capacity Constraints: In this case, the constraints [ {12)

is provided by the sef. The cardinality of this set dependsc@n be readily seen to reduce to

on the number of simultaneous transmissions allowed in each l’éd?@ Qs gesk
subcarrier,. For instance, fof = 2, [I'| = LK(L+1)/2; 2) Z Wl < log, (1 +1 s e ) (26)
The power allocated to each transmission. This informaion d taeL\{t:} UakItsk



B. Problem Formulation VI. COMPLEXITY ANALYSIS
Using the characterization described in Secfion]V-A, the In this section we examine the computational complexity

design problem can be cast as: required for solving the problems described in Sectlon€lIV-
—— Z wﬁld)sgd), and[V=Q for the cases with and without time-sharing, re-

spectively. The algorithms in these sections iterativalives

(W} (i)} {aer} "
o PR deDneN\(d} the families of the optimization problems ih_{22) add](30).

subject to Being in a GP-compatible form, these problems can be readily
Routing constraints if{2)H4) converted into convex forms and can be efficiently solved
Power allocation constraints if_(10E3)-(23) using IPM-based solvers.

In IPM, the objective and inequality constraints are used
(27) ) . S T
to construct a log-barrier function which is minimized ajon
The optimization problem in[{27) is nonconvex becausg central path using Newton’s method. The complexity of
the RHS of [2B) is the logarithm of a rational function, andach Newton step grows with the cube of the number of
therefore not concave. The equality constraint&in (24)@BY inequality constraints and the number of Newton steps can
are not affine and hence, nonconvex. In the next sectigis bounded if the log-barrier function is self-concord ][
we will develop a GP-based algorithm, analogous to the oge Appendix[B. In that case, the number of Newton steps
described in Sectidn [ViC, to obtain a locally optimal s@ot  can be shown to grow with the square root of the number of
_ inequality constraints [21].
C. Proposed GP-based Algorithm Unfortunately, the log-barrier functions related to thekpr
The optimization problem in[(27), although nonconvexems in [22) and[{30) are not self-concordant. To circumvent
is amenable to the GP-based monomial approximation tifis difficulty, we introduce a set of auxiliary variablesdan
Appendix[A-2. To use this approximation, we ugel(14) teonstraints which, although redundant, enables us to rarst
transform{sgd)} and{x%)} to {t&d)} and{r%)}, respectively. self-concordant log-barrier functions. Using these fioms
Using these new variables, the routing constraints areilyeadand the results i [21], we arrive at the following propasiti
expressed in a GP-compatible form as describefih —(1 . . : .
gubstituting fromII]]4)pint0|:(26) yields the foIIowing(;n;ie)t E) )ropos!tlon 1. The complexity of solving (22) with IPM-based
equivalent constraints: solvers s of order

I 3.5
(1 + Z %kgz;k) H réf,)g <1+ Z Q2k Gtk O <2LKN+ N+ D(N-1)+ QKZ <l;)> )
i=1

laeLN\{l1} deD laeL

kek tel, (28) and the complexity of solving (30) with |PM-based solvers is
which are, unfortunately not GP-compatible. Using the monof order
mial approximation technique in Appendix_A-2 yields the a5
following approximation of [[Z8) in the neighbourhood of o ((LK(3L+2) +N+D(N -1)) )

{q§2)}: Proof: See AppendikB. [
@ (0)) P22 The f?rst _statemen_t of Propositigh 1 pertains to .the general
(1 + Z %kge;k) H Tk < Clok H (Qbk/quk) »  case with time-sharing and frequency-reuse. This statemen
L2€L\{1} deD el shows that the complexity of solving the problem [n](22)
ke, to € L, (29) is polynomial in L for small values ofl. The complexity
of solving [22) can be further reducdny combining the
0 ) broadcasting constraint and the half-duplex constrainfZin
Dty Qiyk 9k @NA0p, k= qezkgl_gk/cflk-_ and [8), respectively. In particular, examining these tairsts
Analogous to the case considered in Secfion JVIC] (2dyeals that they are related to the network topology andotio n
and [25) are replaced with the GP-compatible inequality Cofjepend on the channel conditions. Hence, these two camtstrai
§traints. The joint desi.gn of dat_a routes and.power allooati o1 pe enforced by pruning the §eprior to solving [IB) or its
in (27) can be approximated with the following GP: approximated version ifi{22). The pruning rule is as follows

Capacity constraints il (26)

where {qéo)} is the initial power allocationgs,, = 1 +

. M (w wi? For eachY and!’ € L, if eithera,, a,;,, = 0 O ay, a,,, =0,
91 DY (g0} n ' the corresponding time-shares/it (7) and (8) are removed_fro
o deDneN\{d} the setl'. Unfortunately, we have not been able to obtain a
subject to closed form of the cardinality of the resultifig However, the
Routing constraints i (15)=(L7) reduction in complexity, at least for small networks, appea

Power allocation constraints iE{23=(25) (relaxed versjo to be significant. For instance, for fully connected netvgork

Approximate capacity constraints in{29) (30) m;zgd:frémnzgg; 2)”2% = NV —1) = 12 finks, T is

A locally optimal solution of [[2l7) can be obtained by solv- Thesecondstatement of Propositidd 1 pertains to the special
ing (30) iteratively using the single condensation methazhse in which time-sharing is not allowed. This statement
described in Section TVAC. shows that the complexity of solving{30) is polynomial ieth



TABLE IIl: Normalized Channel Gains{ge}, in Example 1 [dB]. TABLE IV: Power Allocations (mW) in Example 1.

link 1 link2 link 3 link 4 link 5 link 6 n=1 n=2 n=23 n=4
subcarrier 1| -6.1 -11.1 1.86 -12.3 -13.5 42.4 q32 =23 | qa2 =56.5 | g7,1 =6.5 qio0,2 = 24.5
subcarrier 2| -5.7 157 564  -598 -19.2 40.7 ' qo.2 =135 | qu11=0.3

link 7 1link8 Tlink9 link 10 link 11  Tlink 12 q12,1 = 16.5
subcarrier 1| 15.82  -2.43 -5.82 -6.9 35.0 3.304
subcarrier 2| -3.38  -561 0871  -0.6 412 145 rates,s” ands|", are assigned equal weights, i.e® =

wfll) = 1. Since in this example time-sharing is allowed, the
algorithm in Sectiof IV-C is used to generate the data routes

number of nodesy, and the number of subcarriers, In par- . .
time-sharing schedules and power allocations.

ticular, it grows asL” K 3. Another case in which the design ) : . .
complexity is polynomial is the one in which the subcarrier; The sum-rate yielded by the algorithm in Section IV-C is

are time-shared but not frequency-reused [5]. In that dase 4 b/s/Hz. The data routes generated by this algorithm are

design complexity i€)((LK (4+ D)+ N+ K + D(N —1))3), llustrated in Flgl_er:B._ For ease of exposition, the. network
. o in this example is split into the two sub-networks: the one
Hence the special cases with either no frequency-reuse or.no,

time-sharina have polvnomial complexit in "Figure [3(d) depicts the routes of the data intended for
9 POy plexity. destinationd = 1, and the one in Figurg 3(b) depicts the

routes of the data intended for destinatiba:- 2. The complete
VII. SIMULATION RESULTS network is the superposition of the two sub-networks. For

In this section we provide numerical results to evaluaigstance, the data transmitted over link 7, connecting node
the performance of joint routing and resource allocation a3 to node 1, is 4.8 b/s/Hz, of which 2 b/s/Hz is intended for
gorithms for the cases with and without time-sharing. destinationd = 1 and 2.8 b/s/Hz is intended for destination

The locations of the nodes are randomly generated afd- 2-
evenly distributed over 800 x 300 m? square. The nodes are The time-sharing schedules of the subcarriers generated by
assumed to have identical power budgets, Bg~ P, vn € the algorithm in Section IV-C are provided in Figdie 4. It can
N, andthe available frequency-selective channel is partitiondt® seen from this figure that subcarrier= 1 is both reused
into a set of frequency-flat Rayleigh fading channelgh and time-shared, whereas subcarkier 2 is only time-shared.
the values of pathloss (PL) and shadowing components dtigures3 andl4 imply that link 7, connecting node 3 to node
tained from the non line-of-sight communication of indoo#. and link 11, connecting node 4 to node 2, carry the data
hotspot (InH) scenario in the IMT-Advanced documént [22jntended for both destinations on the same subcartier,1,
According to [22], the PL component on linke £ is given during the same time interval. The fact that our designsrerfo
by half-duplex requirement can be inferred from these figures.

PL = 43.31og,(d¢) + 11.5 + 20logyo (f.), (31) For instance, Figurg 3(a) shows that node 3 uses the same
subcarrierk = 1, for its transmission and reception on links
where d; is the length of link? in meters andf. is the 7 and 12, respectively, but Figué 4 shows that transmission
carrier frequency in Gigahertz which, in our simulatiorss, iand reception occur during different time intervals.
set to f, = 3.4 GHz. The shadowing component is assumed The power allocations yielded by the algorithm in Sec-
to be log-normal distributed with a mean of 0 dB and #on [IV-C| are shown in Tablé¢_TVv. This table shows that,
standard deviation of 4 dB. The Rayleigh fading componebécause of frequency-reuse, the nodes do not necessagily us
is generated by the envelope of a zero-mean unit-variartheir total power budgets. This is due to the fact that, in
complex Gaussian-distributed random variable. The &bdiaila this scenario, when a node increases its transmission power
bandwidth around each subcarrier is setlto = 200 KHz it inflicts high interference on other transmissions. Thes i

and the noise power density at receivers is setMp = in contrast with the situation considered inl [5], wherein
—174 dBm/Hz. frequency-reuse is not allowed and increasing the tratsnit
The results reported herein are obtained using @&X power of a node does not affect the transmissions of the other
package[[23] with an underlyinf!lOSEK solver [24]. The nodes in the network. O
value ofe in (@) and [B) is set td0—*. Example 2: (Joint Routing and Resource Allocation without

Example 1: (Joint Routing and Resource Allocation with  Time-sharing) Consider an exemplary network witN = 6
Time-sharing) Consider an exemplary network witN = 4 nodes. In this network, as before, nodes 3 and 4 wish to
nodes. In this network, nodes 3 and 4 wish to communicatemmunicate with nodes 2 and 1, respectively, okere 4
with nodes 2 and 1, respectively, ovEr = 2 subcarriers. In subcarriers. In particular, for destination node= 1, the
particular, for destination nodé= 1, the source is node = 4 source is node. = 4 and the other nodes, i.€2,3,4,5} are
and nodeg?2, 3} are potential relays, and, for destination nodpotential relays, and, for destination node- 2, the source is
d = 2, the source is node = 3 and nodeq1, 4} are potential noden = 3 and nodeg1,4,5,6} are potential relays.
relays. The considered network has= 12 directional links The considered network hds= 30 links and therefore the
and therefore the channel matrix h&® x 2 elements.The channel matrix ha80 x 4 elements. For space considerations,
channels are assumed to be staticl their normalized gain in this matrix is not provided, but since the channel gain orheac
dB, i.e.,10log;, gex, is given in Tabl¢Tll.In this example, the subcarrier is dominated by the PL component, we provide
power budget of each node is seto= 20 dBm, the number the coordinates of the nodes in 1360 x 300 m? square;
of simultaneous transmissions is set ko= 3 and the two calculating the PL components from these coordinates is
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s<11J = 3.1 b/s/Hz 851) — 4.8 bls/Hz . .ﬁ
. 4.8 bls/Hz

""

; sV = 4.8 bls/Hz

Node 4
o (@)
9 = 3.1 bls/H ,
K o 5.2 bis/Hz 5§ = 9.1 bls/Hz
(@)
~

2 b/s/Hz

@) _ 4 k=1
s, = 4.3 bls/Hz - ; r
' 5.2bisHz - — k=2
/ > — - k=3
39bisHz /7 Y ages)  eeeeeererenn k=4
y
/3.9 bls/Hz
—_— k=1 /,'
2.8 bi/s/Hz —— k=2 B
s = 9.1 bisiHz
(b)
______ Fig. 5: Data routes fdr (&) = 1,[(B) d = 2 in Example 2.
s = 4.3 bis/Hz
(b) static as in Examples 1 and ®Ve consider a network with

N = 4 nodes in which nodes 3 and 4 wish to communicate
with nodes 2 and 1, respectively, ovkr= 4 subcarriersThe
number of simultaneous transmissions is sef te 3 and the

in Sectiong V-C an@ 1V-LC for the values &t ranging from 0

to 30 dBm are depicted in Fi?ur(a) and p(b) for the cases
of w(? = 5w andw? = w!", respectively. These figures
Fig. 4: Time-sharing schedules of the subcarriers in Exanipl ~ also provide a comparison with the weighted-sum rates gield
by the designs in which frequency-reuse is not considérked [5

straightforward, cf. [(31). The coordinates of the nodes areAS can be seen from Figuré 6, the weighted-sum rate yielded
{(283,202), (191, 208), (287, 20),(72,76),(201,67),(86,200)}.by the joint design with both time-sharing and frequency-
Setting the node power budgets & = 20 dBm and r€use outperforms the designs in which either time-shasing
assuming that both rates have equal Weigzhﬁé), — wf) =1, frequency-reuse is eX(_:Iusiver_considered_, but at the resge
the joint design algorithm in SectigiV-C yields a sum-rate &' increased complexity. For instance, Figiire B(b) suggest

9.1 b/s/Hz. The data routes and power allocations obtaiged 2t at the sum-rate of 12 b/s/Hz, the proposed design with
this algorithm are shown in Figu@ 5 and Talble V, respegtivePOth time-sharing and frequency-reuse yields a power advan
For instance, in Figuf@ 5, subcarrier= 1 is shown to be used ©29€ 0f 4 dBm over the designs in which either time-sharing
twice and due to the half-duplex constraint, transmissio 2/ fréquency-reuse is exclusively considered and a power
reception take place over distinct subcarriers at each.ntide advantage of 8 dBm over the design in which neither of these

will later show the advantage of the proposed algorithm oviichniques is considered. This figure also suggests that, fo
the algorithms in which frequency-reuse is not considefed. Values of’ less than 15 dBm, the design with frequency-reuse
but without time-sharing yields better performance thaa th

design with time-sharing but without frequency-reuselih [5
Hé)wever, for values of” higher than 15 dBm, the design with
&‘r[ne—sharing but without frequency-reuse performs bettan

e one with frequency-reuse but without time-sharing.sThi
phenomenon can be attributed to the effect of interferefite.
low powers, the effect of interference is small and freqyenc
TABLE V: Power Allocations (mW) in Example 2. reuse performs generally better than time-sharing. Inresht
at high powers, the effect of interference is more severe
and time-sharing performs generally better than frequency

E=1 k=2 simulation results are averaged over 10 independent nketwor
Link 7 | T I | | s | | realizations.
ik [ | o | | | unka o] | The average weighted-sum rates yielded by the algorithms

|
|

Link 12 | | % | Link9 || e |
|

Link 10 [15%]

Example 3: (Average Weighted-Sum Rate Comparison) In
this example, we use Monte Carlo simulations to evaluate t
average performance of the joint designs with and witho
time-sharing when the channels are time-varying rathem th

n=1 n=23 n=4 n=2>5
q1,1 =12 | qu1,2 =45 | q16,4 = 100 | g22,3 =25
q14,1 = 55
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three simultaneous transmissions, ifes 3. This implies that

* -+w/o time-sharing, w/o freq. reuse] [5] ‘ . . . .
< «d-=w. time-sharing, wio freq. reuse[5] ] increasing/ trades complexity for performance. In particular,
T ||>-w/o time-sharing, w. freq. reuse, proposed . .
% ssew. time-sharing, w. freq. reuse, proposed 1 as I increases, the performance of the algorithm becomes
% Aty g tn) 1 closer to that of the one with = L, but at the expense of
4 increased comolexitv.
£
3 2 .
5 —~-without freq. reusg/ = 1)
L a5 1 —~limited freq. reusg/ = 2)
_'57 1 25+Iimited freq. reusgl = 3)
2 & |- lete freq. =20
= Il EPn complete freq. reusel )
o
5 =
% 5 10 15 20 25 30 o 15
P [dBm] g
E 10
@ Z
5,
-+w/o time-sharing, w/o freq. reuse, 55]
301=-w. time-sharing, w/o freq. reuse.l [5 \ I . . ,
-~w/o time-sharing, w. freq. reuse, proposed 0 5 10 15 20 25 30
_Jd©w. time-sharing, w. freq. reuse, proposed P [dBm]
Fig. 7: Sum-rate generated by the generalized algorithndlifterent
il values ofI.

In Figure[8(d) we investigate the convergence behaviour
of the generalized algorithm. We consider an instance of a
network in which the power budget of all nodes is set to
P =10 dBm. It can be seen from this figure that, in addition

10~

Weighted-sum rate (b/s/Hz)

PRI

5 io i g = % to being significantly less computationally demanding, the
P [dBm] algorithm with a lower value of exhibits considerably faster
(b) convergence than that of the one with a higher valugé dhis
Fig. 6: Average weighted-sum rate comparisor{for) = 5w!”, convergence can be further ameliorated by choosing thialinit
and[B)w’? = wiV. point more carefully, for instance, by choosing this poimt t

, . . . ) be the solution yielded by algorithm iql[5] for the case with
reuse. As expected, the design with neither time-sharing N frequency-reuse.
frequency-re.use.has inferior performance. - To illustrate the effect of random initialization of the gen
Example 4: (Joint Routing and Resource Allocation: Gen-  gajized algorithm, in FigurE 8(b) the value of the objeetiv
eralized Algorithm) In this example, we evaluate the periy \which the generalized algorithm with = 2 converged

formance of the algorithm developed in Section IV-C. W shown for 80 random instances of feasible initial points,
consider a snapshot of a network wifi = 5 nodes and ( (0) F(O)) € [0, PILK x [0 1]|p\_ It can be seen from this

o . . . . k>
L = 20 links (Il_nks with a distance more than 150 m ?r%%ure that although the algorithm is relatively sensitigethe
neglected). In this network nodes 3 and 4 wish to communicaifoice of the initial point, finding initial points that relsin
with nodes 2 and 1, respectively, ovlr= 4 subcarriers. The .

) A i good’ local maxima is generally easy. O
number of smgltaneous trgnsml_ssmns issefto 20,1 =3 Example 5: (Average Rate-Region Comparison) In this
and I = 2, which results in[" with 229 — 1, 190 and 110

example we provide the rate regions that can be achieved by

variables, respectively. the algorithms in Sectiois VIC abd TV-C, whéh= 10 dBm.

The sum-rate yielded by the generalized algorithm Witjﬁhese reaions are obtained by varving the weidkty . s
different values ofl is depicted in Figur€l7. For comparison d AR g i 55 )

e ) . he unit simplex, i.e.{ (w!", w!®)|w" > 2 >
this figure also shows the rates yielded by the special catic,veer(t N u(ryt simplex, i.e.{(w;", w")wy” 2 0, wy” 2

1) ) . . .
in Section[Y. As can be seen from Figufe 7, the algorithfly 4~ + s~ = 1}, and are depicted in Figuté 8.compar-
with I — 2 and 3 yields rates that are slightly less thal$on between these rate regions and the ones corresponding

the rate yielded by the algorithm with — L, however to the case when _fre_quency-reuse is not considen_ad [5] is
with a significantly less computational complexity. In fact?!S Provided in this figure. As can be seen from Fidre 9,
the complexity of the algorithm with <  is polynomial, the r_ate region corresponding to the deS|g_n with both time-
whereas that of the algorithm with= L is exponential inL. sharing and_ frequency—regse p_roperl_y cor_1ta|ns _the fa‘erf‘*g
This feature renders the algorithm with< 3 more attractive corresponding to the designs in which either time-sharing o

for designing large networks with potentially rapid Chalnnérquepcy-reuse IS exclus_|vely used. It can b_e :_;llso sedn tha
variations. From Figurgl7 it can be seen that the gap betwd&J1ICting the number of simultaneous transmissions e

the rates yielded by different values df decreases as thelan three suffices to achieve most of the frequency-reuse ga
power budget increases. This is because as power increa@8d With less computational complexity. =
interference becomes more severe, which causes the reuse

of a particular subcarrier on multiple links less beneficial VIII. CONCLUSION

It can be also seen from this figure that, most of the gainin this paper we focused on the joint optimization of
of frequency-reuse is mustered by only considering two data routes, subcarrier schedules and power allocation in a
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APPENDIXA
THE GP STANDARD FORM AND MONOMIAL
APPROXIMATION

1) The GP Sandard Form: For self-containment, in this
appendix we will review the standard GP form. A GP opti-

®

Sum-rate (b/s/Hz)
D

4, 4
o) mization problem can be readily transformed to an efficientl
a ---each iteration (1=2) solvable convex one. To provide the standard form of a GP,
T, | final value (1=2) let = € R™ be a vector of positive entries. A monomial
20 40 00 of torations 0 160 180 in z is defined to be a function of the formy [[, 2 and
@) a posynomial inz is defined to be a function of the form
J n [e7%]
Zj_:l c;lliq % 7, wherec; > 0, {o;} and {oy;}, are
8. A AR A A A arbltrary ConStantSj = 0.1.... J, andi = 1.....n. A
° o ° o o o © g » ) 9 )
g 5 ¢ % ©° RSN standard GPL[6],[7],[21] is an optimization of the form:
[ © Oo o
% 7.8’0 o ° ) o ) ° o i min fO(Z)7
3 e:® o o & 4 z
g o o . .
276 °, %o ° o o %% subject to f;(z) < 1, i1=1,....,m, (32)
T ° o o .
Ug) 7.4° H °° ° °© ° ° 91(2)217 1= 17"'ap7
7.2 6 ° ] where{f;} are posynomials andlg;} are monomials.
7° 2) Monomial Approximation: A monomial approximation
0 10 20 80 oFperitdns 0 70 80 of a differentiable functiom(z) > 0 nearz(®) is given by

its first order Taylor expansion in the logarithmic domaif, [6
0

(b)
- o z; oh -
Fig. 8:[(@ Convergence behaviour apd](b) performance of thél- Defining f; = R(=©) dz; we haveM (h(z)) =

. . . . . ey . ﬁ‘L
generalized algorithm with different initial points. h(z(o)) Hn (%) where M(-) is the monomial approxi-

2=2~(0)7

=1

7 TR e starig e feq, ereal T mation. This approximation will be used to provide local GP
- -B-w. time-sharing, w/o freq. reusd . . . . . e el .
o >wlo tme sharing w, freq, reuse approximations in the neighbourhood of a given initial goin
—+w. time-sharing, w. freq. reusé, = s
o ,,,,,\ew‘ time-sharing, w. freq. reusd,= 20
APPENDIX B

PROOF OFPROPOSITIONT]

) (bls/Hz)

(2
3

54

For simplicity, we will begin by proving the second state-
ment of Propositiof]1In this proof, we will show that, by
\ including redundant constraints, the log-barrier funciod the
L e problems in [(3D) and{22) can be cast in a self-concordant

3 1
. 1" (blsiH2) . form, which has the following definition [21]:
Fig. 9: Rate-region comparison.

L
0 1

Definition 1. A function f : R® — R is said to be self-

half-duplex multicarrier network when each subcarrier caoncordantif, for all x,v € R", s € R such that = + sv isin

be reused by multiple links. The goal is to maximize the domain of f and ‘%f(x-i-sv)‘ <22 flz+sv)%2. 0

weighted-sum of the rates communicated over the network.

The considered network is generic in the sense that it su&;-

sumes many structures including cellular and device-ioege

communications as special cases. We considered two iestanc To determine the complexity of solving the problem[inl(30),

of this problem: 1) when each subcarrier can be time-share@ begin by converting this problem into a convex one. Using

by multiple links; and 2) when time-sharing is not allowedlanstandard exponential transformations, we write

a subcarrier, once assigned to a set of links, will be used by ) _ )

those links throughout the signalling interval. The joiesin tn” = exp (ln(Z)sn ) ’ neN\{d},deD,

in the first instance results in superior performance bub wit ()

high complexity. The second instance is a special case of ther( = eXp(ln(Q)%) tel, kek,deD,

Erusrtnct;r;}(:T gpsz;?;b?ees?arameter|zed using a significantly small yer = exp(qen), tel kek. (33)
The joint design problem in both instances is nonconveéubstituting the variables in_(30) with the ones [in](33) and

and locally optimal solutions are obtained using a GP-bastking the logarithm of the obtained objective and constgai

monomial approximation technique. Numerical results showgsult in a convex optimization which can be solved effi-

that the designs developed in both instances yield perfocmaciently using the IPM technique. To use this technique, a

that is significantly better than that of their counterpans log-barrier function is synthesized from the objective and

which frequency-reuse is not allowed. inequality constraints. The complexity analysis of the IPM

Proof of the Second Statement of Proposition [1]



technique is simplified when the log-barrier function isfsel
concordant[[211], cf., Definitioi]1. The log-barrier functio [
corresponding to the convex form ¢f{30) can be written as

o=—ty > wlsl)+v,
n d

where represents the component of the log-barrier functiof?!
associated with the inequality constraints in the convemfo

of (30). To examine whethef is self-concordant, we note that [4]
the converted objective and the inequality constraintsecor 5]
sponding to[(16)[(17) and the relaxed version$ of (24) BByl (2
are linear and therefore their corresponding componerttsein
log-barrier function are self-concordaht[21]. Hence ihegns 6]
to consider the self-concordance for the constraintd i) (Zd
and [23). For simplicity, we write the posynomial consttain
in (Z9) in the standard form in[{32). After changing thel”]
variables and taking the logarithm of both sides, this qaurst
can be written in a general form as

log(z exp(a;o; + biB; + ¢;)) <0,

K2

(34) [

(8]

(35) ]

where {«;},{B;} are the optimization variables and
{a;},{bi},{c;} are constants. The component corresponding]
to the constraint in[{35) in the log-barrier function can now

be expressed as

— log(— logz exp(a;a; + b;f; + ¢;)).

[11]
(36)
[12]

To ensure thaf(36) is self-concordant, we introduce aarxili
variables)\;, to bound the exponentially transformed variabldd3]
in (35). Using these new variables, the constrain{id (3%) ca
be replaced with the following set of constrairits![21]: [14]

YA
Ai Z 07
a;a; + b8 + ¢; —log A\; < 0.

[15]

37) 18
Now the associated log-barrier function of the constraingsy
in 37) can be shown to be self-concordant, df.][21, Ex-
ample 9.8]. For the constraints ih_{23), we follow the steps
analogous to the ones used with the constraints[id (28)s]
In particular, by introducing new auxiliary variables, we
construct a self-concordant log-barrier function. Usitgst g
function, the complexity can be shown to be proportional
to m3-°, wherem is the number of inequality constraints.
Hence, the complexity of solvind (BO) can be bounded 6§0
o ((LK(BL +2)+ N+ D(N — 1))3'5), which completes
the proof of the second statement of Proposifibn 1. 21]
[22]
B. Proof of the First Statement of Proposition [I]

The proof of the first statement of Propositioh 1 follow&!
from arguments similar to the one used in the proof of the4]
second statement and is omitted for breviBor the first
statement, the number of inequality constraints can belyead
verified to be2LK N + N +D(N —1)+2K >1_, (%), which
yields the first statement of Propositibh 1.
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