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Abstract—To meet the surging demand for throughput, 5G
cellular networks need to be more heterogeneous and much
denser, by deploying more and more small cells. In particular,
the number of users in each small cell can change dramatically
due to users’ mobility, resulting in random and time varying
uplink interference. This paper considers the uplink interference
in a 5G heterogeneous network which is jointly covered by one
macro cell and several small cells. Based on the Lévy flight
moving model, a mobility-aware interference model is proposed
to characterize the uplink interference from macro cell users to
small cell users. In this model, the total uplink interference is
characterized by its moment generating function, for both closed
subscriber group (CSG) and open subscriber group (CSG) femto
cells. In addition, the proposed interference model is a function
of basic step length, which is a key velocity parameter of Ĺevy
flights. It is shown by both theoretical analysis and simulation
results that the proposed interference model provides a flexible
way of evaluating the system performance in terms of success
probability and average rate.

Index Terms—interference modeling, heterogeneous networks,
5G, user mobility, Lévy flights.

I. I NTRODUCTION

As the long term evolution/advanced (LTE/LTE-A) cellular
system has been deployed all over the world and is reaching
maturity, the standards bodies and industry are now orga-
nizing a timeframe to standardize the fifth generation (5G)
technology, which is expected to be between 2016 and 2018,
followed by initial deployments around 2020. As is expected,
the network aggregate data rate will be increased by roughly
1000x from 4G to 5G [1, 2]. To achieve this ambition, 5G
communication systems need more nodes per unit area besides
more Hz and more bit/s/Hz per node [1]. Therefore, more
and more small cells such as pico/femto/relay cells are being
added to the existing network [3]. In this context, it may not
be surprising to expect that in the not too distant future, the
number of base stations may exceed the number of cell phone
subscribers [3]. A network that consists of a mix of macro
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cells and small cells is often referred to as aheterogeneous
network(HetNet), orDenseNets[4].

Research on HetNets dates back to the discussion on femto
cells in 2008 [5] and was admitted by 3GPP LTE-A standard
in 2011 [6]. HetNets is also believed to be an important part
of the next generation cellular networks. By adding more and
more low power small cells, the reuse of spectrum across the
space is improved. At the same time, the number of users
competing for resources at each base station is reduced. Note
that, the spectral efficiency of modern access technologies
such as LTE is already very close to the Shannon’s limit [4].
Therefore, enhancing the network efficiency by densifying the
network in the spatial domain rather than user efficiency in
the frequency domain would be one important step towards
5G communications.

Due to the scarcity of spectrum, lower power base stations
are preferred to be deployed in the same band as macro base
stations. Naturally, the interference management in HetNets
becomes an unavoidable issue. In the literature, this problem
has been discussed from various viewpoints. In the physical
layer, the downlink co-channel interference can be modeled
as an interference channel. Based on this observation, an
interference canceling block modulation scheme was proposed
in [7], in which interference can be canceled successively since
the covariance matrix of the interference is designed to be
rank deficient at each receiver. In [8, 9], joint detection algo-
rithms and maximum-likelihood based local detections were
proposed. In the MAC layer or above, related issues include:1)
frequency reuse techniques such as fractional frequency reuse
[10] or soft frequency reuse [11] and optimum combining
[12], 2) load balancing and power control schemes such
as range extension technique in 3GPP LTE Rel-10 systems,
user association schemes in [14, 15], and the proportional
optimal power control in [16], and 3) fundamental research on
interference modeling [17–19] that will facilitate interference
management.

Among them, the authors of [17] investigated the difference
as well as the equivalence among some commonly used
interference models for adhoc/sensor networks, such as the
additive interference model, the capture threshold model,the
protocol model and the interference range model. As pointed
in [17], different interference models can produce significantly
different results. The uplink intercell interference modeling for
HetNets was investigated in [18], in which the distribution
of the location of scheduled users and the moment generat-
ing function (MGF) of their interference were found. Most
recently, [19] studied the downlink interference in a HetNet
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using stochastic geometry theory, in which every interfering
base station, locating outside of a guard zone, follows the
Poisson point process (PPP). A dominant interferer was also
assumed to locate at the edge of the guard zone. Together with
the Gamma approximation method, the Laplace transform of
total interference was given, which can be used to evaluate
users’ success probability and average rate.

Although very important, previous works focused on static
adhoc networks or HetNets, where the interferes are fixed.
However, the uplink interference in 5G HetNets are produced
by users with mobility. In addition, among those works con-
sidering user mobility in HetNets, most of them were inves-
tigating how user mobility affected handover performances
[22, 23]. As a result, it is still not clear whether users’ mobility
will change uplink interference model or not, which is the
motivation of this paper.

Particularly, since more and more base stations are deployed
in the network, each cell becomes smaller and smaller. As a
result, the number of users in a cell or an interfering area
is very limited. In this case, users’ mobility will have more
impact on the number of users in a cell, which determines
their uplink interferences to other type of users in the same
area.

This paper focuses on characterizing the uplink interference
in 5G HetNets based on theLévy flights[24] moving model.
In this model, each user moves one step in every time interval
Ts. Formally, when a user moves from one location to another
without a directional change or pause, a flight is defined as
the longest straight-line distance between its starting point and
end point. Some recent studies on human mobility show that
the flight length distributions have a heavy-tail tendency [24,
25]. By normalizing the flight length with abasic step length
∆, the flight length turns to be the number of basic steps in
each flight. Therefore,∆ can be seen as an indicator of user
velocity, i.e., a user with a larger∆ moves more quickly on
average.

Under the Lévy flight mobility model, the number of
interferers in an interfering region varies from time to time.
Particularly, the number of users in the interfering region
can be modeled by a Markov process, in which the state
transition probability is a function of user mobility. It isalso
seen that users may sometimes move out of the macro cell
due to mobility. To eliminate this kind of boundary effect,
we proposed amodified reflection model, which can simulate
the network using a single macro cell. In this model, a
user is assumed to re-enter the macro cell from the opposite
edge when it reaches the cell edge, without changing its
moving direction. In addition, this paper considers the uplink
interference for both closed subscriber group (CSG) femto
cells which serve some authenticated users only, and the open
subscriber group (OSG) femto cells which admit any user
coming into its coverage, by deriving their moment generating
functions, mean values and variations. It will be seen from
simulation results that the uplink interference is actually a
constant, regardless how fast users move. It is also shown
that the proposed interference model is useful in evaluating
the system performance such as the probability of successful
transmission and the average transmission rate.

The rest of this paper is organized as follows. The system
model is presented in Section II. User’s average probability
of coming into or gonging out of a small cell is presented in
Section III, based on which the number of users in a small
cell is formulated as a Markov Chain in Section IV. After that,
the uplink interference is presented in terms of its statistics
in Section V. As its two applications, the interference model
will be used to evaluate user’s success probability and average
transmission rate in Section VI. The obtained result will also
be presented via numerical and Monte Carlo simulation results
in Section VII. Finally, we will conclude this work in section
VIII.

II. SYSTEM MODEL

Fig. 1 presents one macro cell of a heterogeneous network.
The area is covered by a macro-eNB (M-eNB), as well as some
low power pico-eNBs, femto-eNBs and relays (collectively
referred to as home-eNBs, H-eNBs) [20, 21]. The small cells
served by these H-eNBs can either be OSG cells or CSG cells.
Denote the radius of the macro cell asL, the radius of a small
cell of interest (a pico/femto/relay cell, OSG or CSG) asR.
In general,L is much larger thanR.

Fig. 1. 5G Heterogeneous Network model.

Users served by H-eNBs and M-eNBs are referred to as the
home users (H-UEs) and macro users (M-UEs), respectively.
Since pico/femto/relay cells are much smaller than macro cells,
the transmit power of H-UEs’ (P h

t ) will be much smaller than
that of M-UEs. As a result, the uplink interference from M-
UEs to H-UEs is very strong. Due to large scale attenuation
and small scale fading, the received signal power at an e-NB
can be given byPr = γ

dβ Pt, whered is the distance between
the user and the e-NB,β ≥ 2 is the pathloss exponent, andγ
is the random channel power gain. Without loss of generality,
Rayleigh fading model will be used in out simulations.

Due to large scale attenuation, both the desired signal and
the interference will be attenuated greatly. Similar to the
interference range model in [17], this paper assumes that only
the interference from M-UEs within an interfering circle will
be considered, as shown by Fig. 1. Denote the radius of the
interfering circle asinterfering radiusRI , which is usually
larger than the cell radiusR. In addition, it is assumed that
users in the same small cell will access to the H-eNB in a time
division multiple access (TDMA) manner, so that interference
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among them is avoided. Since the transmit power of H-UEs is
low and the attenuation is high, interference from other small
cells are also neglected.

Assume that there areN users distributed uniformly in the
macro cell. Assume that all the incoming traffic from the
users can be absorbed by the network. Due to mobility, each
user will move to a new location in every time intervalTs,
according to theLévy flightmodel. In this model, each move
of a user is defined as aflight. The direction of a flight is
uniformly distributed among[0, 2π) and the flight lengthX
follows the power law distribution. Particularly, the probability
density function (pdf) of X is given by

fX(x) =
α∆α

xα+1
, x ∈ [∆,+∞) (1)

whereα falls in between 0.53 and 1.81, as shown by many
human mobility traces [24, 25]. By normalizing the flight
length using abasic step length∆, one will getZ = X

∆ with
fZ(z) =

α
z1+α , z ∈ [1,+∞).

It is clear that users tend to take longer flights if∆ is larger.
Therefore, the general moving velocity is determined by the
basic step length∆, for any givenTs. In this sense, this paper
will show whether user mobility will affect uplink interfer-
ence, by investigating the functional relationships between the
statistics of uplink interference and∆.

To simulate the whole network using a single macro cell,
this paper proposed amodified reflection model, as shown in
Fig. 2. Assume that a user moves from pointO along the
direction

−−→
OQ1. Suppose that the flight length is so large that

the user tends to leave the macro cell from pointQ1. Under
the modified reflection model, the user will enter the macro
cell again from its opposite point on the cell edge, i.e., point
Q2, along the same direction. If the flight is so large that the
user can leave the macro cell once again from pointQ3, then
it will re-enter the macro cell from pointQ4, and so on. Under
this model, it is noted that the number of users in the macro
cell will not change.

Fig. 2. Revised reflection model. The user starts from pointO. M is the
center of the macro cell. The user may leave the macro cell from points
Q1, Q3 and re-enter from pointsQ2, Q4, respectively.

Actually, the number of users in a small cell is a random
variable. As a result, the uplink interference is also random.
Let Ck be an arbitrary chosen small cell with radiusR, andξn
be the number of users inCk at the beginning of time interval

[nTs, (n+1)Ts], it can be seen that the process{ξn, n ≥ 0} is
a Markov chain. In order to show this, the average probability
that a user moves into and goes out of a small cell will be
discussed first.

III. AVERAGE INCOMING/OUTGOING PROBABILITY

Since each flight can take any length no shorter than∆ in
any direction, every user outside of a small cell of interest
Ck has the chance to come into the cell. Likewise, any user
in Ck may move out with some probability. For a user who
is outside ofCk, define the probability that it comes intoCk

after one move as its incoming probability. For a user who
lies in Ck, define the probability that it goes out ofCk after
one move as its outgoing probability. By taking average over
all possible user locations, the average incoming probability
Pi(R,∆) and average outgoing probabilityPo(R,∆) can be
obtained, whereR is the radius ofCk and∆ is the basic move
length.

Assume that the initial location of each user is uniformly
distributed in the macro cell. It will be shown by the following
lemma that, the location of each user is uniformly distributed
throughout the operation. In fact, this can be readily under-
stood since each user moves in a pure random way.

Lemma 1. The end point of a random flight will be uniformly
distributed in the macro cell, if its start point follows the
uniform distribution.

Proof: See Appendix A.

A. Average Outgoing Probability

Fig. 3. The outgoing probability. The useri starts from pointO, which is
also the origin. Both the macro cell and the small cellCk are centered at
point M , i.e., point (r0, π). The flight intersect withCk at point S1, i.e.,
(rθ, θ), l1 = |V Q1|, l2 = |V S1|.

As shown in Fig. 3, a certain user UEi locates at the origin
of the polar coordinate system, i.e., pointO. The center of
the macro cell is pointM , (r0, π). There is also a small cell
Ck (femto/pico/relay cells, CSG or OSG) centered at pointM .
The radius of cellCk is R. Due to the isotropic property of the
circular cell, the relative position of a user toCk depends only
on its distance to the cell center. Therefore, it is sufficient to
consider users at different locations by changing the cell center
of Ck, i.e., changingr0.
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For any givenr0, suppose that UEi moves along direction
θ, which will intersectCk at pointsS1, (rθ , θ). It is seen that
(rθ, θ) satisfies the following equation

(r0 + rθ cos θ)
2 + (rθ sin θ)

2 = R2. (2)

From (2), we have

rθ =

√

R2 − r20 sin
2 θ − r0 cos θ. (3)

Next, the outgoing probability can be solved case by case.
In cases 1) to 3), it is assumed that the flight length is relatively
small so that UEi will not move out of the macro cell. The
outgoing probability of going out for large flights is considered
in case 4).

1) ∆ < R: If 0 < r0 < R−∆, it is seen thatrθ > ∆ for
everyθ ∈ [0, π). Then UEi can move out ofCk if the flight
length satisfiesX > rθ. Then we have

Po(r0|0 < r0 < R−∆) = 2

∫ π

0

1

2π
Pr{X > rθ}dθ

where Po(r0|A) represents the outgoing probability as a
function of r0 when it is conditioned on eventA.

If R−∆ < r0 < R, UEi will be very close to the edge. In
this case, UEi will move out ofCk directly in some scenarios,
since every flight is not shorter than∆.

Defineθ1 as the angle which enables UEi to reach the cell
edge when the flight length is exactly∆. Then point(∆, θ1)
lies on the curve defined by (2). Thus,θ1 can be solved as

θ1 = arccos
R2 − r20 −∆2

2∆r0
, θ1 ∈ (0, π).

It is clear that rθ < ∆ holds true if θ ∈ (−θ1, θ1),
which means that UEi will certainly move out ofCk. For any
θ /∈ (−θ1, θ1), the user can move out only if the flight length
satisfiesX > rθ. Then the conditional outgoing probability is

Po(r0|R −∆ < r0 < R)

= 2

∫ θ1

0

1

2π
dθ + 2

∫ π

θ1

1

2π
Pr{X > rθ}dθ.

2) R ≤ ∆ < 2R: In this situation, UEi will move out of
Ck directly in most directions, except thatθ ∈ (θ1, 2π − θ1)
andr0 > ∆−R. We have

Po(r0|0 < r0 < ∆−R) = 1,

Po(r0|∆−R < r0 < R)

= 2

∫ θ1

0

1

2π
dθ + 2

∫ π

θ1

1

2π
Pr{X > rθ}dθ.

3) ∆ ≥ 2R: In this situation, UEi will move out ofCk with
probability 1, regardless of its moving direction and location,
i.e., Po(r0|2R < ∆) = 1.

4) The case when flight length is very large:Finally, It is
noted that if the flight lengthX is very large, it is possible
that UEi will move out of the macro cell from pointQ1 and
re-enter from pointQ2. In fact, UEi may move out of the
macro cell and re-enter for many times. The probability that
UEi will come back toCk is

P re
o (r0) =Pr{ return to Ck}

=

∞
∑

m=1

Pr{rθ + 2ml1 − 2l2 < X < rθ + 2ml1}
(4)

where l1 = |V Q1| =
√

L2 − r20 sin
2 θ and l2 = |V S1| =

√

R2 − r20 sin
2 θ are the half chord length within the macro

cell and small cellCk, respectively.
By Lemma1, the location of UEi is uniformly distributed

in the macro cell. Thus the probability thatr0 is smaller than
x is Fr0(x) = Pr{r0 ≤ x} = x2

R2 . Then we can get thepdf of
r0 asfr(x) = 2x

R2 , x ∈ [0, R], which is independent from the
angle.

According to taking average overr0 and following the
analysis above, the proposition below summarizes the average
outgoing probability.

Proposition 1. The average outgoing probability that a user
in Ck will move out of the cell is given by (5), as shown
on the top of next page, whereθ1 = arccos

R2−r20−∆2

2∆r0
,

l1 =
√

L2 − r20 sin
2 θ, l2 =

√

R2 − r20 sin
2 θ and P re

o =

2∆α

πR2

∑∞
m=1

∫ R

0

∫ π

0

(

1
(rθ+2ml1−2l2)α

− 1
(rθ+2ml1)α

)

dθdr0, .

B. Average Incoming Probability

As shown in Fig. 4, UEi locates at the origin (pointO) of
the polar coordinate system. Its distance to the center of the
macro cell (pointM , also the center of a chosen small cell
(Ck) is d0. To evaluate the probability that UEi comes into
Ck when UEi locates at different locations, it is equivalent
to fix the position of UEi while changing the position of the
cell center (pointM ). In addition, since their relative position
depends only on the distance between them, onlyd0 needs to
be changed.

Fig. 4. The incoming probability. UEi starts from pointO, which is the
origin. Both the macro cell and the small cellCk are centered at pointM , i.e.,
point (d0, 0). ρ1 = |OS1|, ρ2 = |OS2|, l1 = |V Q1|, θ2 = ∠AOM, θ3 =
∠TOM .

Any point (ρθ, θ) locates on the edge ofCk must satisfy

(d0 − ρθ cos θ)
2 + (ρθ sin θ)

2 = R2. (6)

Solving ρθ from this equation, we have two roots ofρ

ρ1 = d0 cos θ −
√

R2 − d20 sin
2 θ and

ρ2 = d0 cos θ +

√

R2 − d20 sin
2 θ

which corresponds to segment|OS1| and |OS2| in Fig. 4,
respectively.
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Po(R,∆) =



























2∆α

πR2

∫ R−∆

0

∫ π

0

r0
rαθ

dθdr0 +
2

πR2

∫ R

R−∆

r0

(

θ1 +

∫ π

θ1

∆α

rαθ
dθ

)

dr0 − P re
o , ∆ < R;

(∆−R)2

R2
+

2

πR2

∫ R

∆−R

r0

(

θ1 +

∫ π

θ1

∆α

rαθ
dθ

)

dr0 − P re
o , R ≤∆ < 2R;

1− P re
o , ∆ ≥ 2R.

(5)

Defineθ2 as the angular coordinate of the intersection point
A, i.e.,∠AOM . It is seen that(∆, θ2) satisfies equation (6).
Then we haveθ2 = arccos

∆2+d2
0−R2

2∆d0
θ2 by solving the

equation.
Define θ3 as the angular coordinate of the tangent line of

circleCk which passes the origin, i.e.,θ3 = ∠TOM . We have
θ3 = arcsin R

d0
.

It is noted thatθ3 ≥ θ2 holds true for anyd0 ∈ [R,L].
Particularly, solvingd0 from θ2 = θ3, i.e.,

arccos
∆2 + d20 − R2

2∆d0
= arcsin

R

d0

we know thatd∗0 =
√
∆2 +R2 satisfiesθ2 = θ3.

As shown in Fig. 4, the incoming probability is also the
probability that the end point of a flight falls intoCk. In the
following part, we will discuss the incoming probability case
by case.

First, assume that the flight length is relatively small and
UEi will come intoCk directly.

1) ∆ < 2R: In this case, UEi has non-zero probability to
enterCk if d0 > R.

First, if R < d0 < d∗0, it is seen thatρ1 < ∆ < ρ2 if
θ ∈ (−θ2, θ2) andρ1 < ρ2 < ∆ if θ ∈ (−θ3,−θ2) ∪ (θ2, θ3).
Then UEi will be in Ck if the direction of the flight satisfies
θ ∈ (−θ2, θ2) and the flight length satisfies∆ < X < ρ2. The
corresponding conditional incoming probability is

Pi(d0|R < d0 <
√

∆2 +R2)

= 2

∫ θ2

0

1

2π
Pr{∆ < X < ρ2}dθ.

Second, ifd∗0 ≤ d0 < R +∆, it is seen thatρ1 < ∆ < ρ2
holds true ifθ ∈ (−θ2, θ2). It is also seen that∆ < ρ1 < ρ2
holds true ifθ ∈ (−θ3,−θ2) ∪ (θ2, θ3). Therefore, UEi will
come intoCk if θ ∈ (−θ3,−θ2)∪(θ2, θ3) and the flight length
satisfiesρ1 < X < ρ2, or θ ∈ (−θ2, θ2) and the flight length
satisfies∆ < X < ρ2. The corresponding probability is,

Pi(d0|
√

∆2 +R2 < d0 < R+∆)

= 2

∫ θ2

0

1

2π
Pr{∆ < X < ρ2}dθ

+2

∫ θ3

θ2

1

2π
Pr{ρ1 < X < ρ2}dθ.

Third, if d0 ≥ R+∆, then∆ < ρ1 < ρ2 holds true for any
θ ∈ (−θ3, θ3) and the conditional incoming probability is

Pi(d0|R+∆ ≤ d0) = 2

∫ θ3

0

1

2π
Pr{ρ1 < X < ρ2}dθ.

2) ∆ ≥ 2R: In this case, UEi will certainly move across
Ck unlessd0 is larger than∆ − R. Likewise, the incoming
probability can also be obtained, by replacing the lower limit
of integrals ond0 with ∆−R.

In addition to what discussed above, UEi may also come
into Ck indirectly. For example, UEi starts from pointO along
direction

−−→
OQ1. If the flight is very large, UEi may leave the

macro cell from pointQ1 and re-enter at pointQ2 according
to the modified reflection model. It can even leave the macro
cell again from pointQ3 and re-enter at pointQ4, and so on.
In this case, the probability that UEi will come into Ck is
given by

Pr{come in indirectly}

=

∞
∑

m=1

Pr{2ml1 + ρ1 < X < 2ml1 + ρ2}
(7)

wherel1 = |V Q1| = 1
2 |Q4Q1| =

√

L2 − d20 sin
2 θ is the half

chord length.
If the user moves along direction

−−→
OQ4 instead, this proba-

bility turns to be

Pr{come in indirectly}

=

∞
∑

m=1

Pr{2ml1 − ρ2 < X < 2ml1 − ρ1}.
(8)

Finally, by taking the average overd0 andθ, we obtain the
incoming probability as follows.

Proposition 2. The average probability that UEi will come
into the cell of interest is given by (9), as shown on the top
of next page.

IV. T HE NUMBER OF USERS INCk

Let Ck be an arbitrary small cell of interest andR be its
radius. Denote the number of users inCk at the beginning of
time interval[nTs, (n+1)Ts] asξn. Due to user mobility,ξn
will be a random variable. In fact,ξn dominates the number
of interferers in the uplink. In this section, the stochastic
characteristics ofξn will be investigated.

A. Queueing Model Formulation

Assume that the users leaveCk at the beginning of each time
interval, which is denoted byn+, and arrive atCk at the end
of each interval, i.e.,n−. Specifically,n+ = limt→0+(nT + t)
andn− = limt→0−(nT + t).

By its definition,ξn is the number of users inCk at time
n+, where users arriving atCk between(n−, n] are included,
and users leavingCk between(n, n+] are not included.
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Pi(R,∆) =
2∆α

πL2

∫

√
∆2+R2

max(R,∆−R)

∫ θ2

0

(

d0
∆α

− d0
ρα2

)

dθdd0 +
2∆α

πL2

∫ ∆+R

√
∆2+R2

∫ θ3

0

(

d0
ρα1

− d0
ρα2

)

dθdd0

+
2∆α

πL2

∫ L

∆+R

∫ θ3

0

(

d0
ρα1

− d0
ρα2

)

dθdd0 +
2∆α

πL2

∫ L

R

∫ θ3

0

(

d0
(2ml1 + ρ1)α

− d0
(2ml1 + ρ2)α

)

dθdd0

+
2∆α

πL2

∫ L

R

∫ π

π−θ3

(

d0
(2ml1 − ρ1)α

− d0
(2ml1 − ρ1)α

)

dθdd0.

(9)

As shown in the previous section,Pi(R,∆) is the average
incoming probability andPo(R,∆) is the outgoing probabili-
ties. Although the probability of coming into or moving out of
a cell is different for different users and different locations, we
assume that each user outside ofCk may come into it with
probability Pi(R,∆), and each user inCk will leave with
probability Po(R,∆), in the average sense. In the following
part, we will denotedPi(R,∆) andPo(R,∆) by Pi andPo

for notation simplicity.
If ξn−1 = k, we will haveN−k users outside ofCk. Define

the probability that there will bej users coming into the cell
at timen− as

ν(j,N − k) = Cj
N−kP

j
i (1− P j

i )
N−k−j

whereCk
n =

(

n
k

)

= n(n−1)(n−2)···(n−k+1)
k(k−1)(k−2)···1 is the combination

function andj = 0, 1, 2, · · · , N − k.
Likewise, define the probability that there arej users leaving

the cell at timen+ as

µ(j, k) = Cj
kP

j
o (1− Po)

k−j

wherej = 0, 1, 2, · · · , k.
Therefore, the transition probability of the Markov chain

{ξn, n ≥ 0} is

pkj = Pr{ξn = j|ξn−1 = k}

=

min(k,N−j)
∑

r=max(0,k−j)

µ(r, k)ν(j + r − k,N − k)

where0 ≤ j ≤ N − 1 and0 ≤ k ≤ N .
Note that the upper limit of the summation can also be

expressed by:N− j = k− (j− (N−k)). That is,j− (N−k)
is the gap to the goal ofj users on condition that all of other
N − k users will coming in, and can only be filled by users
who will not leaveCk. Therefore, the maximum users can
leaveCk is at mostk − (j − (N − k)) = N − j.

With P = {pkj}(N+1)×(N+1), all the statistics of{ξn, n ≥
0} are hence determined.

B. Stationary Distribution ofξn
Since bothPi andPo are positive and smaller than1, and

the Markov chain has finite states, one can readily show that
the Markov chain{ξn, n ≥ 0} considered here has a stationary
distributionπ = {πj , 0 ≤ j ≤ N}.

Define the probability generating function (PGF) ofπ as
ξ(z) =

∑N
j=0 πjz

j, which will be given by the following
theorem.

Theorem 1. The PGF of the stationary distribution ofξn, i.e.,
the number of users inCk, is given by

ξ(z) =

(

Piz

Pi + Po

+
Po

Pi + Po

)N

. (10)

Proof: Firstly, the stationary distributionπ satisfies the
following equations.

πP = π, πe= 1

wheree is a row vector of ones.
For thej-th element of stationary distributionπj , we have

πj =

N
∑

k=0

πkpkj , j = 0, 1, · · · , N.

By multiplying zj on both sides and take the summation
from 1 to N , we have

ξ(z) =

N
∑

j=1

πjz
j

(a)
=

N
∑

k=0

πk





k
∑

r=0

N−r
∑

j=k−r

zjµ(r, k)ν(j + r − k,N − k)





(b)
=

N
∑

k=0

πk

(

k
∑

r=0

N−k
∑

i=0

zi+k−rµ(r, k)ν(i, N − k)

)

=
N
∑

k=0

πk(Po + (1− Po)z)
k(Piz + 1− Pi)

N−k

=(Piz + 1− Pi)
Nξ

(

Po + (1− Po)z

Piz + 1− Pi

)

,

where the order of the summations is changed in (a) and
variable substitutioni = j + r − k is used in (b).

Then the theorem is established by solvingξ(z) from the
above equation.

Remark 1. Using the polynomial expansion toξ(z) we will
have

ξ(z) =

N
∑

j=0

Cj
N

(

Piz

Pi + Po

)j (
Po

Pi + Po

)N−j

.

It is clear that πj = Ci
N

(

Pi

Pi+Po

)j (
Po

Pi+Po

)N−j

, which
means that the number of users inCk, i.e., ξn is a Binomial
distributed random number in the limit sense.

Remark 2. Denoteη = Pi

Pi+Po
andλ = Nη. It is well known

that Binomial distribution can be approximated by Poisson
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distribution whenN is very large andη is very small, which
will make further analysis easier.

It is known that the mean and variance of a random variable
X are related with its PGFGX(z) through following equations

E[X ] = G′
X(z)|z=1

D[X ] = G′′
X(z)− (G′

X(z))
2
+G′

X(z)|z=1.

Then the statistics of the number of users inCk are given
by the following proposition.

Proposition 3. The average and the variance of number of
users inCk are given by, respectively

E[ξn] =
NPi

Pi + Po

D[ξn] =
NPiPo

(Pi + Po)2
.

(11)

Remark 3. Note that bothPi and Po are functions of basic
step length∆, which is an index of moving velocity. Therefore,
bothE[ξn] andD[ξn] are also functions of user velocity.

V. THE RANDOMNESS OFUPLINK INTERFERENCE

Usually, M-UEs transmit power of is much higher than that
of H-UEs since M-UEs are very far from the M-eNB. As a
result, M-UEs’ uplink signals will be a great interference to
the H-UEs nearby. In addition, this uplink interference will
change randomly along time due to the following reasons.

First, each interferer is located randomly and moves ran-
domly. Therefore, their distances to the interfered H-eNB are
also random, which introduces uncertainty to the interference.
Second, interfering signals suffer from small scale fading,
which vary quickly along time. Last but not the least, the num-
ber of interferers is random due to user mobility. Particularly,
its fluctuation is further accelerated by the miniaturization of
cells. As a result, the uplink interference also has a ‘fading’
property.

However, it should be noted that the ‘fading’ of the uplink
interference caused by users’ mobility is a kind of large scale
fading and a slow fading. Generally speaking, the velocity of
a user is 3 km/h for pedestrians and about 120 km/h if the user
is in a vehicle. Therefore, the flight time is relatively large,
which makes the fluctuation of the uplink interference much
slower than small scale fading.

In the following part, the fading property of uplink interfer-
ence will be characterized in terms of distribution and statistic
moments, based on which the impact of user mobility on
uplink interference can be revealed.

A. Uplink Interference to CSG Femto cells

In a CSG femto cellCk with radius R, only some au-
thenticated users within its cell coverage are allowed to
communicate with the H-eNB. Those unauthenticated UEs
have to be linked to the M-eNB, even if it is inCk. As shown
in Fig. 1, each UE within the circle of interfering radiusRI ,
which is referred to asC′, is an interferer to femto UEs in
Ck.

Let ξiii be the number of M-UEs in the interfering circle
C′ in then-th time interval. Thus it is a Binomial distributed
random variable with its PGFξ3(z) given by (10), Theorem
1.

Denote the distance between M-UEj and the femto e-
NB as dj where dj > 1 m is assumed. Letγj be the
small scale fading power gain. LetFγ(x) be its cumulative
distribution function (CDF),Pγ = Eγ [γj ] is the average
power gain andP (2)

γ = Eγ [γ
2
j ] is the second order moment.

Denote M-UEs’ transmit power asPm
t , it is seen that the

instantaneous interference can be expressed asIcj =
γjP

m
t

d
β
j

,

with its moments given by following proposition.

Proposition 4. The first and second order moments of the
interference from a uniformly distributed M-UE within the
interfering circle are

µc = E[Icj ] =
2Pm

t Pγ(R
β−2
I − 1)

(β − 2)Rβ−2
I (R2

I − 1)

µ(2)
c = E[I2cj ] =

(Pm
t )2P

(2)
γ (R2β−2

I − 1)

(β − 1)R2β−2
I (R2

I − 1)
.

(12)

Proof: Since M-UEj is uniformly distributed within the
interference circle, the probability that its distance to the H-
eNB is less thanx is Pr{dj < x} = x2−1

R2
I
−1

. It is readily

obtained that thepdf of dj is fd(x) = 2x
R2

I
−1

, x ∈ [1, RI ].
Next, the first and second order moment of the interference
can be obtained readily by taking its average overdj andγj .

Remark 4. In the case ofβ = 2, (12) holds in the limitation
sense. That is,

µc = lim
β→2

2Pm
t Pγ(R

β−2
I − 1)

(β − 2)Rβ−2
I (R2

I − 1)

=
2Pm

t Pγ

R2
I − 1

lim
β→2

Rβ−2
I − 1

(β − 2)

1

Rβ−2
I

=
2Pm

t Pγ

R2
I − 1

lnRI .

Remark 5. Actually, bothµc and µ
(2)
c are decreasing with

pathloss exponentβ, which can be proved by checking their
derivatives versusβ.

Since there areξiii M-UEs within the interfering circle, the
total interference will be

Ic =

ξiii
∑

j=1

Icj =

ξiii
∑

j=1

γjP
m
t

dβj
.

Define GIcj (s) = E[esIcj ] as the Moment generating
function (MGF) of each individual interference. Then the
MGF of the total interference and its average and variance
are summarized by the following theorem.

Theorem 2. The MGF of the uplink interference to CSG femto
cell UEs is

GIc(s) =

(

PiGIcj (s)

Pi + Po

+
Po

Pi + Po

)N

. (13)
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Its average and variance are given by, respectively

E[Ic] =
NPi

Pi + Po

µc

D[Ic] =
NPi

Pi + Po

µ(2)
c − NP 2

i

(Pi + Po)2
µ2
c .

(14)

Proof: By its definition, one has

GIc(s) = E[esIc ] = E[es
∑ξiii

j=1
Icj ]

=

N
∑

k=0

Pr{ξiii = k}
(

E[esIcj ]
)k

= ξ
(

GIcj (s)
)

whereξ(z) was given by (10). This proves (13).
Then the average uplink interference will be

E[Ic] = G′
Ic
(s)|s=0 =

NPi

Pi + Po

µc.

Similarly, its second moment is

E[I2c ] = G′′
Ic
(s)|s=0 =

N(N − 1)P 2
i

(Pi + Po)2
µ2
c +

NPi

Pi + Po

µ(2)
c

whereµc andµ(2)
c are given by Proposition 4.

Therefore, the variance of uplink interference is

D[Ic] = E[I2c ]− E
2[Ic] =

NPi

Pi + Po

µ(2)
c − NP 2

i

(Pi + Po)2
µ2
c .

Remark 6. It is known that the pdf of a random variable
is completely determined by its MGF [27]. Thus Theorem 2
gives a full characterization of the uplink interference toa
CSG femto cell. Explicit expressions forGIcj (s) can also be
obtained for any givenfγ(x).

Remark 7. Two key parameters for the results in Theorem
2 are RI and ∆. WhileRI specifies the interfering area,∆
indicates the mobility of users. Therefore, this theorem has
presented how user mobility affects the uplink interference.

B. Uplink Interference to OSG Femto cells

OSG femto or pico/relay cells will admit every users coming
into their coverage. Therefore, only M-UEs outside the cellbut
within the interfering radius will cause interference.

Assume there areξiii users in all within the circular areaC′

of radiusRI , in which ξi users locates withinCk. Thus the
number of interferers in the interfering ring isξii = ξiii − ξi .

Let dj ∈ (R,RI) be the distance between an interferer and
the H-eNB. Its interference to H-UEs isIoj =

γjP
m
t

d
β
j

and the

total interference is

Io =

ξii
∑

j=1

Ioj =

ξii
∑

j=1

γjP
m
t

dβj
.

First, the first and second moments ofIoj are given by the
following proposition.

Proposition 5. The first and second order moments of the
interference from a uniformly located M-UE within the inter-
fering ring are

νo = E[Ioj ] =
2Pm

t Pγ(R
β−2
I −Rβ−2)

(β − 2)Rβ−2
I Rβ−2(R2

I −R2)

ν(2)o = E[I2oj ] =
(Pm

t )2P
(2)
γ (R2β−2

I −R2β−2)

(β − 1)R2β−2
I R2β−2(R2

I −R2)
.

(15)

The proof of Proposition 5 is similar to that of Proposition
4 and is omitted here. It can be proved thatνo and ν

(2)
o are

also decreasing withβ.

Defineϕ(x) =
R

β−2

I
−xβ−2

xβ−2 =
(

RI

x

)β−2 − 1 for x ≥ 1, it
is clear thatϕ(x) is decreasing withx andϕ(1) > ϕ(R). By
comparing (12) and (15), we haveµc > νo andµ(2)

c > ν
(2)
o .

Define GIoj (s) = E[esIcj ] as the MGF of the instant
interference from M-UEj , the MGF ofIo and its average and
variance are given by the following theorem.

Theorem 3. The MGF of the uplink interference to OSG femto
cell UEs is

GIo(s) =

(

Pi(qGIoj (s) + 1− q)

Pi + Po

+
Po

Pi + Po

)N

. (16)

The average and variance are given by, respectively

E[Io] =
NPiq

Pi + Po

νo

D[Io] =
NPiq

Pi + Po

ν(2)c − NP 2
i q

2

(Pi + Po)2
ν2c

(17)

whereq = 1− R2

R2
I

, Pi andPo are calculated withRI and∆.

Proof: For any user who has moved into the interfering
circle C′, its location is uniformly distributed in the area by
Lemma 1. Thus its probability of lying in the interfere ring is
q =

(πR2
I−πR2)

πR2
I

= 1− R2

R2
I

. Then the probability that there are
k users in the interfering ring is

Pr{ξii = k} =

N−k
∑

i=0

Pr{ξi = i, ξiii = k + i}

=

N−k
∑

i=0

Pr{ξiii = k + i}Ck
k+iq

k(1− q)i.

Next, the MGF ofξii is

Gξii (z) =

N
∑

k=0

zk Pr{ξii = k}

=

N
∑

k=0

zk
N−k
∑

i=0

Pr{ξiii = k + i}Ck
k+iq

k(1 − q)i

(a)
=

N
∑

k=0

zk
N
∑

j=k

Pr{ξiii = j}Ck
j q

k(1− q)j−k

= ξ(qz + 1− q)

where variable substitutionj = k + i is used in (a).
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Then the MGF of total interferenceIo will be

GIo(s) = E[esIo ] = E[es
∑ξii

j=1
Ioj ]

=

N
∑

k=1

Pr{ξii = k}
(

E[esIoj ]
)k

= Gξii (GIoj (s))

which proves (16).
The average interference is

E[Io] = G′
Io
(s)|s=0 = G′

ξii
(GIoj (s))|s=0 =

NPiq

Pi + Po

νo.

The second moment ofIo can be obtained by

E[I2o ] =G′′
Io
(s)|s=0

=
N(N − 1)P 2

i q
2

(Pi + Po)2
ν2o +

NPiq

Pi + Po

ν(2)o .

Finally, (17) will be proved by usingD[Io] = E[I2o ]−E
2[Io].

Remark 8. Recall that νo < µc is true. Thus we have
E[Io] < E[Ic], which means that an OSG femto cell will suffer
less cross-tier uplink interference than a CSG femto cell on
average.

VI. SUCCESSPROBABILITY AND AVERAGE RATE

As an application of the developed interference model, this
section will characterize the system performance as a function
of the random signal-to-interference-plus-noise ratio (SINR),
which is given by

ρ(κ) =
P f
r (κ)

I + Pn

. (18)

In the above equation,Pn is the noise power,I is the uplink
interference andI = Ic for CSG femto cells andI = Io for
OSG femto cells.P f

r (κ) is the received power at the H-eNB
from a H-UE which is at a distance ofd = κR away,κ ∈
( 1
R
, 1). Let P h

t be H-UEs’ transmit power, we haveP f
r (κ) =

γPh
t

κβRβ .
It is assumed thatγ follows the negative exponential dis-

tribution, namely the Rayleigh fading model withfγ(x) =
1
Pγ

e
− x

Pγ .
SINR is a useful quantification for performance analysis

in cellular systems since system performance is usually inter-
ference limited, especially for users at the cell edge. In our
formulation, it is assumed that no pre-coding or multi-user
detection are used at the H-eNB. Thus signals from unexpected
users contributes to interference only.

Two metrics of performance are evaluated: the success
probability defined asPr{ρ(κ) ≥ T } where T is a given
threshold, and the average achievable rate, which is given by

C(κ) = WE ln(1 + ρ(κ)), (19)

whereW is the system bandwidth.
While success probability measures the impact of inter-

ference and channel fading on transmission reliability, the
achievable rate indicates the cell’s transmission efficiency.
Besides, the outage behaviorPoutage = Pr{ρ(κ) ≤ T } can
also be obtained along the same line.

A. Success Probability

The success probability of both CSG and OSG femto cell
UEs can be summarized in the following proposition.

Proposition 6. The success probability of a femto user is given
by

Pr{ρ(κ) ≥ T } = exp

(−κβRβPnT

P h
t Pγ

)

GI

(−κβRβT

P h
t Pγ

)

whereGI(s) = GIc(s) is given by (13), for CSG femto cells
andGI(s) = GIo(s) is given by (16), for OSG femto cells.

Proof: Whether a user can access to the H-eNB success-
fully or not depends both on the instant channel gain and the
instant uplink interference. Thus the success probabilitywill
be

Pr {ρ(κ) ≥ T } =

∫ ∞

0

fI(x)dx

∫ ∞

κβRβ

Ph
t

(I+Pn)T

fγ(y)dy

=exp

(−κβRβPnT

P h
t Pγ

)

GI

(−κβRβT

P h
t Pγ

)

whereGI(s) = GIc(s) or GIo(s) is the MGF of the interfer-
ence from M-UEs to CSG or OSG femto cells, given by (13)
and (16), respectively.

In both Theorem 2 and Theorem 3, the MGFs of uplink
interference are presented in terms of the MGF of the in-
terference from a certain macro interfererj, i.e.,GIcj (s) and
GIoj (s), respectively. For Rayleigh fading and commonly used
pathloss exponents, one has

GIcj (s) = E[esIcj ] = 1 +
2Pm

t Pγs

R2
I − 1

∫ RI

1

y

yβ − Pm
t Pγs

dy

GIoj (s) = E[esIoj ] = 1 +
2Pm

t Pγs

R2
I −R2

∫ RI

R

y

yβ − Pm
t Pγs

dy.

Closed form expressions can be obtained for some special
cases such asβ = 2, β = 4.

GIoj (s) = 1 +
Pm
t Pγs

R2
I −R2

ln
R2

I − Pm
t Pγs

R2 − Pm
t Pγs

, β = 2;

GIoj (s) = 1 +

√

Pm
t Pγs

2(R2
I −R2)

· ln (R2
I −

√

Pm
t Pγs)(R

2 +
√

Pm
t Pγs)

(R2
I +

√

Pm
t Pγs)(R2 −

√

Pm
t Pγs)

, β = 4,

GIcj (s) = 1 +
Pm
t Pγs

R2
I − 1

ln
R2

I − Pm
t Pγs

1− Pm
t Pγs

, β = 2;

GIcj (s) = 1 +

√

Pm
t Pγs

2(R2
I − 1)

· ln (R2
I −

√

Pm
t Pγs)(1 +

√

Pm
t Pγs)

(R2
I +

√

Pm
t Pγs)(1−

√

Pm
t Pγs)

, β = 4.

There are three key parameters involved in Proposition 6,
namely∆, RI andκ.

First,∆ is an indicator of users’ mobility and is the biggest
difference between our interference model from others. Sec-
ond,RI is the interfering radius which determines how many
M-UEs will cause interference. Specifically, the influence of
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∆ andRI are implied throughPo andPi in Proposition 1, 2
and in Theorem 2, 3. Finally,κ = d

R
specifies the distance

between the user and the H-eNB, and will dominate the
distant-dependent success probability functionPr {ρ(κ) ≥ T }.

B. Average rate

Average rate is another important evaluation of UEs’ per-
formance, especially for those edge UEs. The average rate of
a user at positionκ is obtained by averaging over the random
interference and the fading channel gain, and is summarized
in the following proposition.

Proposition 7. The average rate of a femto user at position
κ = d

R
is

E[C(κ)] = W

∫ ∞

0

P h
t Pγe

−Pnx

κβRβ + P h
t Pγx

GI(−x)dx (20)

whereGI(s) = GIc(s) for CSG femto cells andGI(s) =
GIo(s) for OSG femto cells.

Proof: The randomness ofC(κ) comes from the fading of
the channel as well as the randomness of uplink interference.
Its CDF is given by

FC(x) = Pr{C(κ) ≤ x}

=

∫ ∞

0

fI(z)dz

∫ κβRβ

Ph
t

(e
x
W −1)(z+Pn)

0

fγ(y)dy

= 1− exp

(−κβRβPn

P h
t Pγ

(e
x
W − 1)

)

·GI

(−κβRβ

P h
t Pγ

(e
x
W − 1)

)

.

Then the average rate will be

E[C(κ)] =

∫ ∞

0

xdFC(x)

= W

∫ ∞

0

P h
t Pγe

−Pnx

κβRβ + P h
t Pγx

GI(−x)dx.

Note that this can be readily calculated numerically.

VII. S IMULATION RESULTS

In a heterogeneous network as shown in Fig. 1, we consider
one of the macro cells in the network. The radius of the
macro cell isL = 500 m. There areN = 10000 users in the
macro cell. Therefore, we have one user for every78.5 m2.
Femto/pico/relay cells are also placed in the network, which
are covered by low power H-eNBs. Although the both M-
UEs and H-UEs have the same maximum transmit power, it
is reasonable to assume that after power control, the actual
transmit power of M-UEs isPm

t = 20 dBm and the transmit
power of those H-UEs isP h

t = −3 dBm. Assume that the
radius of a femto cell of interest isR = 60 m, and the
interfering radius isRI = 120 m. Let W = 5 MHz be
the system bandwidth andN0 = 3.98107 × 10−18 W/Hz
be the noise power spectrum density. Thus the noise power
is Pn = WN0. Assume that received signal at each eNB
suffers from Rayleigh fading. In this case, the channel power

gain follows the exponential distributionfγ(x) = 1
Pγ

e
− x

Pγ ,
wherePγ = 1 is the average power gain. If no otherwise
specified, the Lévy flight parameter isα = 0.6 and the pathloss
exponent isβ = 2. Suppose the flight time isTs = 1 s,
then the user velocity will be 3 to 120 km/h when we set
0.833 ≤ ∆ ≤ 33.3, and if the flight length equals to one basic
step length. Note that, users’ instantaneous velocity depends
both on∆ and instantaneous flight length. Although∆ is a
constant in the simulation, users’ instantaneous velocitywill
be random, which can mimic the random behaviors of users.

In the Monte Carlo simulation, the end points of each
flight are determined in the following way. As shown in Fig.
2, assume the origin of the polar coordinate is at the center
of the macro cell (i.e., pointM ). Assume UEi starts from
point O (i.e., (ρ, θ)), towards pointQ1 and stops at point
O′, (ρ′, θ′). Denote the length and the direction of UEi’

flight as(f, γ). Denotel1 = |V Q1| =
√

L2 − ρ2 sin2(γ − θ),
l3 = |OQ1| = l1 − ρ cos(γ − θ) and l4 = f − l3. Then
l4 is the remaining flight length after UEi has reached
point Q1. Let m = ⌊ l4

2l1
⌋ be the number of times that

UEi moves out of Ck, where m = −1 means that
it will not cross the macro cell edge. Denotel5 = |
mod (l4, 2l1)| as the distance between the end point of
UEi and the point on the edge from which it re-enters the
macro cell for the last time. Defineγ1 = arctan l1−l4√

L2−l2
1

.

Then we haveρ′ =
√

L2 − l21 + (l1 − l4)2 and θ′ =
mod

(

γ − (−1)m+1sign(γ − θ)π2 − (−1)m+1sign(γ − θ)sign
(l1 − l5)γ1, 2π). It can be verified that this calculation ofρ
andθ is applicable to any(ρ, θ) and (f, γ).
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Fig. 5. The outgoing/incoming probability versus basic step length∆. The
outgoing probabilityPo is shown by the dashed line and corresponds to the
vertical axis on the right. The incoming probabilityPi corresponds to the
solid line and the vertical axis on the left. Theoretical results and Monte
Carlo Results are labeled by ‘TH.’ and ‘M.C.’ respectively.

First, the average incoming probability and outgoing prob-
ability are presented in Fig. 5. To show a full picture of the
relationships among them, let∆ range from1 to 300 m. The
simulation was implemented independently for each∆. In
each run of simulation,∆ is fixed and each user moves106

steps. It is seen that as basic step length∆ increases, both
Pi andPo will increase first and then decrease slightly. When
∆ is small, users’s mobility is so weak that they have little
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chance to move into or move out of the small cellCk. As ∆
is increased, more users aroundCk will have the chance to
enter. ThusPi will also be increased when∆ is increased.
However, the probability for a user to enterCk will decrease
if ∆ is increased when it has been very large. This is because
the user has more chance to step overCk rather than come into
it. In summary,Pi will increase first and then decrease when
∆ is increased gradually. It is seen thatPo also decreases a
little when ∆ becomes very large, in which case a user can
move out ofCk as well as the macro cell, and may return to
Ck according to the modified reflection model. It is seen that
the theoretical results onPo coincide with the Monte Carlo
results very well. But there is a small gap between the results
for Pi. This is because the calculation ofPi according to (9)
involves a lot of very small valued integrations, which makes
the result slightly smaller due to limited calculation accuracy
in the simulation.
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Fig. 6. The average and variance of the number of users inCk versus.∆.

The statistics of the number of users in a small cell of
interestCk are presented in Fig. 6. It is seen that both the
averageE[ξn] and the varianceD[ξn] of the number of users
in Ck is constant as∆ changes. This means that they are
independent of the user velocity. That is, although the outgoing
probability and incoming probability are closely related to user
velocity (as shown in Fig. 5),E[ξn] and the varianceD[ξn] will
not change.

Modeling the small scale fading by Rayleigh distribution,
the statistics of the total interference of CSG and OSG femto
cells are evaluated according to Theorem 2 and Theorem 3,
as shown in Fig. 7. It is seen that the average interference
will not change with basic step length∆ either, neither is
its variance, for both CSG and OSG femto cells. Generally
speaking, the interference from users with low mobility and
that from users with high mobility are the same in the strength.
The interference from users with high mobility, however, will
change more quickly in the time domain.

In addition, it is shown that the uplink interference to an
OSG femto cell is much smaller than that to a CSG femto
cell. In a CSG cell, interferers (unauthenticated users) may
locate inside the cell. In a OSG cells, however, only users
outside of the cell but within the interfering circle will cause
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Fig. 7. The average and variance of the interference of CSG and OSG femto
cells (W) v.s.∆, presented by (a) and (b), respectively.

interference, which means that the number of interferers are
fewer and the interfering distance is larger. In this case, the
number of interferers is smaller and the distance between them
and the H-eNB is larger. Therefore, OSG femto cells are more
beneficial to the network performance. This makes sense if the
radius of small cells is comparable to the interfering radius,
in which case it is most likely to have only one small cell
(denoted asCk) within the interfering circle. However, for the
ultra-dense network in which there are as many cells as UEs,
each UE will be served by a certain small cell almost surely.
As a result, the interference to both CSG and OSG femto cells
will be very small. In addition, the advantage of CSG femto
cells over OSG femto cells will also be limited since their
coverage is very limited.

The success probability of a CSG femto cell user, i.e.,
Pr{ρ(κ) > T }, is presented in Fig. 8 (a) and (b), whereT is
a threshold,κ =

dj

R
is the ratio between the user’s distance to

the H-eNB and the cell radius.
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Fig. 8. The success probability of CSG femto cells. In (a),∆ = 30. In (b),
κ = 0.9. Black curves corresponds to theoretical results and colored curves
corresponds to Monte Carlo results.

It is seen from Fig. 8 (a) that the success probability will
decrease ifκ is increased, which is due to the large scale
signal attenuation. The Lévy flight parameterα for the curve
marked by circle and the curve marked by ‘+’ areα = 0.6 and
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α = 1.8, respectively. By its physical meaning, largerα means
that the user will take more short flights and be less mobile.
As is shown, this does not change the success probability. But
if we use a larger SINR thresholdT = −50dB, the success
probability becomes much smaller, as shown by the curve
marked by ‘∇’. Finally, the curve at the bottom corresponds to
a lager pathloss exponentβ = 4. Due to the serious attenuation
and interference, its success probability is the smallest.Similar
observations are obtained in Fig. 8 (b), which presents the
relationship between success probability and user velocity. It
is seen that the basic step length will not change the success
probability either.
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Fig. 9. The success probability of OSG femto cells. In (a),∆ = 3. In (b),
κ = 0.9. In (b), κ = 0.9. Black curves corresponds to theoretical results and
colored curves corresponds to Monte Carlo results.
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Fig. 9 presents the success probability of an OSG femto
user. Likewise, success probability is smaller for largerT
and does not change withα or ∆. However, if the pathloss
exponentβ is increased from 2 to 4, the success probability
also becomes larger, which is contrary to the case of CSG
femto cells. In both Fig. 9 (a) and Fig. 9 (b), the curve
corresponding toβ = 4 (labeled by ‘△’) achieves better
performance than that corresponding toβ = 2 (labeled by

‘∇’). In fact, although the desired signal has higher attenuation
when β is larger, the attenuation of the uplink interference
to OSG femto users will be higher. As a result, the system
performance gets better.
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Fig. 11. The average rate of OSG femto cells (nat/s). In (a),∆ = 3. In (b),
κ = 0.9. In (b), κ = 0.9. Black curves corresponds to theoretical results and
colored curves corresponds to Monte Carlo results.

Fig. 10 and Fig. 11 present H-UE’s average uplink trans-
mission rate, for both CSG femto cells and OSG femto cells.
In both cases, Lévy flight parameterα and basic step length
∆ will not affect the average rate. The figures also show that
the performance of OSG femto cells will be better whenβ is
large, which is contrary to CSG femto cells.
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Fig. 12. Success probability and average rate vs user density. ∆ = 3, T =
−60dB, κ = 0.9. Theoretical results and Monte Carlo Results are labeled
by ‘TH.’ and ‘M.C.’ respectively

Finally, the scaling of the performance of CSG and OSG
femto cells with user densities, i.e., number of users per square
meter, is evaluated in Fig. 12. It is seen that, both success
probability and average transmission rate decrease with denser
density, in which OSG femto cells perform better. Actually,the
interference is larger when the network supports more users.
The total throughput of the network, which can be obtained
readily, is still increasing with the increase of user density.

VIII. C ONCLUSION

In this work, a mobility-aware uplink interference model
for 5G heterogeneous networks was proposed. The proposed
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interference model provides an initial tool to evaluate thesys-
tem performance in terms of success probability and average
rate. From our work, some interesting insights can be drawn
to help the system designs. As is shown, the the statistics
of the strength of uplink interference will not change with
user velocity. It is also seen that OSG femto users perform
better since they suffer from less interference than CSG femto
users. In addition, large pathloss exponents makes OSG femto
uers perform even better but degrades the performance of CSG
femto users. Intuitively, using OSG femto cells can guarantee
better frequency reuse and spectrum efficiency. Therefore,it
is suggested that more OSG femto cells or public pico/relay
cells be deployed, other than CSG femto cells.
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APPENDIX A
PROOF OFLEMMA 1

Proof: Assume that UEi locates at pointO at the be-
ginning. LetS be arbitrary part of the macro cell with area
AS . SinceO is uniformly distributed in the macro cell, the
probability thatO falls into S is Pr{O ∈ S} = AS

πL2 , where
L is the radius of the macro cell.

Denote the flight of UEi as (ρ, θ) and the end point of the
flight asO′. Then Lemma 1 will be proved ifPr{O′ ∈ S} =
AS

πL2 also holds, for arbitraryS in the macro cell.
By the modified reflection model,O′ will be in the macro

cell, no matter how largeρ is or what isθ. Therefore, the
moving from pointO to point O′ can be seen as a linear
mappingFf (·), fromΩ to Ω, whereΩ is closure of all points
in the macro cell. Besides, it is also seen that the inverse
mappingF−1

f (·) is also linear. In this way, this flight can be
interpreted asO′ = Ff (O). By using the inverse mapping
F

−1
f (·) to all the points withinS, a new regionS−1

f can be
obtained, which also locates within the macro cell. Since the
mapping is linear, it is seen that the area ofS

−1
f is AS .

By the definition of uniform distribution, we havePr{O ∈
S

−1} = Pr{O ∈ S} = AS

πL2 . Furthermore, the probability that
O′ will be in S can be given by

Pr{O′ ∈ S} =Ef [Pr{O′ ∈ S| the flight is (ρ, θ)}]
=Ef [Pr{F−1

f (O′) ∈ F
−1
f (S)| the flight is (ρ, θ)}]

=Ef [Pr{O ∈ S
−1
f | the flight is (ρ, θ)}]

=Ef [Pr{O ∈ S| the flight is (ρ, θ)}]

=Pr{O ∈ S} =
AS

πL2
.

(A.21)

SinceS is arbitrary, we know that the location a UEi is
uniformly distributed after one move. This also means that
the location of UEi will be uniformly distributed throughout
the operation, which completes the proof of Lemma 1.
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