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Abstract

This paper studies multi-user wireless powered communitaietworks, where energy constrained
users charge their energy storages by scavenging ener@g oadio frequency signals radiated from a
hybrid access point (H-AP). The energy is then utilized fog users’ uplink information transmission
to the H-AP in time division multiple access mode. In thisteys, we aim to maximize the uplink
sum rate performance by jointly optimizing energy and tirasource allocation for multiple users in
both infinite capacity and finite capacity energy storagesakirst, when the users are equipped with
the infinite capacity energy storages, we derive the optaoainlink energy transmission policy at the
H-AP. Based on this result, analytical resource allocasolutions are obtained. Next, we propose the
optimal energy and time allocation algorithm for the caseergheach user has finite capacity energy
storage. Simulation results confirm that the proposed dlgos offer about30 % average sum rate

performance gain over conventional schemes.

. INTRODUCTION

Recently, radio frequency (RF) signals have been congidasea new energy source for
electronic equipments[1[]2]. Unlike energy harvestingdjEechniques based on natural energy

sources such as solar or wind, the RF signal based EH sys@mmsharge energy demanding
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devices whenever it is necessary. In wireless communicatetworks, several researches in
[3]-[7] have exploited the RF signals for both wireless mfiation transmission (WIT) and
wireless energy transfer (WET), and provided simultanewusless information and power
transfer (SWIPT) protocols in various system configuraidn the SWIPT systems, most works
were confined to downlink networks, and aimed to maximizé lsystem performance (e.g. data
rate) and the harvested energy.

Wireless powered communication network (WPCN) [8]-{154m®ther technique which adopts
the WET concept in traditional wireless communication egst. In general, the WPCN systems
consist of two phases. First, in a downlink phase, devicesgehtheir energy storages such as
rechargeable batteries or supercapacitor [16] by cofigdfie energy of the RF signal radiated
from an access point (AP). Second, in an uplink phase, theegwransmit their information
signals to the AP by utilizing the energy saved in the enetgyages.

In [8], the WPCN protocol was proposed for a single antenretesy where a hybrid-AP
(H-AP) broadcasts the energy signal to multiple users indbwnlink phase and decodes the
information in the uplink phase. To facilitate multi-usestection at the H-AP, the authors in
[8] employed a dynamic time division multiple access (TDM#yproach where time slots are
optimally allocated to each user for maximizing the uplihkoughput. By applying multiple
antenna techniques_[17]-[20] to the WPCN systems, the @ptET and WIT beamforming
vectors were derived in [9] to maximize the minimum throughpmong all users. I [10], a
large scale multiple antenna H-AP scenario was consideréadle WPCN under an imperfect
channel estimation assumption. Also, the WPCN with full leqgH-AP protocol was presented
in [11] and [12], where the downlink WET and the uplink WIT grerformed at the same time to
enhance the system performance. The authors in [11] prdgos# energy and time allocation
algorithms for maximizing the uplink sum rate for both petfand imperfect self interference
cancellation (SIC) scenarios. With infinite capacity eyestprages at all users, [11] considered a
non-causal energy system which assumes that the energy to be harvested intthre fa available
at the current time slot. However, this non-causal energfesy may not be practical if users
have finite capacity energy storages, since the energy wariidsufficient for the users’ uplink
transmission. Furthermore, for the case of small deviceb sis sensor nodes which typically
store the harvested energy in supercapacitors, the n@aloamnergy scenario is difficult to realize

due to the supercapacitor’s high self discharge propedy [ll6]. To overcome this issud, [12]



investigated acausal energy system for full-duplex WPCN assuming the perfect SIC and the
infinite capacity energy storage scenarios. The author&2j ¢ptimized time allocation for
the sum rate maximization and total transmission time miration problems under uniform
power allocation. For a single-user WPCN with an orthogdremjuency division multiple access
technique, the optimal downlink and the uplink power altamawere obtained in[14].

In this paper, we study resource allocation problems in thétiraser WPCN where a H-
AP broadcasts the energy RF signal to users in the downlimit,raceives the users’ uplink
information signals by applying a dynamic TDMA approachlikenthe conventional scheme in
the non-causal energy WPCN [11], this paper considers ipehatausal energy systems where
the users can utilize only the energy harvested at the pastdiots for their uplink transmissions.
In this configuration, we generalize the equal power aliocascheme in[[12], and propose joint
energy and time allocation methods which maximize the kpsam rate performance in both
the infinite and the finite capacity energy storage cases.

First, for the case where each user is equipped with an ieftapacity energy storage, we
present an optimal downlink energy transmission policyhat H-AP. In this policy, the H-AP
transfers the RF signals with the maximum power for the fest fime slots, and then is turned
off for the remaining time slots. Based on this result, anydital solution for the optimal energy
and time allocation is obtained. Simulation results continat the proposed joint optimal energy
and time allocation method offers a significant performagaim compared to the equal power
allocation scheme in_[12] which optimizes only the time diar@s. Also, we show that the
proposed method which exploits the casual energy achiduwesstidentical average sum rate
performance to the ideal non-causal energy system [11].

Next, we consider a practical finite capacity energy stoicage where the existing methods
for the infinite energy storage case in][11] andl[12] cannotivectly applied due to energy
overflows at users. In this case, we propose an optimal res@lgorithm which jointly computes
the energy and time allocation. From simulation resultss ierified that the proposed optimal
algorithm substantially improves the uplink sum rate pemnfance compared to a conventional
equal resource allocation scheme.

The paper is organized as follows: In Secfidn I, we intragtiee system model and formulate
the problem for multi-user WPCN. Sectibnllll provides anlgtieal energy and time allocation

solution for the infinite energy storage case. Also, for th@dienergy storage case, the optimal
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Fig. 1. Schematic diagram for multi-user WPCN

resource allocation algorithm is provided in Section IVct8® [V evaluates the average sum
rate performance of the proposed algorithms through nwalesimulations. Finally, the paper

is terminated with conclusions in Sectibnl VI.

1. SYSTEM MODEL

We consider aK-user WPCN in Figuréll where a H-AP transfers the wirelessgent®
single antenna users in the downlink, and at the same tinoejves the users’ information
signals in the uplink. The H-AP has two antennas, each of wisaedicated for the downlink
WET and for the uplink WIT, respectively. It is assumed tha tdownlink WET and the uplink
WIT are scheduled over orthogonal frequency bands, i.e.,WHET and the WIT signals do
not interfere with each other as in [12] arid [14]. In this cguafation, the H-AP has a stable
and fixed energy supply with average and peak power constfajinand Pp, respectivel
while useri (i = 1,---, K) is powered by an energy storage with capad#tywhich is empty
before transmission. To communicate with the H-AP, usess$ ¢inarge their energy storages by
collecting the energy of the RF signal radiated from the HiARhe downlink, and then utilize

it for their uplink information transmission.

Throughout this paper, we assume that the peak power consatathe H-AP is larger than the average power constraint,

i.e., Pp > P4, without loss of generality.
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Fig. 2. Frame structure fokK-user WPCN

The frame structure for th&-user WPCN systems is illustrated in Figlie 2. For convergen
we assume that the total duration of the frame is equalwdthout loss of generality. The frame
is divided into K + 1 time slots. During all thek’ + 1 time slots, the H-AP keeps broadcasting
the RF signal to charge the users’ energy storages in the loibwifror the uplink WIT, the
TDMA approach is employed such that ugdransmits its information to the H-AP in theth
time slot of durationr; fori = 1,--- , K. Since thed-th time slot of duration is not scheduled
to any user, it is dedicated for the downlink WET. In this isett we consider theausal energy
scenario[[12] where usercan only use the energy of the RF signal received at the past ti
slots, i.e., the time slot§ < j <i— 1, since the energy of the future RF signals is not available
at the current time slot.

Assuming frequency-flat fading, the downlink and uplink whel coefficients between the H-
AP and usei are respectively defined &g, ; andh; fori = 1,-- -, K, which are assumed to be
constant during the transmission frame. In addition, weiragsthat all the channel coefficients
are perfectly known at the H-AP. The received sigpal at user: in the j-th time slot with

j # 1 is expressed as

Yij = \/PD Mt + nij,

wherepp ; represents the downlink transmit power of the H-AP at tHh time slot,z; stands



for the energy symbol withi[|z;]*] = 1, andn, ; ~ CN(0,¢7;) indicates the additive Gaussian
noise at uset.

Then, the harvested energy from the signal in the j-th time slot is given by

Ei; = nE[|yi;|*] = nigp.ipp 7i, (1)

wheren, € [0,1] denotes the energy harvesting efficiency of useand gp; = |hp|? is the
downlink channel gain. In({1), we ignore the noise power &iitds practically much smaller
compared to the signal power [3].

In the uplink information transfer, at thieth time slot, only usei transmits its information
symbol s; ~ CN(0,1) to the H-AP by using the energy charged in the energy storéige.
received signal at the H-AP, in the i-th time slot can be written as

ri = /Duihuisi + z, (2)

where py;; represents the uplink transmit power of useand z; ~ CAN(0,0?) indicates the
additive Gaussian noise.
Due to the energy storage constraint at usehe uplink powerp;; is upper bounded by
B;
pui < —- 3)

T;

Also, since a user can only utilize the energy harvestedhduhe past time slots, it follows

1 izt — i1
Pui < p ZE’J = ZPD,jTj- (4)
b =0 j=0

T

Let us define the downlink and uplink transmit energysas, = 7,pp,; and ey, = Tpu,,

respectively. Then, the achievable rate of user obtained as

i €U
Ri:Tilog(legUé = ),
o

i T

wheregy; = |hy;|? is the uplink channel gain.

In this paper, we investigate the optimal energy and timecation which maximizes the



uplink sum rate. The uplink sum rate maximization problem ba formulated as

K
max R; 5
{ri}.{ep,i}{ev,i} ; ®)
K
subject to Zam < Py, (6)
=0
5D,i§TiPP7i:O7‘“7K7 (7)
K
ZTZ' S 17 (8)
=0
gU,iSBiuizlu'”7K7 (9)
i—1
€U SnigD,iZ‘gD,j7 1= 17 7K7 (10)
j=0

where [6) and[{7) stand for the average and peak power corisatathe H-AP, respectively,
and [8) denotes the total time constraint, and constralnt@ [10) come from{3) andl(4),
respectively.

It is worth noting that the authors in [12] considered a umfadownlink power allocation
ppi = €pi/T = Pa, Vi, with the infinite capacity energy storagg = oo, Vi, for the casual
energy WPCN systems. Alsd, [11] studied joint energy ancdetiatiocation for the infinite
capacity energy storage case in the non-casual systems;arestraints[(9) and_(10) were not
considered. Therefore, existing resource allocation ousthn [11] and[[1R] cannot be directly
employed to solve probleni](5). In the following sections, previde the optimal methods to
solve [®) in two different cases. First, for the infinite ceipaenergy storage case, an analytical
solution will be obtained. Second, we consider the prakfinde capacity energy storage case,

and propose an algorithm to solé (5) optimally.

[1l. INFINITE CAPACITY ENERGY STORAGE CASE

In this section, we investigate the optimal solution[df (3)minfinite capacity energy storages
at all users. By settind3; = oo in problem [5), the energy storage constraint (9) is removed
Since the uplink rate?; increases withe;, the optimal uplink energy;;; fori=1,--- , K is

given by the maximum in(10) as

i—1
*x *
€ui = Mi9D,i E €D,js
j=0



whereey, ; indicates the optimal downlink energy allocation.
Substituting this into[(5), the problem can be recast to

- Y 0ED
max Z 7; log <1 + %L) (11)
T,

{ri}{ep,i} P i

subject to ZK}DJ < Py, in <1,
;;(L <7Pp, 1 :Z_S, K
where~; = n,9p..9v.:/c?. Before solving probleni(11), we present the following leanmhich
is useful for identifying an analytical solution fdr (11).
Lemma 1: The optimally allocated timer>}% for problem [I1) is always greater thamn
e, >0fori=0,---, K.
Proof: See AppendiX’A [ |
By using Lemmad_ll, we first address the optimal downlink eneatiycation policy{sg,i}{io
in SectionII-A. Next, the computation of the optimal timtoaation {77}, will be given in
SectionI[-B.

A. Optimal Downlink Energy Allocation

In order to obtain{c}, ; } £, we introduce auxiliary variabled; = Z;:O epjfori=0,--- | K

in problem [I1), which represent the transmitted energyl th i-th time slot. Then, problem

) (12)

(I1) can be rewritten as

S Aiy
max Zlog 14+ -

{ri}{A:} P
K

subjectto » 7 <1,
=0

A=A <7iPp,i=0,--- K,
Ai_lgAi,iIO,"‘,K+1, (13)

whereA_; £ 0, Ag1 = P4, and constraini{13) is added due to the definitiomAaf
Since the objective in_(12) is an increasing function&f the optimal A for problem [12)

is determined by its maximum value as

A} = max{A}, |, Al + 7/ Pp}, (14)



where A*, £ 0 and A%y £ p,. Based on[{T4), we provide the following theorem on the
optimal downlink energy allocation solution in the infinitapacity energy storage case.
Theorem 1: For an arbitrarily givenL € [0, K|, the optimal downlink energy allocation of

problem [(11) is expressed as

77 Pp, fori=0,1,---,L—1, (15)
ehs= 1 Pa—Pp Z for i = (16)
0, fori=L+1,--- K, @an

where[ indicates the largest time slot index satisfyijg, > 0. The computation of the optimal
value of L will be addressed later in Section 11I-B.
Proof: By subtractingA?_; in both sides of[(14), it follows

E}M = max{s}),i +€hivis 77 Pp}. (18)

By using this result, we will prove_(15)[ (1L7), and [16) seafiedly. Consider an arbitrary time
slot index S such that the optimal downlink energy is positive, i&, s > 0. Then, we first
showe}, ; = 7 Pp for i = 0,--- , S — 1 by contradiction. From(18), the optima}, 5, is given
by eithere;, ¢ | +¢ep g 0Or 75 Pp. If €5 | = €h s 1 + €D 5 then we have, ¢ = 0, which
contradicts the fact}, ¢ > 0. Therefore, the optimal energy for tii§ — 1)-th slot is obtained as
€ps_1 = Ts_1 Pp. Utilizing this result, it is easy to provey,; = 7/ Pp for i = 0,1,---,5 — 2,
because the optima}* is positive as presented in Lemma 1.

Next, suppose an arbitrary time slot indéx (M < K) satisfyinge}, 5, = 0. Then, we now
showe},; =0 fori =M +1,M +2,---, K. From [18), it followsmin{e}, 5., 73, Pp} = 0.
Since this condition must be fulfilled with any positivg,, the optimal downlink energy at the
(M +1)-th time slot is zero. Thus, it can be shown thgt; = 0 fori = M +2, M +3,--- | K.
Since the optimal downlink energy, ; for i = 0,1,---, L — 1 is always positive, the time slot
index M must be larger thaik, i.e., M > L + 1. Then, by settingS = L andM = L + 1, we
verify (18) and [(1V).

Now, the remaining part is to prove (16). One can check Eéio €pi = Pa is true since
the objective function is non-decreasing with respect thvidual {cp;}X . In other words, if
Zfie epi < Py, then a larger uplink sum rate can be achieved by increasimgs, ;. Hence,
to satisfy the equalit;Efio €pi = Pa with (I5) and [I¥), we havé (116). Theorérh 1 is finally
proved. [ ]
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Fig. 3. Optimal and suboptimal downlink energy allocatiaiiges with infinite capacity energy storage

Theoren(]L implies that for the first=0,1,--- , L — 1 time slots, the H-AP should transmit
the energy RF signal with the maximum energy, = 7 Pp, and for theL-th time slot, the
remaining energy’y — Pp 37~ 77 is utilized. Then, the H-AP is turned off until the end of the
frame. This result can be explained as follows: Due to theggneausality assumption, users can
only leverage the energy harvested in the past time sloexefdre, as shown in Figure 3 (a), it
is beneficial for the H-AP to consume all available enefgjyas soon as possible so that more
energy can be transferred to users. Otherwise, the ovenalébted energy of all users decreases
as illustrated in Figure 3 (b), and thus the sum rate perfaomavould be degraded. Thanks
to TheoreniIl, we can obtain the optimal energy allocationaforarbitrarily givenL. In the
following, we proceed to determine the optimal time allomat{r} and the optimal time slot

index L*.

B. Optimal Time Allocation

Based on Theoref 1, the problem [in](11) for a givewsan be reformulated as

L i—1 K
T P
R, 2 max ) rlog |1+ %Pp@ + 7; log (1 + %—A) (19)
1S e Ti i=L+1 T
K
subjectto "7 <1,
=0

where R, indicates the optimal value of problermn {19). To solve thebpm efficiently, we

introduce an auxiliary variabl@ which splits the total time constraint in_(19) in@fzo 7. <T
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and> %, 7 <1-T.

With givenT and L, the above problem can be decoupled into the following twipsoblems:

L i—1
RY(T) & I?af(Z;T log (1 +7;Pp 2:0 TJ) (20)
L
subjectto ) "7 < T,
=0
and
- P
R(Lz) (T) = max 7; log (1 + %—A) (21)
kT Ti

K
subjectto Y 7 <1-T,
i=L+1

WhereR(Ll)(T) and R(Lz)(T) denote the optimal values of problenis](20) and (21), resmbygt
Then, the optimal™ and L* are obtained by the maximum point ﬁff)(T) +R(Lz) (T"). Hence,
we should first investigatR(Ll)(T) and R(Lz)(T) for givenT" and L, and then the optimal™
and L* will be determined.

1) Optimal Solutions for (20) and (2I): We first present a solution for subproblem](20). One
can show that the optimal solution &f {20) is given byl[12]

L *
., T DT

T; o , fori=0,--- L. (22)
It is worth noting thatr* in (22) is only affected by its future value{Srj*}jL:Hl, and thus it can
be calculated in the reverse order. Hergfor i =0, 1,--- , L is defined as
. 0, fori =0, 23)
Z ﬁ(%ﬁ—l),forizl,m,g

wherew; = W((%Pp—l) exp(—1 — Z;;ll 1:;]',];’;%)) andW(-) represents the Lambert W func-

tion [21]. Sincez; only depends on the previous valubg-}j;ll, we can calculate, xq, - - - , 2y,
sequentially.
Next, we solve the second subprobldml(21). The optimal tilleeation {77}~ , ., satisfies

the following condition [[8]:

T+t _ VL+2 _ K C, (24)

* *
TL+1 TI+2 Tk
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K )
where the constartt' is obtained ag’ = ==£t17 since the equalityEfiLH 77 = 1-T always

1-T
holds [8]. Combining this and_(24), the optimal solution {@d) is written by
Zj:L-i—l i

2) Optimal 7% and L*: For solving the original probleni_(11), we need to find the oyt
T* and L*, which maximizeR(Ll)(T) + R(LZ)(T). By substituting the optimal time allocation
solutions [2R) and(25) into the objective functions [of] (20)d [21), respectively, we have

K
Py Zi:L—i—l %')

RI(T) = a, T and RY(T) = (1 - T) log (1 Ak

where

- H; i+11j
j=it
ar = —————log(1 + v Ppx;).
; Hf:i(l + ;)
It is easy to verify thaTR(Ll)(T) +R(L2) (T") is a concave function with respect 1§ and thus the

optimal 7* can be determined from the stationary pdifhtwhich is computed as

Payilp v
I/ W(—exp(—1—ag))+1

Now, we check the feasible region @f with a given L. Due to the factl’ = )

T = + 1.

L we

=0 "7

can rewrites}, ; in (16) asc}, ;, = P4 — Pp(T — 17). Sincee}, ; is positive, it follows

Py Py 1
S YRR )
=P, + 77 Pr + .
Also, from the peak power constraieit, ;, < 77 Pp, T' should be lower bounded & > P,/ Pp.

Therefore, a closed-form expression fbr is calculated by

P e 7 _ P
P—f;, |fT<P—§,
* P 1 e P 1
T" = P—ﬁ<1+5), |fT>P—§<1+E>,
T, otherwise
- P P 1
:min{max{T,P—ﬁ},P—inLg)}. (26)

For a givenL, we can attain the optimal valug; of problem [19) ask; = R(Ll)(T*) +

Rf) (T*). Then, the optimal time slot indek* is determined as

L* = arg oglLagXK Rr. (27)
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Note that in order to comput®; for [ = 0,--- , K, we only need{z;}X, in (23), which can
be calculated in advance. After we obtain and the corresponding™, the optimal resource
allocation solution{7/, €7, ;}/<, can be obtained from (15)-(17), (22) and](25). An algorittun f

solving the uplink sum rate maximization problem [in](11) isrenarized below.

Algorithm 1: Optimal algorithm with infinite capacity engrgtorage
Compute{x;} X, from (23).

Obtain L* from (214) and the corresponding* from (28).
Compute{r;} £, from (22) and [(2b) withI" = T* and L = L*.
Compute{c}, ;} 1, from (@B)-(I7) withT = T* and L = L*.

IV. FINITE CAPACITY ENERGY STORAGE CASE
In this section, we propose the optimal energy and time ation algorithm for the practical
finite energy storage capacity scenario, i8;,< oo, Vi, by investigating the original problem
in @). It is worth noting that probleni]5) is convex and s the Slater’s condition, and

thus the duality gap is zero. As a result, we can apply thedragg duality method to solvel (5)

K
Ti)
—0

2

optimally. The Lagrangian of[5) is expressed as
K Gui i K
_ Zl 1 Ui Ui P — ; A 1=
7= Yo (1 5572 ) (0= Dems) o
K i—1
+ Z Bi (Uz‘gD,z' Z €D — 5U,i) ;
i=1 =0

wherev, A\, and{3;} X, represent the dual variables corresponding to the cons{@), (8), and

(@0), respectively.
Then, the dual functio (v, \, {5;}X,) is given by

G(v, \,{5; fi = max 28
(A {fifiza) {mi}fepidleva) (28)
subject to0 < ep; < 7,Pp, i =0, -+, K,
OggU,iSBia 'L:]-v 7K'
Therefore, to solve the dual problem &f (5), which is definsdnén, ) (5,1 G(v, A, {5; 5, we
first consider the maximization problem [n{28) with the givadual variables. Then, the optimal

dual solutions/*, A\*, and {3;}X£, can be obtained by solving the dual problem.



14

It is worthwhile to note that the Lagrangian can be rewritten by7 = Zfio Ji + A+ VPy,
where

—ATo + <Efi1 Mi9p,i3 — V) €D,0s fori =0,
Ti log (1 + %%) — A\T; + (Zfzi-i-l nng,jﬂj — IJ)EDJ‘ — 52‘5U,i7 for i = 1,--- , K.

Since J; depends only onr;, ep,, and ey, problem [28) can be decomposed intd -+ 1

independent optimization problems. Théh problem fori =0, --- , K is given by

\72':

max J; (29)

Tir€D,iEU,i

subject to 0 < ep; < 7,Pp,
0 <ey; < B,
In the following lemma, we provide solutions of probleml(29)}%,, {¢p.}E,, and{yi} X,
which maximize the Lagrangiang; for i =0,--- | K.
Lemma 2: With givenv, )\, and{3;}X,, the solutions{7;} X, {ép.}X,, and{&y,;} X, which

maximize the Lagrangian is expressed by

1, fori =0 and Pp(y — A > 0,
7=40, for i =0 and Pp(y — A < 0, (30)

—9u/ 0} - .
S ALV i f =1--- K,
l/b, 1 ey, or
7; Pp, if > 0,

S (31)
0, otherwise,

B;, if f;=0o0rf; < —gu:bi/o7,
Eui = § 0, if Bi=gui/ol or B; > —gubi/o}, (32)
z;, otherwise
where b, £ W(—exp(—1 — A+ Pp(;)) for i = 1,-++ K, ¢ & (30, nigpB; — v)* for
i=0,--,K with (z)* £ max{0,2}, andz; < B; fori = 1,--- , K is a non-negative number
which will be determined later. Also, to guarantee feasihlend ¢;;;, we should satisfy the
dual constraint’p(; — A <0fori=1,--- K —1andg; < gy;/o? fori=1,--- K.
Proof: Please see AppendiX B. [ |
From Lemmd, we can obtain the primal optimal solutions mmézing .7 with the given

dual variablesv, A, and {3;}X,. Also, Lemmal® implies that the optimal downlink energy
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allocation policy in [(31) is similar to that of the infinite pacity energy storage case, i.e., the
H-AP transmits the energy RF signal with its maximum enefgy = 7, Pp during the first few
time slots, and then it will be turned off. Based on Lenitha 2,dhal problem can be written by

I'Il' g 7)\7 ) fi
Jin (v, A\ {Bi}is))

subject tor > 0, A >0,

0;
Pp(; —A<0,i=1,--- K —1, (34)

where constrainf(33) an@ (34) come from Lemma 2.

The optimal dual solutions*, \*, and {3;}X, can be efficiently determined by subgradi-
ent methods, e.g., the ellipsoid method|[22]. Note that thiegsadient of the dual function
Gv, A {BYE,) is computed asu = (1, fix, 13, -+ » i) Where p, = Py — S5 &,
py=1-F 7, andus, = nigp. E;'.‘:B Epj—éu, fori=1,--- K. In addition, we need the
subgradient of the constraint ih_(34), which is not easy tvdedue to the definition of;. To

this end, we introduce the following lemma which provides #guivalent condition of (34).

Lemma 3: The constraint in[(34) foi = 1,---, K — 1 is equivalent to
K
PP<ZT]]9D,]5]_V) —)\SO (35)
j=2

Proof: We prove this lemma for two casés = 0 and(; = E;iz nigp,;B; — v > 0. First,

if ¢, =0,ie,Y ", mgp;B —v <0, then we have); = 0 for i = 2,--- K — 1, sincep,
is a non-negative number. In this case, both the constid#)t ¢nd the conditior (35) become
equivalent to\ > 0, i.e., (34) and[(35) are the same. On the other hand, for tbensecase
of (; = Zfzz njgp.;B; — v > 0, the condition[(3b) is equivalent td_(34) for= 1. Also, if the
condition [3b) is satisfied, the inequalitiés(34) for 2,--- | K — 1 are directly obtained since
B; > 0. This completes the proof. [ |

After we compute*, \*, and{3;} £, it still remains to find:; in (32). This can be determined
by the complementary slackness condition of problem (5) as

i—1
B (ng,i Z 5E,j - 5&) =0, (36)

J=0
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where {¢7, ;}/, and {},,}/*, indicate the optimal solution for problerfil (5) with the opdim
dual variables*, \*, and {3;}X,. Let us define the sef asS = {i|3* > 0}. Then, to satisfy
(36), the optimal uplink energy allocation is given by, = nigp.; > ;_yeh, for i € S. It is
worth noting that from[(32), we havs;; = B, for i € S¢, whereS® is the complementary set
of S.

Combining these results and {30), the optimal time allocasiolution{7; } X, can be written
R VI R

Also, one can prove thatj = <}, ,/Pp, since otherwise we have, , = 0 from (31) which

fori=1,---, K, wherebr is equal tob; with the optimal dual variables.

impliesep,; =0 fori=1,---, K due to the fact3; > 0, and obviously, this is not the optimal
solution. With7; = 77 andey,; = e, Vi, problem [(b) becomes a linear programming (LP) in
terms of{ep;}/<,. The optimal downlink energy allocatida’, ;}~, can be efficiently identified
by solving this LP via the simplex algorithm or the intersint method [[2R]. We summarize

the overall algorithm for the finite capacity energy storagee below.

Algorithm 2: Optimal algorithm with finite capacity energtosage

Initialize v, A\, and{5;} X ,.
Repeat
Compute{7}£,, {ép.}£,, and{cp;}K, from (30)-(32).
Updater, A\, and{5;} X, by using the ellipsoid method.
Until convergence
Obtain {e7,;}/<, by solving the problem({5) with; = 7 (i = 0,--- , K)

andey,; = ey, (1=1,---,K).

V. SIMULATION RESULTS

In this section, we provide numerical results evaluating dlkerage sum rate performance of
the proposed algorithms for the infinite capacity and findapacity energy storage cases. In the
simulations, we set the energy harvesting efficiencasn; = 0.7, Vi, and the noise power at

the H-AP¢? aso? = —50 dBm, Vi. Also, it is assumed that all users’ energy storages have the

2The sum rate maximization problem for the infinite storageeazan also be solved via Algorithm 2. However, Algorithm 1 is
still meaningful because of the computational complesitis worth noting that Algorithms 1 and 2 requit@(K) and O(K?)

computations, respectively [22]. Therefore, in the sdetdae of B, = co, Algorithm 1 is more efficient than Algorithm 2.
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—~A— Joint energy and time allocation (Non—causal) [11]
gl —°— Joint energy and time allocaton (Causal) A
—¥— Time allocation only (Causal) [12] -

Average sum rate [bps/Hz]

Fig. 4. Average sum rate performance as a functiogffor infinite capacity energy storage case with = 5P4

same capacity, i.e3; = B, Vi, and we employ the Rayleigh fading channel model wgithdB
average signal attenuation from the H-AP to all users.

Figure[4 depicts the average sum rate performance as adorafti’, in the infinite capacity
energy storage case. For comparison, we also plot the peafare of two conventional schemes
in [11] and [12]. In[11], an ideal non-causal energy systeas wonsidered, and the optimal joint
energy and time allocation algorithm was proposed for tfieite capacity energy storage case.
Meanwhile, [12] assumed equal power allocation, ipg.; = Pa, Vi, and provided the optimal
time allocation algorithm in the causal energy WPCN systdmshis plot, it is observed that
at P, = 30 dBm, the proposed algorithm under the same causal energarsecgrovides about
29% and24% gains over the time allocation schemelin|[12] féor= 3 and K = 5, respectively.
This implies that the energy allocation optimization offdarge performance gains over the
system without energy allocation. Note that although theppsed algorithm considers practical
causal energy WPCN systems, the performance gap with rtetspa@ non-causal energy system
is less thanl dB for the average sum rate afbps/Hz.

In Figure[B, we illustrate the average sum rate performahteedVPCN systems as a function
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—%— - Optimal (B=50uJ)

5t - —B— - Equal time allocation (B=50uJ) E

—*%— Optimal (B=10pJ)

——8&— Equal time allocation (B=10uJ)

w N
T
3l

N

Average sum rate [bps/Hz]

Fig. 5. Average sum rate performance as a functio®gfwith K = 3 and Pp = 2P4

of P, with different B. Here, the equal time allocation scheme indicates the cdabesqual time
duration for all time slots, i.ez; = ﬁ»w and employs the optimal downlink energy allocation

policy in (31). Then, the downlink energy can be computedifi{@3)-(17) withL = L%J,
where || stands for the floor operation. We can check in the figure tbatafsmall P4, the
average sum rate performance in the finite capacity enecggge case is quite similar to that
in the infinite capacity energy storage case, since the H-&hat transfer enough energy to
users regardless @ with a smallP,. On the other hand, at a high, regime, the user’s energy
storage is fully charged for a finit®, and thus the user transmits the information signal with
the maximum energy;; = B;. Therefore, the average sum rate with a finlesaturates in
the high P, regime. Also, it is shown that the performance gap betweerptbposed optimal
algorithm and the equal time allocation scheme increase8 gsows, and atB = 50 pJ and
P, = 30 dBm, the proposed optimal algorithm offers ab80%; average sum rate gain.

Next, with the fixed energy storage capacity= 50 pJ, we demonstrate the average sum
rate of the proposed optimal algorithm and the equal timecation method with different peak

power constrainP» in Figure[6. We can check that &% gets larger, the average sum rate with
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—6— Optimal (B=w)
|| —*— Optimal (B=50uJ) 4
——8&— Equal time allocation (B=50uJ)

Average sum rate [bps/Hz]

Fig. 6. Average sum rate performance as a functio®gfwith K =5

B = oo increases for alP,, while the performance is saturated at high and Py in the finite
capacity energy storage case.

Figure[T exhibits the average sum rate of the WPCN systentsdifferent X' as a function
of P,. We can see that the average sum rates of both the proposethbptgorithm and the
equal time allocation scheme improve with the number of useWwith P, = 30 dBm, the
proposed optimal algorithm providé4% and24% gains over the equal time allocation scheme
at K = 3 and?7, respectively.

In Figure[8, the average sum rate performance is presentetlastion of B at P, = 20 dBm.
With a large B, the proposed algorithm for the finite capacity energy sferease provides the
performance almost identical to the infinite energy storeage. It is observed thd& = 150 uJ
is enough to achieve the performance upper boun#at 20 dBm. On the other hand, the
equal time allocation scheme cannot achieve the perforenapper bound even iB goes to

infinity.
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Fig. 7. Average sum rate performance as a functio®gfwith Pp = 5P4
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VI. CONCLUSION

In this paper, we have studied the multi-user WPCN under délusa energy assumption. Joint
energy and time allocation problems for maximizing the niplsum rate have been optimally
solved in both the infinite capacity and the finite capacitgrgy storage cases. First, with the
infinite energy storage case, we have derived the optimahtiokvenergy allocation policy. In
this policy, the H-AP consumes all available energy in th&t fiew time slots, and then is turned
off during the remaining time slots. Based on this optimedtsigy, an analytical solution for the
resource allocation problem has been provided. Next, we pavposed the optimal algorithm
for the finite capacity energy storage case, which jointlgnpates energy and time allocation.
From the simulation results, we have confirmed that the megmptimal algorithms provide

remarkably enhanced performance compared with convaittenhniques.

APPENDIX A

PROOF OFLEMMA (1]

Let us define the optimal solution of proble11) &s,<},;}/<,, and the corresponding
objective value as({7},¢7,,}1X,). Suppose that the optimal time allocation solution of peabl
(@) is given by7 = 0 and 77 > 0 for j # 4. Then, by contradiction, we will show that
{r7,€}.}i, is not the optimal solution with* = 0 for i = 0,--- , K. First, we investigate the
case ofry = 0. Due to the peak power constrairtt, , < 75 Pp = 0, it follows ¢7,, = 0, and
thus the uplink rateR; for userl is zero. Now we consider positive numbegs 71, €p o, and

£p.1 Which fulfill the following conditions:
To+ 71 =17, épo+épr=¢py, Epo < T0Pp, andép, < 71 Pp. (37)

It is worth noting that with7,, 71, £p, andép; in (31), we can achieve non-zef®y without
reducing other users’ uplink rate, since the harvestedggnet user; for j = 2,--- . K does
not change due to the conditioipy + €p1 = €}, ,. Furthermore, we havép, + ép; =
epa1 < (fo + 71)Pp = 71 Pp, and thus the positive numbefs, 7,, £po, andép; satisfying
(37) always exist. Therefore, by settiig = 77 andép; = ¢}, ; for j = 2,---, K, it follows
R({7,ép;}i%) > R({1},¢h;}1=0). This contradicts with the assumption that', ¢}, ;}'<, is

optimal.
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Second, to show that = 0 for: = 1,--- , K do not achieve an optimal solution, we formulate

the optimization problem to find a positive solutionas
Sihehy b ehy
Tiv1 — Ti

max 7;log <1 + (38)

0ST¢ST;+1 Ti
where we have used the faehi = 0. It is worthwhile to note that onlyR; and R;,, are
dependent om;, and thus we can improve the sum rate performance by sol@8y without
reducingR;,Vj # 1,1 + 1.

It is known that the optimaf; must satisfies [8]

1—1 1—1
Ej:() 5E,j B Ej:(] gﬁ,j

Vi = = Yitl = -

Ti Tit1 — Ti
Therefore, we have

. Yi *
Ty = ———T5 . (39)
Yt v

Since [39) fulfills0 < 7; < 77,4, new solutions{7;,¢p;}, such thatr;;1 = 77, — 73, 75 =
Vi #i,i+1andép; =ep; for j =0,---, K increase the sum rate performance, i.e., the

assumptionR({7;,£p; }1<,) < R({7}, e}, ;}/<,) is contradiction. This completes the proof.

APPENDIX B

PROOF OFLEMMA

First, we proceed to solvé (29) far= 0. In this case, problenf_(29) becomes a LP since
Jo is an affine function ony andepo. Thus, it is not difficult to show that a solutiofy, o
maximizing J, is obtained as (31). Plugging this result infg, it follows Jy = (Pp(y — \)7o.
Since0 < 75 < 1, the optimal7, that maximizes7, is given by7, = 1 if the coefficient ofr,
in J, Is positive, i.e.,Pp(y — A > 0. Otherwise, we have, = 0. Therefore, a solution, can
be written by [(3D).

Next, we investigate problenh (R9) for=1,--- , K. Similar to the case of = 0, a solution
ép,fori=1,--- K is determined by[(31), sincg; is an affine function of ;. Substituting
(37) into J; yields

J; = 7; log (1 + £ZJ;’ Ei’i) + (PPQ - )\>7—i - ﬁié‘U,i- (40)



23

Then, by using the zero gradient conditig® = 0 and 22~ = 0, we have

Ju,i €u,i 1
log<1+o—2 4>+W:1+)‘_PP97 (41)
gU,Zi
o2
Ty (42)

It can be shown that a solution of the equatién] (41) does nist & Pp(; — A > 0 since
*"ULQ% > 0 in general. Therefore, froni_(#1), we can obtain a solutiofor i = 1,--- | K asin

(30), and the dual variables must satisfy the condititug; — A < 0.

Also, combining [(4R) and the constraitt< ¢;;; < B;, a solutioné;;; can be expressed by

1 2
Eui = min{(— _ % )%Z-,BZ}. (43)
Bz' qu,i

Here, to ensuréy;; > 0, the dual variable3; must be upper bounded b% < gy;/0?. Then,

from (30) and [(4B), we can see that, is equal to a solution of the following fixed point

. [ —gui/o? (1 o?
;=m v i Bi ¢ 44
Eu, 111{ /b + 1 <5i s Eu, (44)

With any feasible initial poin® < z; < B;, a solution of[(44) is computed ds {32). This completes

equation:

the proof.
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