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Abstract—We propose a low complexity antenna selection
algorithm for low target rate users in cloud radio access neworks.
The algorithm consists of two phases: In the first phase, each
remote radio head (RRH) determines whether to be included in | =——— _ = =™~ b r
a candidate set by using a predefined selection threshold. Ithe y ”‘__Us g ‘*‘,_r! N )
second phase, RRHs are randomly selected within the canditan I ( - )
set made in the first phase. To analyze the performance of the | N
proposed algorithm, we model RRHs’ and users’ locations by Cloud of BBUs
a homogeneous Poisson point process, whereby the signal-to

interference ratio (SIR) complementary cumulative distribution  rig 1. The considered uplink C-RAN model. The RRH selectivitch

funCtiO[" is deriVQd- By apprqximating the derived ?preSSim- an  selects a RRH and connects it to the BBU dedicated for usersér U
approximate optimum selection threshold that maximizes tle SIR  indicates a low target rate user.

coverage probability is obtained. Using the obtained thresold, we
characterize the performance of the algorithm in an asympttic

regime where the RRH density goes to infinity. The obtained the BBU dedicated for the corresponding user, e.g., user 1 in
threshold is then modified depending on various algorithm g 1 User 1 indicates a low target rate user. For this reaso
options. A dl_stlngulshable _feature of the proposed algortim is instead of a fixed RRH-BBU pair. the considered C-RAN has
that the algorithm complexity keeps constant independentd the - pair,

RRH density, so that a user is able to connect to a network @ reconfigurable fronthaul structui€ [4], where a BBU can be
without heavy computation at baseband units. flexibly connected to the selected RRHs among the distribute
RRHs. By doing this, the decoding complexity per user is
manageable.

In the considered C-RAN with a reconfigurable fronthaul,
Cloud radio access networks (C-RANS) [1]J [2] use disRRH selection is important since it mainly determines the
tributed RF units called remote radio heads (RRHSs), Whigixrformance. Most prior RRH selection methods demand com-
are connected to a centralized baseband processor unit)(B%ﬁéXity closely related to the density of the RRH. As a simple
cloud via highspeed fronthaul. Due to this structure, a (example, let's assume that the RRH selection switch selects
RAN has an inherent advantage for improving the netwofke nearest RRH to the user. To do this, the RRH selection
throughput. For instance, on the uplink, it would be optimu\yitch searches all the RRHs and selects the RRH whose the

to decode jointly the transmitted symbols by aggregatifistance is minimum, resulting in that the complexity lifga

all the received data, which is naturally possible in a Gncreases with the RRH density. When considering a C-RAN
RAN setting. One issue of the centralized decoding is thgith a high RRH density [5],[[6], this RRH selection method
it requires significant computation complexity. For exaepl can cause high complexity in the RRH selection switch, where
|f Computation resources in the BBU C|0ud are Statica”guch Comp|exity iS not desirable especia”y for IOW tar@el‘
multiplexed, sharing huge amount of data between BBUgers. In this paper, we propose a RRH selection algorithm
may cause a computational outage [3]. For a user that wa@figere its goal is different from conventional RRH selection

high-rate communication, this shortcoming is worth to eﬂdualgorithms, i.e., keeping reasonable complexity even imsde
since it compensates high data rate. Nevertheless, fafusifiRANS.

on a user that wants only low-rate communication, this huge
computation complexity is unnecessary; thereby such user Related Work

should avoid th|s._ . . RRH selection methods in C-RANs was proposedin [7]-
As an alternative of the centralized decoding, for use@ In [7], the downlink sum-rate was characterized as a
which rr}equwe IOV\{-rate C%mmunlcgg?,dwe ((j:ons,l:erdto S]? inction of a subset of RRHs and based on that a combinatorial
”.‘e”” e processing so that one . ‘ecodes the data %inmization problem was formulated to find the optimal sub-

sm_gle (.IOW target rate) USEr. In th's_ setting, a RRH setecti set of RRHSs. Similar td 7], in[8], an optimization problem t
sva\g':_(':h ISI C(t3_n5|der_etdha_s |I:ustra;te(3 n IIQ:H L '(I'jhe role (;f_:hseelect the RRHs was formulated but the optimization goal was
selection switch 1s 1o select a and connect | Rinimizing network power consumption. Inl[9], to reduce the
J. Park and R. W. Heath Jr. are with the Wireless Networking arcomplexity caused by estimating instantaneous channel and
Communication Group (WNCG), Department of Electrical andmuter  computing an uplink receiver filter, a channel matrix sggsi
I{E_ngmeﬁrmg,hTh?}]Lénl\t/ersny gf )Texas at Austin, TX 78701, AJSE-mail: ing algorithm was proposed for the MMSE receiver. [In] [10]
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network, energy efficient antenna selection algorithmsewebetween each RRH and a user is used in the first phase. Under
proposed. In[[13], a multi-mode antenna selection algoriththis assumption, we derive the SIR complementary cum@lativ
that chooses whether one antenna or multiple antennas dgstribution function (CCDF) as a function of relevant gyt
serving one user was proposed. parameters, chiefly the selection threshold, the densifidse

In another line of research, the signal-to-interferend®YS RRH and the interfering user, the pathloss exponent, and the
coverage probability was characterized when using vario8¢R target. By approximating the derived SIR CCDF, we find
cooperation techniques under an assumption of a netw@ak approximate optimum selection threshold that maximizes
modeled by a homogeneous Poisson point process (PRR¢. SIR coverage probability. With the obtained selection
For instance, in[[14], the SIR coverage was analyzed intlareshold, we characterize the SIR coverage probability of
uplink C-RAN, where a user is associated with the neargbe proposed algorithm in an asymptotic regime, and reveal
RRHs. Assuming a downlink C-RAN where a user is serveal condition that the relative performance loss caused by the
by multiple RRHs (or base stations (BSs)), the SIR coveraggndom selection vanishes. Then, we modify the obtained
probability was characterized i [15]=]19]. Further, byngs approximate optimum selection threshold so as to work for
this characterization, the optimum cluster size was obthin a general case of the algorithm, i.e., if multiple RRHs are
[15]-[Z17]. In [20], the SIR coverage performance of the rateselected or received power is used.
splitting with the pair-wise BS cooperation was charazei The remainder of the paper is organized as follows. In
Considering a multi-tier network, in_[21]=[23], a joint tra- Section I, the proposed algorithm and the system model used
mission method for heterogeneous networks was proposedthe paper are explained. In Section Ill, an approximate
and the SIR performance was analyzed. While the benefifgtimum selection threshold is obtained and the performanc
of cooperation was a main topic in |15]=[23], [24] focused onf the proposed algorithm is characterized. In Section ¥, t
how each user achieves the benefits of cooperation avoidigfained selection threshold is modified for various alaoni
the BS conflict problem, which occurs when multiple usemptions and Section V concludes the paper.
want to be served from the same BS.

The main limitation of the existing work [7]=[23] is that a Il. SYSTEM MODEL

centralized approach is used, where a core processortf&g., |n this section, we first explain the proposed algorithm and
RRH selection switch in th|s_paper) collects all the_mfotmla the RRH setting for applying the algorithm in practice. Next
from every RRH such as distances to users or instantane@Sintroduce the network model and the RRH selection model

channel coefficients for choosing RRHs. For instancelin [#br analyzing the performance of the proposed algorithm.

distances (large scale fading) between RRHs to active users
are needed to solve the optimization problem. This approa/g:h RRH Selection Algorithm
is not fitted to our aim in a dense C-RAN scenario since the

complexity is an increasing function of the RRH density. In this subsection, we explain the proposed RRH selection

algorithm. For applying the algorithm, we consider a gehera
o uplink cellular system implemented by a C-RAN, where
B. Contributions single-antenna RRHSs are distributed and connect to ceradal

In this paper, we propose a low complexity RRH selectioRBUs. The location of theé-th RRH is denoted ad;. The set
algorithm. The proposed algorithm consists of two phages. 9f RRH locations are denoted as = {d;,i € N}. Single-
the first phase, called the distributed selection phaseh e@dtenna users transmit the uplink data through the network.
RRH compares a distance (or received power) from a usé denote that thé-th user is located ah;, and the set of
with a predefined selection threshold, and determines \enetf€ users’ locations i, = {u;,i € N}. We only focus on
to be included in a candidate set. One issue in the first ph&ser 1 located ati, since the algorithm can be applied for
is that it is not trivial to extract the required informatjion€ach user equivalently. Without loss of generality, we aesu
e.g., a distance or received power, in each RRH when all tHe = 0. This assumption can be generalized easily by shifting
baseband processing such as FFT are placed in the BBU cldf§. location of each RRH bgl; — u, Vi. It is worthwhile to
To resolve this, we assume a LTE channel structure whighention that the applicability of the proposed algorithm is
permits the RRHs to extract the required information frofot restricted by a particular network model, such as a PPP
the received signal in the time domain, without performitig anetwork model.
the received signal processing found subsequently in tHg BB The proposed algorithm consists of two phases, called the
cloud. In the second phase, called the random selectiorephalstributed selection phase and the random selection phase
the RRH selection switch randomly selects RRHs within tH&spectively. _ _ _
candidate set made in the first phase. By using two separatd) Phase 1-Distributed Selectiorthe goal of this phase is
phases, the complexity of the algorithm is constant irretipe  © determine a candidate set of RRHs. To do this, each RRH
of the RRH density. compares the distance from user 1 with a predefined selection

To analyze the performance of the proposed algorithm, WrésholdZR,. Denoting a candidate set as a RRH whose
model a network by using a homogeneous PPP, that allowsHistance from user 1 is less th&g, will be in A. In other
expression for the SIR CCDF to be derived in a closed for0rds,d; € Aif [|d;|| < Ru,. Clearly, every RRH included
Further, for the analytical tractability, we simplify theoqposed N /A has a distance less thefy, i.e., A Iill < Ren. If
algorithm so that only one RRH is selected and a distanttee selection threshol®y,, is too small,lthen all the RRHs’



distances are larger than a threshold, ilel;|| > Ry, for
vd; € &, the candidate set is empty. In this case, user 1 RRH Selection Switch|  BBU for User |
fails to connect to a RRH and the outage occurs. Instead of ! |

a distance, each RRH also can use received power. Given a i
received power thresholf,;,, the RRH whose received power - “
larger thanP;, will be in A, and otherwise the RRH will not
be included in4. We denote thatA| = M, M > 0.

2) Phase 2-Random Selectionin this phase, the RRH
selection switch randomly selects RRHs within the candidat Distributed Selection Phase  Random Selection Phase
set made in the distributed selection phase. A set of selecte
RRHs in this phase is denoted Bswhere|B| = L, L > 1 Fig. 2. llluratration of the proposed RRH selection alguritwhen distance
and M > L. For instance, assuming that = {dl’ -.-djs}, information is used. We assume thaf = 2, L = 1. In the distributed

_ . ; i M selection phase, the candidate set is determined. In theefigie RRHs
we haveB = {d“’ dZL} with prObablllty 1/(L) for marked by the red rectangle are included4nin the random selection phase

any {iy,..,ir} € {1,..,M} since the RRHs are chosenne RRH selection switch randomly chooses one RREimith probability
randomly. When only one RRH is selected in the RRH/2.

selection switch, i.e.. = 1, one RRH is selected withind
with probability 1 /M. Fig.[2 illustrates the proposed algorithm
assumingM =2 andL =1 B. RRH Setting

One point about the random selection phase is that there igjn e the proposed algorithm requires a distance or reteive
a non-zero pOSS|b|I|t_y that more than two users select thmsapower, each RRH should extract this information from the
RR_H' When assuming that the RRHS arg_densely dEploygfbnals it receives. When all the digital processing such as
which is the case we focus on, this probability becomes sque FFT as used in 3GPP LTE are placed in the BBU cloud,

In the distributed selection phase, since each of RRibwever, it is not clear that how each RRH can extract the
performs the comparison in a distributed way, no centrahformation required for the proposed algorithm. For ex&Emp
ized processing is required. For this reason, the comglexitithout the FFT, each RRH should obtain the required infor-
is independent to the density of the RRH. In the randomation from only the time domain signals. In this subsegtion
selection phase, the RRH selection switch randomly selegig explain how each RRH obtains the required information by
a RRH within the candidate set, so that the complexity issing the characteristic of the LTE channel structure. Befo
also independent to the density of the RRH. To show thifata transmission, a user sends the random access preamble
specifically, we consider a simple random delay method thglgnal generated from the Zadoff-Chu sequence through the
can be used in the random selection phase. If the RRHpBysical random access channel (PRACH) for initial access.
included in A in the distributed selection phase, the RRH here can be two kinds of interference to this preamble signa
sends a predefinettbit symbol through the optical fiber to The first one is from users that are actively communicat-
the RRH selection switch, otherwise sends nothing. Befoiigy with their selected RRHs. These signals are transmitted
sending the signal, the RRH generates a random delay ahgbugh the physical uplink shared channel (PUSCH) [25].
sends the symbol after the generated delay time. Then, tbénventionally, this can be eliminated easily by using the
RRH selection switch selects the RRH whose the sent symipT due to the orthogonal property of the OFDM, though this
arrives at the first time. By doing this, the RRH selectiogannot be applied due to the lack of the FFT in each RRH. The
switch is able to complete the RRH selection within a cortstagecond one is from users that are transmitting other preambl
time. signals through the physical random access channel (PRACH)

For more clarification, we compare the random selectionWe first remove the interference on the PUSCH. Since
phase and the nearest RRH selection. We assume that the stimePUSCH and the PRACH are defined to be separately
distributed selection phase is used for refining the canelisiet placed in the frequency domain|25], each RRH uses bandpass
A, but in the nearest RRH selection, the RRH selection switéitter (BPF) that only allows to pass the frequency band
chooses the RRH whose the distance is the minimuph.ifo  corresponding to the PRACH. Then, the signals on the PUSCH
do this, the RRHSs included inl sends the measured distancare removed. Through this method, the only remaining sggnal
after quantizing it through the optical fiber. Here, the lieegl are the preamble signals transmitted on the PRACH. The
number of quantization bit is obviously more thanThen, characteristic of the preamble signals is that they arerg¢ee
the RRH selection switch collects all the distance infoiorat from Zadoff-Chu sequence, and each user has different root
sent from each RRH and finds the minimum, which neletls of the sequence. Two key properties of Zadoff-Chu sequence
complexity. If the cardinality of4 increases, the complexity are as follows: It is a constant amplitude zero auto-cotigza
for choosing the RRH should also increase. On the contrdfAZAC) sequence, and it preserves its property of a CAZAC
to this, in the random selection, the selection switch dass rsequence in both of the time and frequency domain. Due to
have to collect all the distance information from each RRH ithese properties, the preamble signals on PRACH from the
A, which makes the selection complexity constant irrespectidifferent users have zero cross correlation each otherén th
of | A|. Finally, the proposed algorithm is able to select a RRtime domain[[25]. For this reason, each RRH discriminates a
for each user with a constant complexity. preamble signal transmitted from a particular user by apgly




whered is a location of the selected RRH; ; ~ CA (0, 1)
[Long-term pathloss | | Short.cerm fading is a Rayleigh fading coefficient from usgrto RRH 4, and

BPF on PRACH z ~ CN (0,0?) is additive white Gaussian noise amdis

. Multiplier\ Extractor feraging out . .

T 'Zf 'P|h1|2{4 ;g the pathloss exponent. The uplink symbol transmitted from
=7 = = - 1 . . .

7F " g users is indicated byzx;, whoseE |xi|2 =1.

< H Now we define the instantaneous SIR CCDF. Denoting
AN AN | Zadofr-Chu sequence of user | | H; j = |hi;|?, the instantaneous SIR CCDF is defined as
Transmitting on PRACH

ds - Hs 1
Fig. 3. The description of how to extract the required infation without P (97 Ay Aus 5) =P [ H ” - —B >0,
using frequency domain processing. Eliminating the sgoalthe PUSCH by Zuie%\ul Hds - u1|| Hs,i

using the bandpass filter, and discriminate the preambielsidpy multiplying (2)
Zadoff-Chu sequence assigned to each user. By repeatiagptbtess and

averaging the received power, each RRH obtains the averageed power. \yhere § is the SIR target. The noise term is neglected for
analytical tractability. The noise term can be incorpattatith

. . . ) more complicated calculations, but it makes it hard to devis
the conventional technique as in the LTE standard, i.e.; m%tuition from the expression

tiplying the preamble signals with the Zadoff-chu sequence

assigned to the particular user. As a result, the only reimgin

signal is the preamble signal transmitted from the paricul [ll. PERFORMANCE CHARACTERIZATION

user due to the zero cross correlation property. Then the RRH, this section, we provide analytical results on the per-
extracts the required information from the remaining signgormance of the proposed algorithm. At first, we characeeriz
Fig. [ describes the whole procedures of how to obtain th¢ giR coverage probability. Then we optimize a predefined
required information without using the FFT at each RRH. gg|ection threshold by using the obtained SIR coveragessxpr

Now we explain the model mainly used for analyzing thgjon Finally, we characterize the performance of the psedo
performance of the proposed algorithm. algorithm in an asymptotic regime.

C. Network Model A. SIR CCDF Characterization
We consider a network modeled by a homogeneous PPP
y g in this subsection, we derive the SIR CCDF if a RRH is

so that a RRH’s locationrl; Vi is distributed according to a - . . .
homogeneous PPP with density Each user's locatiom; Vi selected by using the proposed selection algorithm. Rirst,
. obtain the probability density function (PDF) of thjel|| in

is also distributed as a homogeneous PPP with densjty i

We do not assume power control as this would depend on {}'{'&‘ following Lemma.

RRH that is eventually selected. Lemma 1. Given the selection threshol;,, the PDF of the
random variable||ds|| is

D. RRH Selection Model

Henceforth, for analytical tractability, we assume that th
proposed algorithm uses a distance in the distributed tiatec
phase and only one RRH is selectdd=£ 1). This assumption
is generalized later. Once the RRH is selected, it is cordec

2r
fign (r) = 2 for 0.<r < R, (3)
th

Proof: Denote the number of RRHSs inside the closed set
C R? asN (S). WhenN (B (0, Ry,)) = K, the conditional

to the BBU dedicated for the user 1, and the BBU decodes t QF off|d]| is

uplink data symbol by using the received signal at the setect 2r

RRH. Extensions are possible to support MIMO, e.g., to use/|ld.| (r[ N (B(0, Bun)) = K) = R’ for 0 <7 < Run.
multiple co-located RRHs from the tower. ‘ (4)

. This is because in a homogeneous PPP conditioned on the
E. Signal Model number of points inB (0, Ry,), points in B (0, Ry,) are
The BBU performs single user detection by treating oth@mdependently and uniformly distributed in the bounded set
users’ interference as noige [26]. This is a reasonablavgssu B (0, Ry, ). Marginalizing [4) forK,
tion since we assume that one BBU is allocated for handling RupNot—normalized
one user. Thanks to the property of a homogeneous PPP, we fudsu’ (r)
are able to assume that; — 0 without loss of genfarahty. —F [flﬁltfll (r| N (B(0, Rup)) = K)
Denoting the index of the selected RRH for user 1sathe X«
received signal at the selected RRH is given by _ 2r i (/\ﬁth) AR,
_ _ 2 [
Ys = ||dsH p/2 hs,lxl + Z HdS - ul” pl2 hs,ixi + 23y Rth K=1 K

uie‘pu\ul (i) 27' 1 —>\7TR2h f 0
= (1- ), <r < R, 5
(1) th( e ), for r th 5)



where (a) follows that

— Exact SIR CCDF
O Analytical SIR CCDF

> PN (B(0,Ry)) = K] = 08l Rep = 250m |

K=1 = Ry = 500m

— Lk 3 07} Ry, = 1000m

= (MR S el R, = 2000m |

Z ( Tth!h) e—)ﬂerh _ e—)\Terh -1— e—)\Terh’ (6) gO.B th m
K=0 g
by the second axiom of probability. Normalizing (5) so that c
the total probability is equal ta, we have ®

2r
fifgn (r) = o for 0 < 7 < Ryy,. 7)
u ‘ 0 1 3
Leveraging Lemmdl1, the SIR CCDIE](2) is derived in SIR threshold, 6 (dB)

TheorentL.
) ] ] Fig. 4. The SIR CCDF verification wheh = 1075 /7, Ay = 1076 /7,
Theorem 1. Given the selection threshold;;,, the instanta- andg = 4.

neous SIR CCDF is

P (Ren, 0, A, A, B) where the detailed proof is in_[28]. Plugging112) info](11),

. (1 _e—muewﬁmzﬁh) £, 21 (14 Hﬁg

:1__7Tch) 8 ds|:l(s ):|
(1-¢ P W — ®)

=E [exp (—muew (| ds]|?

sinc(2/3) 1
Proof: Since the outage occurs when a candidate.4et sinc (2/5))]
is empty, we only consider the case thétis not empty. The

SIR (2) is rewritten as @ /Rth exp <_7T/\u92/ﬂ ||dsH2 #) ﬁdr
0 sinc (2/8) ) Run

P 0 s
(Ren, 0, A, A, B) 1—exp (—W)\u92/6%R2 )
||dsH75 Hs 1 — sinc(2/8) * “th (13)
=PlAZ£0]P —— > 0| A#£0 ﬁAUQQ/ﬁ%R?h )
Zui€q>u\u1 ”db - uz” Hs,i sinc(

where (a) comes from Lemnia 1. This completes the praf.
The obtained SIR CCDF is verified in Figl 4. As observed,
the derived SIR CCDF tightly matches with the exact SIR
CCDF obtained by Monte-Carlo simulations over entire range
Wpax£0E {e’”ds”ﬁ"zuie@u\ul ||ds*“i||7BHs’i} of 6. Fig.[4 also gives intuition of how the selection threshold
Ry, affects the SIR coverage performance. Applying the
proposed selection algorithm, there are two cases of outage
(9) The first case is when no RRH is in the candidate set, i.e.,
) A = (. The second case is when the SIR is lower tidan
where (a) comes f_rom 'Fhan- for i € N follows the Now we see examples for each case of outage depending on
exponential distribution with unit mean and (b) follows Ruy. When Ry, = 250m, the SIR CCDF has a plateau when
PA#£Q=1—-P[N (B(0,R)) = 0] ¢ < 0dB. This is mainly because the possibility of the event
CArR2 A = 0 is too high, therefore the SIR CCDF is dominated
= (1 - € m) : (10) by the first case of outage. In contrast, willy, = 2000m,
We now calculate the expectation [ (9). First, the selected RRH is likely to be far from the user since
PRI s ~P H, the selection threshold is too large, resulting in that the S
E {6 ’ i€ fulug 18T } coverage performance degrades severely whaoreases, i.e.,

=PIA# 0P [Hoy > [da]®0 > |lds —wi| ™ By,

u; €Py\uy

3

D (1 A ) B [ 1970 B el

B [ [ 19070 S oy lldemuil P Hes| the SIR CCDF is dominated by the second case of outage.
— s [ [e e S” This observation implies that the selection threshold khou
(a) Ea, [E [e—lldsllwzuie@u\ulHuiH’ﬂHs,i dsH ?\e (;pir:(;zﬂed depending on the system parameters, &,9.,

=Ea. [£: (la:)°6)]. (11)

where (@) follows the stationarity of a homogeneous PPP aﬁd
Slivnyak’s theorem[[27].L; (s) is the Laplace functional of In this subsection, we derive an approximate optimal selec-
I, wherel = HuiH‘B Hy,;. L1 (s) is derived as tion thresholdR?, to maximize the SIR coverage performance
given system parametefs A\, and \,. For intuition, we first
Lr(s) = exp <_7T/\u52/ﬁ.;) ’ (12) llustrate the SIR coverage performance dependingzanin

sinc (2/8) Fig.[3. As observed in Fidl 5, the optimum selection threshol

Selection Threshold Optimization

u; €@y \uy
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Fig. 5. The SIR coverage probability with parameter swegor R;,. It  Fig. 6. The comparison between the optimal SIR CCDF obtamguerically
is assumed thak, = 10~° /7, 8 = 4, andd = 0dB. and the approximated optimum SIR CCDF obtained analyyickills assumed
that A\, = 1073 /7, B =4, and\ € {1073 /m,10™* /7, 107° /7 }.

Ry, exists, and also the SIR coverage performance has a sharp )
shape around th&;, especially when the RRHs are densely  Proof: To find Rj, = argmaxP (R, 0, )\, Ay, 3), we
deployed, so that there can be significant performance Iassdve

when using wrongRyy,. 0P (Ren)
Obtaining the exaciRy, = argmaxP (Ry,), however, is R, =0 (20)
. » ; . Rin
challenging. Specifically, there is no closed form solution
satisfying where
oP (Rth) —0. (14) 15 (Rth7 97 )\7 AlJla ﬂ)
ORn ATRZ, 21)
For this reason, we rather use an approximate SIR CCDF to  — 9 2/ 1 2\’
obtain the optimum selection threshold. Lemida 2 gives an (1+AmRy,) (1 + A e Rth)
approximation ofP (Ryy). It has a closed-form solution
Lemma 2. The SIR CCDHF(g) is approximated by 1 1
ﬁ (Rth797)\a Auaﬁ) Rth <W2)\)\u92/ﬁm> ’ (22)
2
= AT R, (15) which completes the proof. [ |

1+ ArR2,) (14 ma02/8 o B2, ) _ S
(1+ Amfe) i sinc(2/6) " "th Remark 1. As observed in Corollary]1R}, is inversely
Proof: From the Taylor expansion of the exponentigbroportional to A, \,, and #2/5. This gives intuition for

functione” = 1+ x/1! + 2%/2! + - - -, we have deciding a selection threshoRl;,. When the network is dense,
. 1 1 (large \), Ry, should be small since the probability that there
A e/1+a2/20 4 14z (16) s a RRH located close to a user is high. When there are many

terfering users (large\,), R, should also be small since
ere is only little chance of successfully communicatirithw
the selected RRH if the RRH is located far from the user due

Using this approximation, the first part of the SIR CCIDF (8
is approximated as

1— e MRAL & Am R, (17) o the large interference. This is also true whemcreases.
L+ MRy’ This intuition agrees with the observations from Fijy. 4.
and the second part dfl(8) is also approximated as To demonstrate the obtained selection threshold, we com-
Y I ﬁ/\u92/ﬁmeh pare the SIR CCDF with?}, and the numerically obtained
L—e i e~ 1+ arg2f__1 o (18)  optimum SIR CCDF. For the numerically obtained optimum
! sinc(2/8)"th SIR CCDF, we calculate all the SIR coverage probability for

Plugging [1¥) and(18) intd18), we complete the proof® g, < [0,00) and pick the maximum one. Figl 6 shows
By leveraging Lemmal2, Corollafyl 1 provides an approxine comparison between them. The SIR CCDF with, is
mate optimum selection threshold. reasonably close to the numerically obtained optimum SIR

Corollary 1. Given 6, ), and \,, an approximate optimal CCDF over entire range df.
selection threshold that maximizB§ Ry, 0, A\, Ay, 3) is
1 C. Asymptotic Performance Analysis

. 1 1
R}, = ( o ga/F 1 ) ) (29) In this subsection, we analyze the performance of the
A% sinc(2/8) proposed algorithm in the asymptotic regime, wh&re> co




and A\, — oo. Comparing to the SIR performance of théefinition 1. The relative SIR performance of the proposed
nearest RRH selection, which corresponds to the best casaligorithm compared to the nearest RRH selection is defined
the same assumption with the proposed algorithm, a relatae
performance loss is defined. Then, we reveal the necessary
condition that makes the performance loss vanish in the P (Ren, 0, X, A, )
asymptotic regime. First, we derive the SIR CCDF when user L(Ztn, 0,4, Au, 5) = — @7 B)
1 selects the nearest RRH to the origin. e
(1,(3 TAu sinc(2/B) th)

Lemma 3. When user 1 selects the nearest RRH, the instan- (1 — e*“th) P WLV B w—'
taneous SIR CCDF is — me3) SIc(2/B) 'th
sinc E
A sinc (%) Xab7/F X sinc(Z)
= . —T / .
Py (95 /\7 )\ua ﬂ) /\u92/5 + ) sine (%) (23) (1 _ ef)meh) (1 —e An02/P smc(12/3)R?h)
- o - TANO2/P R, - (30
Proof: Rewriting the definition of the SIR CCDIE1(2), Na0%/F 4 sine(3)
Pn (97 )\7 Auv B)
[ ds||~° H, Since the nearest RRH selection is the best case of
—P s 51 - ] the proposed algorithm,L(R, 0, A, Ay, 8) < 1. When
_Zuietbu\ul [ds —wi| " Hy,i L(R, 0, M\, \y, B) = 1, the proposed algorithm has the same

SIR performance with the nearest RRH selection. When the

=P |Hs; > ds|| 7 6 Z |ds — uy||~? H,, proposed algorithm uses the approximate optimum selection
I wedy\uy threshold R}, we denote that
=K —e—HdsHﬁ@Zui@u\ulIIds—uiH’ﬂHs,i] (24)

) i L( N:haea)\aAlhﬁ)
where||ds|| < ||d;|| for i € N since we assume that the nearest an()? At ()
RRH selection. Similar to Theoreh 1, B (1 -¢ - ) (1 —e T ) (31)

— = 2
E |:e*||d5”592uieq>u\ulHds*ui” BHs,z} A0/ 8 (R,
Au62/8 4\ sinc(%)

:Eds [ﬁ] (Hds”ﬂ 9)} ’ (25)

where L; (s) is the Laplace functional off where I =
Y wcwuia [0l 77 He . The Laplace functional of is given

The performance lossL( R, 0, A\, \y,5) < 1) in the
proposed algorithm comes from the random selection phase,
which cannot guarantee the nearest RRH is selected. As

b
Y mentioned before, however, the nearest RRH selectionnesjui
L1 (s) = exp <—ﬂ'/\u52/6 ) ) (26) complexity that increases with the RRH density. For this
sinc (2/13) reason, the performance loss is interpreted as a cost fpirigee
Plugging it into [25), we have the complexity independent to the RRH density.
s Now, we reveal the condition foL(R:h,e,)\, A, B) = 1
Ea ['CI (HdS” 9)} in the asymptotic regime, i.el — oo and )\, — oo in the
following theorem.
_ Sjmc Theorem 2. Assuming that\ — oo and A\, — oo, the
Now we use the PDF ofd||, which is [29] performance loss vanishes, i.&(R},, 0, \, Ay, B) — 1 if
fHds” (T‘) = 2)\7TT€7>\7TT2. (28)
Leveraging[(ZB), the expectation i {27) is calculated as \/)\X 5 00. (32)

B {eXp (‘WW d]|? é)]

sinc (2/5) 3
0o Ids|2 Proof: From [19),L(R},, 0, A\, Ay, B) is

= —mA 0P —— L | 2) —Mr?) d

/0 exp < T sinc (2/7) m‘exp( wr ) r )

. 2 L( :haeaAv)\uvﬂ)

SEELIL0 ) (SN (1 ()
= ) _ uol — VA/sine(2/8)

N8+ sine (2) L—el v 1—e

which completes the proof. [ | B VAVAG01/84/sinc(2/B)

Now we define the relative SIR performance loss in the (Au02/7 47 sine(2/8) )

following. (33)
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on the density ratio and various SIR thresholds. It is assuthat 5 = 4.

As observed in the figure, the performance loss due to theorargklection

decreases as the density ratio increases.

Letting C/x, = VA/V A,

L(R},, 0, ) A\, B)

o \/5ine(2/B) . o1/8
1—¢ A AuTTGT7B 1 — e\ 9/ru Veine(2/5)

sinc(2/8)
(- Lo

Cx/xu

e
sinc(2/B)

+

Now consider a funct

1

C)\/)\u ( \/sinc(2/8) )

o1/B

ion defined as

(34)

3

(35)

(I1—e) (l—e’%) (1—e%) (1—67%)
f @)= : " o
wherez = Cy )y, ¥ “:f/(s/ﬁ Whenz — oo, we have
At @)
(1—e%) (l—e’i) (1—e%) (l—e’%)
= 1.
300 x * 1/x
(1—e%) (1 - e’%)
= lim
T—00 1/x
= lim z —ze 7 —ze % 4 ge "%
Tr—r0o0
ey
i L)
y—0 Yy
@)

)

(36)

In Theorem[2, it is shown that the performance loss due
to the random selection vanishes if the relative RRH density
Chx/x, 9oes to infinity. In practice, however, the assumption
Ci/x, — o0 is too extreme even in a dense C-RAN scenario.
Nevertheless, Theoreld 2 is still valid to get intuition o&th
relative SIR performance of the proposed algorithm in the
non-asymptotic regime, |e\/—% < oo. For instance, since
L(Rt*h,e,/\,)\u,ﬂ) is smooth for allCy/,,, it is obvious
thatL(Rt*h,G,)\,/\u,ﬁ) approaches td as C),,, increases.

In other words, the performance loss due to the random
selection in the proposed algorithm becomes negligible as
the density of RRH increases. One noticeable point here
is that the algorithm complexity keeps constant indepenhden
to the RRH density. This intuition is demonstrated by the
simulation in Fig[V. In FiglD7 L(R%,, 0, \, Ay, 8) is drawn

depending on the density ratigu and the SIR threshold.

As observed in the figureL(Rt*h,e A, Au, B) increases as
% increases, and alsb(R},, 0, A\, Ay, 8) is larger at lowd.
From this observation, we see that the proposed algorithm
performs well (i) in a dense RRH environment and (ii) at a
low SIR threshold. One non-trivial observation in Fig. 7 is
that at high SIR thresholds= 3,6 (dB), there is a range of
2 where L(RS,, 0, \ A, B) and {- inversely proportional,
ie., L(Rt*h,e A, A\, B) decreases agA— increases. This is
particularly observed in the low density ratio reglg\q < 3.
The implication behind this observation is that in the regio
1 < % < 3, the SIR performance of the nearest RRH
selection improves faster than that of the proposed algorpt

resulting inL(Rt*h, 0, X\, Ay, B) rather decreases.

IV. GENERALIZATION

In this section, we generalize the approximate optimum
selection threshold derived in the previous section. Fingt
relax the assumption where a distance between each RRH and
a user is used as a predefined threshold. Next, the assumption
that only one RRH is selected is generalized to multiple RRHs
ie,L>1.

A. Received Power Threshold

In a real wireless environment, it is difficult to estimate
the exact distance from the user because of long-term fading
such as a shadowing. For this reason, it is more desirable
for the proposed RRH selection algorithm to use the received
power to select a RRH rather than the distance. To derive
an approximate optimum selection threshold analyticailg,
make an assumption about a shadowing. After averaging out
the fast fading coefficients, the received power at RRFdm
user 1is

P =51 HdiH75 ; (37)

where S; ; denotes a shadowing coefficient from user 1 and
RRH . Each RRH measures the received power, and compares

where (a) follows L'Hopital's rule. This concludes that whe it with a predefined received power threshalt,. If the
Cy/a, — 00, L(RE,,0,\, Ay, B) — 1, ie., the performance measured received power is larger than the threshold, i.e.,
loss vanishes. This completes the proof.

P; 1 > Py, the RRH located adl; is included in a candidate



set A, unless it is not. The second phase of the algorithm vge have

equivalent with a case where the distance threshold is use%a
Now we attempt to obtain the optimum selection thresho )=P[A#0]

for a case where the received power threshold is used. To E {E [e_Hd 0 X, ey l1ds—uill ™7 Hs, 155,/ S

this end, Lemmdl4 is introduced. It is for incorporating .

a shadowing effect into the approximate optimum distance > (1 — e—ka?h).

threshold derived in Corollary 1.

s

E {efHdsHBe Susetuiug ||drui\\*BHs,iss,ilE[l/ss,l]}
Lemma 4. Assume generic shadowing coefficient, denoted as

_ 2/8___Eg 2
S where _ om0 sinc(z/ﬂ)Rth)

® (1 B ef,\ﬁth) (1 -
E[5%] < oo (38) 0P 7 R
where (a) comes from Jensen’s inequality and
Then, the process of propagation losses experienced by {hg follows that the Laplace functional ofl’ =
typical user is an non-homogeneous Poisson procesRon Zui@u\ul ||ui||*f5 H,;Ss:E[1/Ss1] given as
with intensity measure

, (44

128
’ Ly (s) =exp —m\ 82/ PR | S? PR [_:| ),
A([O,t)):)\/ P[% [o,t)} da < [52/7] 5| meam
. (45)
— {Sﬂ} " 39 with 5 is a generic shadowing coefficient. Definidgy =

E [S¥PE [% ]2/[5 we obtain [4%). Now, we first obtain an
Proof: See the referencé [30] Lemma 1. approximate optimum distance threshdtg, that maximizes
By leveraging Lemmal4, we obtain an approximate opty jower bound on the SIR CCDF with a shadowing assumption
mum received power thresho]é{*][1 in the following corollary. @Z). This can be calculated directly by using Corollgry 1.

Corollary 2. Assume independent and identical generic shad- 1
owing coefficient denoted a$ satisfying (38). When the R o 1 ) (46)
s T2 AN, 02/8
smc(2/[5)
Since this is a distance threshold, we now obtain a received

received power is used as the selection threshold, an approx
power threshold that provides the equivalent performaritie w

imate optimum selection thresholf; is

- -B
~ (th,sh) the obtalneth*h o @8). P(Rwn,0,\ Ny, 3) can be repre-
Py, = I (40) sented as
7] N
i P (Runy 0, A A ) = (1= ™) ,
WhereRgh_’Sh is defined as ' A_;ez/g hlnC(?/B) M’
1 (47)
T 1 ! with (41) where M’ = AR, is the average number of the selected
th,sh T2A\02/8 SmC(Q/B) ’ RRHSs in the distributed selection phase when the distance

threshold isR;,. From [4T), it is reasonable to interpret that
the SIR coverage performance is determined by the average
11%/8 number of the selected RRHs in the distributed selectios@ha
Es=E {52/5}1[-3 [—] . (42) ie., M'. With Ry, ., the average number of the selected
S RRHs in the distributed selection phase is characterized as

Proof: Rewriting the SIR CCDF with the arbitrary shad-

- 2 _
owing assumption, xm (Rth,sh) =A o P [50 < Rth,sh} dz

. -8 s
P (Rtha 0, A, A\, ﬁ) =A /]1{2 P (Rth,sh) <x dx. (48)
75 o
—PA£ 0P l | ds|| Hs,lSi,; >9‘A y 0] . Now, rewriting [39),
Zuiecbu\ul HdS - ul” Hs,iSs,i xﬂ
(43) A([0,8) = )\/ P [? € [O,t)} dx
R2

where S;; for j,i € N is a shadowing coefficient between @/\/ P F < Sx_g] da (49)
RRH j and useri, while the indexs means the index of the Rz |t
sglected RRH. For instancé,; means a shadowmg coeffi- @)\W]E [S%] t%, (50)
cient between the selected RRH and the us&ubsequently
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where (a) follows the non-negativity of the received powdromogeneous PPP. By approximating identically distrithute
and (b) follows Lemm@l4. From (#9), we find that the intensityandom variables with the same random variables, we get the
measure\ ([0, t)) is the average number of the selected RRHsllowing expression.

in the distributed selection phase when the received power

threshold is P (0,0, Ay, B) = Py (0, X, A\, B)

1 -8

Py, = 7 (51) —p lL | ds, H] Hg, 1 > 9] (56)
1

To have the same SIR coverage performance with the case

where the proposed algorithm uses an approximate optimtie approximated SIR CCDE{56) is equivalent with that of

distance thresholdz;,, ,,,, the received power thresholt/¢ the single RRH selection case, whdnfold array gain is

should satisfy provided to the desired signal power. This is an equivalent
- 2 27 2 benefit as reducing the target StRto ¢/L. Modifying the
AT (Rth,sh) = ATE [Sﬂ} L7, (52)  obtained selection threshol;, (I3) with 6/L, we have
which provides 3
2/8 4
- B ok L )
R th,multi — . (57)
¢ = ( th,sh)ﬁ . (53) (TFQAA 0%/ 51nc(2/,8)
E [53} ’ In (&7), we observe that when the number of selected RRHs

increases, the selection threshold also mcreaseBJBy The

This completes the proof. explanation of this observation is as follows: whé&y, is

Remark 2. When S = 1 (no shadowing assumption),too large, the outage occurs mainly because the selected RRH

Ry, o = R, and P boils down to is located too far from a user, so that the pathloss is too
) . large. When a user can select multiple RRHs, however, a user
= ( t*h) , (54) has other chances to select different RRHs, probably Idcate

more closer to the user. For this reason, the selectionttbies
which is equivalent with the pathloss of the distance thoésh pecomes larger when the number of selected RRHSs increases.
Ry, For this reason, usm@th and Py, provide the equivalent

SIR coverage performance in this case.
V. CONCLUSIONS
B. Multiple RRHs Selection

In this subsection, we assume that a user selects mult|8|8
RRHSs to improve the SIR performance. Under this assumpti
we find an appropriate selection threshold that improves t
SIR coverage probability for a case 6f> 1. For simplicity,
we assume thaf. < M. When L. RRHs are selected in

In this paper, we proposed a low complexity RRH selection
orithm for a low target rate user in a dense C-RAN. By
ing the two separate phases, each of which performs the
fétributed selection and the random selection, the dlyori
complexity is kept constant, and does not depend on the RRH

density. For the performance analysis, we modeled a network
the RRH selection switch, the BBU uses maximum ratl . P Y

a homogenous PPP. By using tools of stochastic geometry,
combl_mng (MRC). technique to boost the desired signal pow '>(,a derived the SIR CCDF of the proposed algorithm. From the
Denoting the indices of the selected RRHssas..., sy, the

. obtained SIR CCDF expression, we obtained the approximate
SIR CCDF s optimum selection threshold?;, that maximizes the SIR
25—1 IIdSZII_B/Q H,, . 2 CCDF of the proposed glgorithm. .The simulation results
P (0,0 Ay, B) =P — - > 6], demonstrates that the obtained selection threshold prdyite
Yoo Le performance close to the optimum SIR coverage performance
(55) obtained numerically. We also revealed a condition that the
relative performance loss coming from the random selection
where I, = Zu o\ Ilds, — uzll_ H,, ;Hs, 1. Note that vanishes in an asymptotic regime. Generalizing the alguorit
, for £ = 1,.... L is the location of the selected RRH.the obtained;, was modified toPy or Ry ... for a
Unlike the prev|ous case where only one RRH is selectetchse where rece|ved power is used as a selection threshold
however, it is not straightforward to compute the SIR CCDRr multiple RRHs are selected in the algorithm.

For this reason, instead of exact characterization, weigeov The key feature of the proposed algorithm is that it has
an approximation of[{35). complexity independent to the RRH density, so that the RRH
Using the proposed algorithm, the distribution |pd, || selection switch can keep its complexity reasonable igesp
for ¢ = 1,..., L is identical since there is no dependency itive of the RRH density. Due to this, the performance loss is
locations when selecting RRHs. For this reason, in an aeeragevitable using the proposed algorithm. As the RRH density

sense, MRC would provide A-fold array gain to the desired increases, however, this performance loss becomes rggligi
signal. The aggregated interference poviefor ¢ = 1,..., L. Future work could be directed to incorporate more advanced
is also identically distributed due to the stationarity of aooperation algorithm with the proposed RRH selection.
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