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Abstract—We study a wireless-powered uplink communication
system with non-orthogonal multiple access (NOMA), consiig
of one base station and multiple energy harvesting users. Me
specifically, we focus on the individual data rate optimizaibn
and fairness improvement and we show that the formulated
problems can be optimally and efficiently solved by either lear
programming or convex optimization. In the provided analyss,
two types of decoding order strategies are considered, narye
fixed decoding ordeand time-sharing Furthermore, we propose
an efficient greedy algorithm, which is suitable for the pradical
implementation of the time-sharing strategy. Simulation esults
illustrate that the proposed scheme outperforms the baseie
orthogonal multiple access scheme. More specifically, it shown
that NOMA offers a considerable improvement in throughput,
fairness, and energy efficiency. Also, the dependence amon
system throughput, minimum individual data rate, and harvested
energy is revealed, as well as an interesting trade-off beten
rates and energy efficiency. Finally, the convergence speed the
proposed greedy algorithm is evaluated, and it is shown that
the required number of iterations is linear with respect to the
number of users.

I. INTRODUCTION

nodes cannot harvest energy and receive/transmit infawmat
simultaneously[[6]-+£[9]. In order to overcome this diffigult
two strategies have been proposed, i.e power splitting and
time switching [9], [10]. The idea of SWIPT has been studied
in various case studies, such as one source-destination pai
[5], multiple-input multiple-output (MIMO) communicatits
systems [[111], [[12], orthogonal frequency division mukipl
access (OFDMA)L[13], and cooperative networks| [14]-[16].
Among the proposed SWIPT applications, this paper fo-
cuses on the joint design of downlink energy transfer and up-
link information transfer in multiuser communication syfsis,
which has been initially studied inl[6]. Taking into account

Y%he time-sharing technique, the authorslih [6] have propase

novel protocol referred to dsarvest-then-transmitvhere the
users first harvest energy, and then they transmit theipiele
dent messages to the BS by using the harvested energy. More
specifically, it was assumed that the users utilize timesdivi
multiple access (TDMA) for information transmission.

A. Motivation

major limitation of untethered communication equip- Although relying on the harvested energy for transmission
ments is that devices operate for a finite duration, whidiles many benefits, it has a negative impact on the individual

is limited by the lifetime of batteries [1]. To this end, eggr

data rates achieved by the EH nodes. Consequently, existing

harvesting (EH), which refers to harnessing energy from timeethods, which increase power-bandwidth efficiency, shoul

environment or other energy sources and converting it
electrical energy, has recently received a lot of attentgrart
from offering a promising solution for energy-sustainépil

be carefully explored[[17],.[18]. Toward this direction,eth
utilization of orthogonal multiple access schemes, such as
TDMA, might not be the most appropriate choice.

of wireless nodes in communication networks [2], EH also On the other hand, non-orthogonal multiple access (NOMA)

reduces considerably the operational experises [1].

was proved to increase spectral efficiericyl [19]. For thisaaa

An alternative to traditional energy harvesting, relying oit has been recently proposed for LTE Advanded [20], in which
natural energy sources (e.g. solar power), is wireless poviteis termed as multi-user superposition transmission (NIJS
transfer [3], [4]. Particularly, wireless signals can beedis Furthermore, it has also been recognized as a promising
for simultaneous wireless information and power transfenultiple access technique for fifth generation (5G) network
(SWIPT). In this framework, nodes use the power by th21]—[24]. NOMA is substantially different from orthogoha

received signal to charge their batteries [5], or to transha

multiple access schemes, i.e. timeffrequency/code divisi

information to a base station (BS)| [6]. However, in pragticenultiple access schemes, since its basic principle is tiet t

users can achieve multiple access by exploiting the power
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joint processing technique, such as successive intederen
cancellation (SIC).

The performance of a downlink NOMA scheme with ran-
domly deployed users has been investigatedin [22], while
the application of NOMA for the downlink of cooperative
communication networks was proposed[in/[25], among others.
Also, in [24], the authors study NOMA for the uplink of a
communication network, consisting of traditional nodeshwi
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fixed energy supplies. However, when NOMA is combined~=====7"=7>~=~ : T

) ; - . .. "1 Energy transfer Ilnformatlon transmission
with wireless powered communications, the capacity region be==smmmmo—oa-clo
strongly affected by the amount of the harvested energys Thi 1-T T

is because NOMA uses the power field to achieve multiple
access. Consequently, rate maximization and user faiaress
still open problems.
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Unlike recent literature, in this work, we study the applica

I' 1
Y i
i

]

! H
]
! H
] i
i' H

tion of NOMA for a wireless-powered uplink communication 3,

system, which consists of one BS and multiple energy har-

vesting users, in order to increase the individual datasrate

and the user fairness. Note that the implementation of NOMA

in the uplink is not a burden for the users, since the encoding

complexity at the users’ side is not affected, while their _ _ _ o

synchronization is usually simpler than the case of TDMA9- 1. Sequential energy transfer and information trasston in NOMA
. L . . communication networks.

For this purpose, we optimize the related variables, taking

into account two different criteria: the sum-throughpud dine

equal individual data rate maximization. The correspogdirexamples, while a greedy algorithm regarding the timeisbar
contribution is summarized as follows: configuration is proposed. The optimization problems ofaéqu
« While the sum-throughputis maximized, further improveindividual data rate maximization using fixed decoding orde
ment of the minimum individual data rate among usersnd time-sharing configuration are formulated and solved in

| < e e o o o o

is achieved. sections IV and V, respectively. Section VI presents and dis
» We optimize the time used for energy harvesting and tl@sses the simulation results and finally, section VII codes
time-sharing variables related to SIC. the paper with some remarks.

« Regarding equal individual data rate maximization when
the time-sharing technique is utilized, we provide a
tractable reformulation of the initial optimization prob-

lem. We consider a wireless network consisting/éfusers and
« We show that all formulated problems can be optpne BS, where all are equipped with a single antenna. The
mally solved by either linear programming or conveyath loss factor from the BS to useris denoted byLy,,
optimization tools, which is important for the practicalyhijle the channel coefficient is given by the complex random
implementation of the proposed scheme. variablehg,, ~ CN(0,1). The communication is divided into
« We propose a greedy algorithm for the optimization afme frames of unitary duration, and it is assumed that the
the variables related to the time-sharing technique, whighannel state remains constant during a time frame, andecan b
is very efficient, in terms of performance and convergenggrfectly estimated by the BS. The considered system model
speed. is presented in Figl1.
Extended simulation results illustrate that the applaratf
the proposed NOMA scheme has the following advantages,
when compared to the case of TDMA: i) it leads to a notabfe Harvest-then-Transmit Protocol
increase of the minimum individual data rate, and/or, ii) it we consider that the network adopts a harvest-then-transmi
improves fairness. Finally, an interesting trade-off besdw protocol, i.e. at first, the amount of time— 7,0 < T < 1 is
the time used for energy harvesting and information trangssigned to the BS to broadcast wireless energy to all users
mission is revealed, as well as the dependence among sysfg[The remaining time7", is assigned to users, which simul-
throughput, minimum individual data rate, energy efficnctaneously transmit their independent information to the BS

Il. SYSTEM MODEL

and harvested energy. by using the energy harvested from the first phase. In order to
detect the users’ signals, the BS implements a joint pratgss
C. Structure techniquel[2R],[126], and for this purpose, it employs NOMA

. . . [24]. We assume that the energy transmitted by each mser
The rest of the paper is organized as follows. Section ] 9y Y

: . L . iS limited by the amount of harvested energy, i.e. duringetim
describes t.he _cons@ered commur_nca}u.on and energy haiges ortionT’, each user can only use the energy that was harvested
model, while it defines the user _|n<_j|V|<juaI data rate and t fing 1 — T. The energy harvested by theth user is
system sum-throughput. The optimization problem of system
sum-throughput maximization is formulated and solved it se By = GoGnth Lon|hon|*Po(1 = T), (1)
tion lll. Also, in the same section, the impact of the decgdin
order of the users’ messages on the individual data ratgkereG, andg, are the directional antenna gains of the BS
is discussed, both theoretically and with specific illusiea and then-th user, respectively) < 71 < 1 is the energy



harvesting efficiency, and, is the transmit power of the BS. assumes many different decoding orders of the users, its

The transmit power of the-th user is given by maximum complexity depends on the number of all different
E, permutations of the users, as it will be described belowsThu
P, = T (2) abalance between optimality and efficiency must be achieved

when selecting the number of distinct decoding orders that

B. Optimization Objectives will be used for time-sharing.

In this paper, two distinct objectives are set, for optimggi ) _ ) ]
the provided quality-of-service (QoS), i.e. system perfance C. Achievable User Throughput in the Case of Fixed Decoding
and user fairness. These objectives are described below. ©Order

Maximization of the achievable system throughput (non- Next, the achievable user throughput is defined assuming
symmetric rates)When this objective is set, users are allowethat the users’ messages are decoded in an increasing dérder o
to transmit with non-symmetric individual rates and thus wiheir indices. It is worth pointing out that different dedogl
seek to maximize the sum-capacity of the users, i.e. optimiarder does affect achievable user throughput, and thisbsill
the achievable rate region of the network, so that it costdie  discussed in the next subsection. Therefore, for decodiag t
points which correspond to the maximum system throughpfitst user’'s message: (= 1), interference is created due to all
In order to increase user fairness, we also seek to maximither users: = 2, ..., N, while on the second user's message,
the individual data rate of the weakest user, given that th@erference is created due to users= 3,..., N, and so on.
achievable system throughput is first maximized. The systérhen, the achievable throughput of theth user,1 < n <
throughput will be denoted bR . (N — 1), denoted byR,, in the case of fixed decoding order,

Maximization of the equal individual data rates (symmetriis given by [24]
rates): When the users transmit with equal individual data

rates, their data rate corresponds to the minimum achievabl R, =T'log, (1 +— Prgn )
throughput among the users. Thus, when this objective js set Zj:n+1(Pjgj) + Ny

we seek to optimize the achievable rate region of the network np(1=T)gn (3)
so that it contains those points that maximize the achievabl =Tlog, |1+ B — 7
throughput of the weakest user, without necessarily sgekin np(=T) > 5o nia 95 +1

to maximize the achievable system throughput. The equal . ) r ,
individual data rate will be denoted .. while the achievable throughput of thé-th user is

(4)

Note that the above objectives are not equivalent, since B np(l —T)gn
the achievable system throughput might be maximized at the Ry =Tlog, [ 1+ T )
expense of the minimum individual data rate and vice versa. ] ]

In the above cases, the sum-rate of the network, denot8d@ and @), p = i = 1z, With 7, being the
by Resum, iS the sum of the individual data rates of the user§fficiency of the user's amplifier, and/ is the power of
When maximizing the system throughput, users are allowd} additive white gaussian noise (AWGN). Also, assuming
to transmit with asymmetric rates, thus achieving the systeehannel reciprocityy,, is given byg, = G5Gn L lhon]*.
throughput. In this caséyum = Rios- When maximizing the
equal individual data rate, all users transmit with syminetrD. Achievable User Throughput in the Case of Time-Sharing

rates, thqt is, with rat.éz.cq. I_n that caseRsum = Nch- The basic principle of time-sharing is that the order of
.AlqngS|de the .opt|m|zat|on of th_e aforementioned QOﬁecoding for the users can change for specific fractionsef th
criteria, we take into account two dn‘fe’rent approaches-cogration 7. In contrast to the case of fixed decoding order,
cerning the decoding order of the users’ messages: i) fixed &,ere the users’ messages are decoded in an increasing order
F:odmg order an_d li) ime-sharing, which will b_Oth be O_'el‘—?eﬂ_ of their indices, the order of decoding depends on timeksbar
in the subsections that follow. The resulting optlmlzat|0[‘26]_ Next, we propose a simple configuration to realize the
pro_blemfs can be classified into the following four SChem%e-sharing technique. In general, there Afeconfigurations
which will be referred to as (a)-(d) hereafter: with different decoding order, which we call permutatiobst
(a) Achievable system throughput maximization and mini-  with 3" 7, = 1, denote the portion of tim@& for which
mum individual data rate optimization with fixed decodthe BS decodes the users’ messages, according tontie
ing order. permutation. Hereinafter; denotes the set of values of, Vm.
(b) Achievable system throughput maximization and mini- For mathematical clarity, leA be the matrix, which repre-
mum individual data rate optimization with time-sharingsents the set of specifit/ < N! permutations, with elements
(c) Equal individual data rate maximization with fixed deA(me,n)’ corresponding to the indices of the users, i.e.

coding order. S ~ A(m,jm.n) = n. The decoding order of the users during the
(d) Equal individual data rate maximization with time+;,-th permutation is determined by the indices of the columns,
sharing. Jm.n, ¥n, for the m-th row of matrix A, i.e. if jon < Jm.,

It should be noted that the time-sharing technique thattise message of the-th user will be decoded before the
used in the schemes (b) and (d) improves the QoS at the emessage of the:-th. More specifically, the value of a matrix
pense of higher computational complexity. Since timedisigar element is the index of a user. The index of the row denotes a



specific permutation, and the index of the column denotes thre (7)), R+ is strictly concave with respect t& in (0,1),
decoding order of the user in that permutation. For examphince it holds that
if A(2,4) = 3, it means that, when the 2-nd permutation is

2
applied, the message of ti3erd user will be decoded in the TRt _ __1 X
) dT? log(2)
4-th order. N ®)
Thus, taking the time-sharing configuration into accour, t (P 31 9n)° <0
. . ~ .
achlevab_le throug_hput of the-th user, denoted by, in the T31n(2)(1 — np 21]:[:1 gn + 12 Z%zlgn )2
case of time-sharing, can be written as
B (T) = Thus, the optimal value fof" in (0, 1) that maximizesR ot
n(T) = is unique and can be obtained through
M 77P(1;T)9n dR
7T lo 1+ . tot
mX::l l g2 np(1—T) Ejm,k;jm,n GA(m Gy 1) 1 a 0. 9)

(5) After some mathetmatical manipulations, the optimal value
can be expressed as
E. Achievable System Throughput

N
. . . * NP2 .n=19n
Interestingly, the decoding order does not affect the achie T = L 5 (10)

N
able system throughput in NOMA uplink, and any arbitrary np 27]:[:1 In + % -1
decoding order can be assumed to define the system sum- ©
throughput. Thus, taking into accouhi (3) afdl (4) the achiewhere (-)* denotes a solution value arid (x) returns the
able system throughput achieved by NOMA is given [by [24principal branch of the Lambert W function, also called omeg
function or product logarithm. This function is defined ase th

. - > T set of solutions of the equatian = W (x)e"(*) [27]. Note
Reor = ; Bo=T ; <1Og2 (np Z 9it 1z T) thatT (z) can be easily evaluated sinc(e i)t is a built-in function
N N N in most of the well-known mathematical software packages as
— log, (Wﬂ Z gi + L)) Matlab, Mathematica, etc.[2]. In the following, we deserib
P} 1-T two decoding order methods.

+T (Ing (WPQN + ﬁ) — log, (ﬁ)) o _ _
B. Minimum Achievable Throughput Improvement with De-

~ Tlog, (1 n np Zgzl gn> . scending Decoding Order
i-T Having optimized the achievable system throughput using
(6) (@), the next step is the selection of the decoding order @f th
users’ messages. The simplest case is to adopt a fixed dgcodin
1. SYSTEM THROUGHPUTMAXIMIZATION AND order among users, that is, according to their indices. For
MINIMUM THROUGHPUTIMPROVEMENT fairness, the users’ indices are assigned in a way that thewva

a%’(LVN are sorted in descending order, i@g. > ... > gn,

In this section, first, the achievable system throughput-m . . , .
L . . Since this allows decoding the weakest user's messagewtitho
imization problem is formulated and solved. Then, elabogat : X . X

interference. Therefore, this scheme increases bothefsrn

on this solution we improve the minimum individual data rate nd minimum achievable throughp@®,..;, compared to other

considering the schemes (a) and (b). Thereafter, in orders hemes with fixed decoding order, e.g. compared to asagndin
reduce the complexity of scheme (b), we propose a gree gcoding order T

algorithm, which efficiently optimizes the time-sharingneo
figuration. Finally, we provide an illustrative example, ialin
gives further insight on the nature of the two schemes, taKigs  Minimum Achievable Throughput Optimization with Time-
into account the effect of the distances between the users &haring

the BS. ) ] ] o o
Next, the time-sharing technique is utilized and optimized

order to improve the minimum achievable throughput among

A. Achievable System Throughput Maximization users, while the system throughput is maximized by setting
It can be easily observed that, whéh=0 or 7'=1, no 7 = T*, whereT* is given by [I0). In contrast to fixed

time or no energy, respectively, is available to the users @gcoding order, the time-sharing technique has the benefit
order to transmit, and thus the system throughput is zere. That, by proper selection of, any point of the capacity

optimization problem, which aims at maximizing the systerfgion can be achieved, and, thus, it can be exploited in

throughput, can be written as order to improve fairness among the users. Also, as it has
already been mentioned, the achievable system throughput
max Riot (7) s independent of the decoding order of the messages and,

C:0<T<1. thus, the corresponding optimization scheme does not degra



the achievable system throughput. The resulting optintnat achievable throughput of each user is calculated using

problem can be written as (3 and [(4).
2) Main loop (iteratively)
max  Rmin . : . . .
7, Rnin ~ (11) i) The users’ decoding order is determined according to
S.t. Cp : Rp(T*) > Ronin, Vn € N, the descending order of the throughput they achieve

so far, for forming the new candidate permutation that
will be inserted inA.

i) If the constructed permutation is not already included
in A, itis added inA, while a new variable is inserted
in 7. Adding new permutations with the described way
gives the opportunity to the users that achieve small
throughput to improve their rates, while achieving a
balance between all users’ rates, since the minimum
achievable throughtput is never reduced.

iii) The linear optimization problem in(11) is solved for
the updatedr.

iv) The new users’ rates are calculated using (5).

Convergence evaluatiohe main loop of the algorithm

is repeated until the maximum number of iteratiokis

is reached, or a permutation is already includedAin
Please note that only new permutations are inserted in

whereN = {1,2,..., N} is the set of all users.

The optimization problem il (11) is knear programming
one and can be efficiently solved by well-known methods in
the literature, such as simplex or interior-point methiod][2
In general, the worst-case complexity of linear problems is
exponential in the dimensions of the problem, which for that
in (I1) is (N + 1)M.

A simple method to optimally apply the time-sharing tech-
nique, termed as full-space search, is to take into account
all the permutations, i.e. to sefy/ = N!, in the user
throughput definition in[{5). Please, note that NOMA perferm
better for a small number of users, in which case the corre:
sponding number of permutations might not be a barrier f0|3)
the determination of the dynamic time-sharing configuratio
For example, according to MUST scheme in LTE downlink
only two users are grouped together for the implementation . . .
of NOMA [20]. Moreover, taking into account all possible A, l?ecause, otherwise, there. would be. two variables in
permutations can be considered as a benchmark to other less 7 with exactly the same physical m(.eanln.g. )
complex schemes, which possibly exclude some permutationd "€ @bove procedure can be summarized in Algorithm 1.
at the expense of a suboptlmal cqnflguratlon. Algorithm 1 : Greedy Algorithm for Efficient Time-Sharing

Generalizing the above discussion, the full-space sea};rchclonfi uration
optimal, but inefficient when the number of users is large 9

To this end, a more efficient method will be discussed in the- Initiglization o . .
next subsection, while its effectiveness will be verifiedie 2 1he users’ decoding order variablgs, are assigned in a

simulation results, where it will be compared with the full- Way that the valueg, V.V are sorted in descending order.
space search. Thus, the first permutation iA (1, 51 ,,), Vn € N, where

912922 .2 Gn = ... 2 gN-
3: The users’ rates are calculated usihb (3) add (4).
D. A Greedy Algorithm for Efficient Time-Sharing 4: Setk = 0.

The complexity of the solution of the problem ifi{11) 5 S€tRa[0] = Ry, Vn € N.
increases with the number of permutations, i.e. the inderte® Main loop
variables, which, in turn, increases considerably with the/* repéat

number of users. For a relatively small number of users, e.gff Setk =k + 1. ] )

whenN = 5, 120 permutations have to be taken into account®  The users’ decoding order variablgs., , are as-
For the practical implementation of the time-sharing téghe, signed in a way that the values @[k — 1] are in
considering such a number of permutations may be prohipitiy ~ descending order. Thusp, 1 € N,

On the other hand, a priori exclusion of some permutatiodd:  if Rn[k — 1] < Ry[k — 1] then

might cause severe degradation to the system performance-n Selectjii1,n; Jrt1,0 : Je+1n = Jrt1,0-

terms of minimum rate and fairness. For this purpose, inrordé?: end if
to efficiently set the time-sharing configuration, an iteeat 13  UpdateA.

method is proposed in this section. 14 if 3neN:A(k+1,jkt1.0) # AN, jmn), Ym < k
The main advantage of this method is that it finds and then _

excludes some unnecessary permutations, without exgudit® Solve [11), setting/ =k +1. _

the optimal configuration. In order to achieve this, inste&d 131 endUi?date the individual data raté®,[k] using [3).

a priori considering all permutations, the set of permaoteiis . )
dynamically constructed, while the corresponding timarsty 18 Until & = K or 31 < &k : A(k + L jkri,n) =
variables,r;, are also optimized. A(l,jin)Vn € N.

The steps of the proposed greedy algorithm are discussed
in detail below:

1) Initialization: The users’ indices are assigned in descenf~ Examples

ing order with respect t@,, such as in Ill.A, in order In this subsection we present two examples for the cases
to construct the first permutation, i.é\(1,j1,). The of: i) similar channel conditions and, ii) significant difésce
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g. 2. Example 1: Achievable throughput region.

the users’ achievable throughput becorfias= R, = 2.7891
between the channel values. In both examples, the numbebp&/Hz. This configuration corresponds to the point that is
users is fixed and equal & = 2, representing the simplestmarked with asterisk.
case, while the energy harvesting efficiency of each user isln Fig.[3, the minimum throughput between the two users,
assumed to bepy = 0.5, and the amplifier's efficiency is with respect to the value of T is depicted, while the achiévab
12 = 0.38. All directional antenna gains are assumed to ystem throughput of the users is also depicted as a referenc
equal to 0 dB (i.e. antenna gains are neglected). We assuing shown that by using and optimizing the time-sharing,
a carrier center frequency daf7f0 MHz, which will be used the value ofT that maximizes the system throughput also
in the standard IEEE 802.11 for the next generation of Wi-laximizes the minimum user throughput. This is because
systems|([5], [[29]. Furthermore, the TGn path loss model fo: . = % On the other hand, it is illustrated that when
indoor communication is adopted [5], [30], with the breaikpo the fixed descending decoding order is chosen, then the value
distance being 5 m. More specifically, the path loss modef T that maximizes the minimum user throughput is higher
that we use consists of the free space loss (slope of 2) upttian T*, which corresponds to a lower value of system
the breakpoint distance and slope of 3.5 after the breakpaifroughput. However, as it will be shown in the next example,
distance. the solution that maximizes the system throughput does not

In both examples, for simplicity, we assunie, = ho = always maximize the minimum-throughput, even with proper
1, Py = 30 dBm, and Ny, = —114 dBm. For mathematical time-sharing configuration.
clarity, d,, denotes the distance between the BS andntiie Example 2 (The “double near-far” problem}-or this ex-
user. ample, the distances between the users and the BS are chosen
Example 1 (Similar distancefor the first example, it is in a way thatLg; > Lo, i.e.d; = 6 m andd, = 14 m,
assumed that; = 9.9 m andd, = 10.1 m, which corresponds such as thaiy; = 3.7808 - 10~® and Loy = 2.5786 - 10~ ".
to Lo; = 2.4067-10~% and Lo, = 2.156-10% . This example This configuration is a representative of the “double naaf-f
is representative of the case of two users located in a simighenomenon, which appears when a user far from the BS
distance from the BS. Fid@l 2 depicts the capacity regions foeceives a smaller amount of wireless energy than a nearer
the two users for different choices @f, as well as, for the user, while it needs to transmit with more power [6]. When
optimal value ofT’, which isT* = 0.7958. Fixed descending NOMA is used, this phenomenon directly affects the capacity
decoding order with respect to the channel values resultsregion, as it is evident from F[d.4. As it can be observed, the
different achievable throughput of the two users, degigthie value of 7' that maximizes the system throughput is equal to
throughput of the user with the best channel conditions, i/ £* = 0.8895.
R1 = 0.6727 bps/Hz andR; = 4.90535 bps/Hz. This point ~ When descending decoding order (with respect to the chan-
corresponds to the upper-left corner (A) of the capacityoreg nel values) is utilized, then the achievable throughputiesl
Interestingly, the capacity region which is formed wheare R, = 10.8823 bps/Hz andR., = 0.7251 bps/Hz. This
T = 0.7958, includes a set of solutions that dominates, ipoint corresponds to the corner (B) of the regibn. It is
terms of both achievable system throughput and minimum usemarkable that the set of solutions included in the capacit
throughput, any other set of solutions, imposed by the dgpaaegion that is formed whefi = T* does not dominate any
region formed by any other value @f. This is an important other set of solutions both in terms of system throughput and
observation, taking into account that any point of the capacminimum user throughput, e.g), is not a subset ofD;.
region can be achieved with proper time-sharing configomati This means that the time-sharing technique cannot improve
In this example, by choosing, = 0.4688 and » = 0.5312, the minimum throughput, which, however can be improved



where A,, = npgn, b, = an;.V:nH gj, andby = 0. Also,

the objective function, as well as tfi&/ +1)-th constraint, are
linear, and thereford (12) is a convex optimization prohlem
which can be solved by standard numerical methods such
as a combination of interior point methods and bisection
method. However, we use dual-decomposition, which, apart

Throughput of user 2 (bps/Hz)

08 7"=0.8895 from giving physical insights into the structure of the pib,
< 2B proves to be extremely efficient, since, given the Lagrange
0.6+ DD, multipliers (LMs), the optimall’ can be directly calculated.
04 D More importantly, using the adopted method, it is guarahtee
] that the optimal solution can be obtained in polynomial
02 time [28]. Also, note that by using dual-decomposition our
0o 1 work is directly comparable to_[6], in terms of complexity
s 2 1 & & 40 = 1, of the provided solution for the equal individual data rate

Throughput of user 1 (bps/Hz) maximization problem, among others.

Fi

9. 4. Example 2: Achievable throughput region. B. Dual Problem Formulation and Solution ¢f{12)

In this subsection, the optimization problem](26) is solved
by a different selection of’. For example, whel” = 0.54 by Lagrange dual decompositiom order to handle the linear
the users’ throughput values becoe = 7.1242 bps/Hz and  objective function in[{(I2), we replace it witl(R.), without
Ry = 1.4223 bps/Hz. This point corresponds to the corner (Giffecting the convexity. Since the primal problem is convex
of the regionD,. However, this selection does not maximizeind satisfies the Slater’s condition qualifications, strnajity
the system throughput. holds, i.e., solving the dual is equivalent to solving thizrad

The above examples have illustrated the trade-off betwegroblem [28]. In order to formulate the dual problem, the
the minimum user throughput and system throughput. Miniagrangian of[(IR) is needed, which is given by
mum throughput maximization is an important problem, es-
pecially for communication networks where the users have
similar quality of service requirements. For this reasaua
individual data rate maximization will be further discudsand an (14)
optimized in the next sections. Z An <T log, < ﬁ) - RGQ> ’

L()\ T,Req) = In(Req)

n 1-T

IV. EQUAL INDIVIDUAL DATA RATE MAXIMIZATION wiTH ~ WhereX, > 0 is the Lagrange multiplier (LM), which corre-
DESCENDINGDECODING ORDER sponds to the constraifit,, and A is the Lagrange multiplier
vector with elements3,,. The constrain€; is absorbed into

tIn th|s stﬁctloq, we aim o mt?]X'mlzﬁ thte.eqtl;]al |nd|V|durz:1I dagle Karush-Kuhn-Tucker (KKT) conditions, and is presented
rate, i.e. the minimum user throughput in the case where all , .. the next subsection.

users aim to transmit with an equal raf,,, and, thus’ can

be adjusted accordingly. Fixed descending decoding osder |The dual problem is now given by
assumed for simplicity. Next, we present and efficientlywsol m|n max L(\, T, Req)- (15)
the corresponding optimization problem. T\ Req

According to the KKT conditions, the optimal valuesRf,

A. Problem Formulation andT are given by
The problem of equal individual data rate maximization, R* 1 16
when the message of the users with the best channel corglition eq ZN A, (16)
is decoded first, can be written as: n=t
and
m:;ax Req L qe
st. Cn:Rp>TReg VN, (12) T = [ z ] , (17)
1+ a*

CN+1'0<T<1

The first N constraints of the optimization problem i {12jvhere[]i = min(max:, z),y), ¢ — 0%, ¢ — 17, andz™ is

are strictly concave since the solution of the following equation:
d?R,, _ 1 o i an T+ 2?)
dT? log(2) (bp, + )2 + an(by + )’

an (2b, (b, 1 —T)+T)+a, (20, 1 —=T)+T)) <0 (18)
(an (=1 4+T) + by (=1 +T) = T)* (b + T — b,T)* ’ The dual problem in[(15) can be solved iteratively. In each
(13) iteration, the optimaR., andT are calculated for a fixed LM




vector, A, using [16) and[{(17), while\ is then updated using Remark 1:A selection forT corresponds to a specific
the gradient method as follows capacity region for the set of usek§, where the time-sharing
. technique can also be used. On the other hand, each of the
At +1] = {)‘" [1] = Ant] points of this capacity region corresponds to a differefdcse
+ (19) tion of 7. As we have already mentioned, with proper selection
(T log, <1 + Gn ) chﬂ ,VYnenN, of the time-sharing variables, any point of the capacityaeg
bn can be achieved.

Taking into account Remark] 1, for a given tin the

achievable rate region is defined by the inequalities

T

1-T
wheret is the iteration index)\,, n € N are positive step
sizes, and[-|" = min(-,0). Since [I2) is concave, it is
guarantegd that the. itergtions petween the two layers cgeve Rn(T) < Tlog, (1 + npgn(Tl—T)) VneEN
to the optimal solution if the size of the chosen step sasisfie .
the infinite travel condition [31] 3" Ru(T) < Tlog, (1 + W) Yk My C N,

neMy

i Anlt] = 00, Vn e N. (20) (22)
=1

_ _ where the second inequality holds for any sum 4, C A
~ As it can be observed from the solution [N {16), the equalow, suppose that the BS cancels all other users’ messages,
individual data rate is inversely proportional to the sumhe  except the user with the weakest link. In this case it is @esir

LMs. This result is consistent with the physical interptieta that its throughput is at least equal to the final achievahlg
of the LMs, which are indicative of how active the correje,

sponding constraints are, depicting the impact of the watake Tlog <1 i np(1-T) 9N> SR 23)
users, via the violated constraints, on the optimal valtia; | 2 T -

is small it means that the effect of tmeth constraint on the
determination ofR;, in (18), as well as of:* in ([L4), is not _ _
significant. On the other hand, ¥: is large it means that if Accordingly, for the two weakest users, that is for= NV and

the constraint is loosened or tightened a bit, the effecRgn ™ = IV — 1, their sum-throughput is maximized when the BS
will be great [28]. In this case, the throughput of theh user cancels out all other users’ messages, while one of the two

is in high priority when optimizing the time that is dedicdte MeSSages is also canceled. Since they can allow time-gharin
to energy transfer. for the time that each user’s message will be canceled, &r th

sum of the throughput of these two users it must hold that

RN

V. EQUAL INDIVIDUAL DATA RATE MAXIMIZATION WITH _ N
np(1-T)3 0 -n19
TIME-SHARING T'log, <1+ T n=NELT ) > 2R, (24)
In contrast to the previous section, where we assumed fixed
descending decoding order, we aim to maximize the equal Ry-1+Ry

individual data I‘ate, while Ut|||Z|ng the time'sharing lhﬁique. F0||0wing the same Strategy for all other users, it y|e|dﬂ th

For this purpose” as well as the time-sharing configuratiochq is bounded by the following set of inequalities
need to be optimized. Please note that in contrast to the time

sharing configuration discussed in section 1]I-B, the sohut T log, (1 + %)
provided in this section does not necessarily maximize the Req < =T
system throughput. (N+1-mn)

in which = does not appear. Consequently, the optimization in

A. Problem Formulation and Solution (21) can be optimally solved by reducing it into two disjoint

Next. the indi fth dered ding o problems, after minimizing the initial search space. These
ext, the indices of the users are ordered according to optimization problems are:

ge > ... > gn, however, the order of decoding depends on Probl 1: Optimizati T
the time-sharing. Taking into account the above considerst roblem 2. Dplimization 0

,VneN, (25)

the problem of equal individual data rate maximization can b max Req
formulated as st Cp:Tlog, (1 " npg;;\f:n gi) > (26)
max Req =T
7, T, Req N (N +1-— n)ch, vn S N,
st Cy:Ry>Req VEN, (21) Cnp1:0<T <1,

CN+1 0<T < 1.
Obviously, the optimization problem in(21) is a non-convex

Problem 2: Calculation of the time-sharing vecter

one, due to the coupling of the variablésand 7. We note find T o . (27)
that there is no standard approach for solving non-convex st G Bu(T7) 2 Reg, Vn e N.
optimization problems in general. In order to derive an &ffit In the above,R},, denotes the optimal solution fGRcq,

and optimal time allocation method for the considered @bl which is calculated by solving Problem 1. The solution of
we take into account the following observations. Problem 2 is calculated after the solution of Problem 1. $tlea



note that, when solving Problem 2, sing& and R, have All statistical results are averaged ovEl® random channel
already been fixed, this is a linear optimization problenthwirealizations. The receiver of the BS is assumed to have a
similar structure to[(11). Thus, it can be solved by utiligthe white power spectral density of174 dBm/Hz, while all
same linear programming methods or by using Algorithm #lirectional antenna gains are assumed to be 7.5 dB, and the
On the other hand, Problem 1 is jointly concave with respect available bandwidth is considered to be 1 MHz. Finally, all
T andR.q, and satisfies Slater's constraint qualification. Thugermutations are taken into account when optimizing thetim

it is a convex optimization problem, which can be solved bsharing configuration, i.elM/ = N!, unless stated otherwise.

following similar steps as in the solution df {12). The main focus of the simulation results is the comparison
of the performance among the proposed optimization schemes
B. Solution of Problem 1 i.e. (a)-(d). Next, the resulting solutions by the aforetiered

In this subsection, the optimization problerfi(26), ieoptlmlzat|on schemes are compared in terms of system or

Problem 1, is solved byagrange dual decompositioThe user throughput, portion of time that is dedicated to energy

Lagrangian of Problem 1, after replacing the initial ohijest harvesting, energy efficiency and user fairness. Also, trey .
function with In(R., ), is given by presented against the corresponding results of the baselin

orthogonal (TDMA) scheme, which is considered[in [6]. Next,

N for the readers’ convenience, we use the following notation
LT, Req) =In(Req) + D _ fin X regarding the comparison with the TDMA approach [6]:

n=t 28) A. System throughput maximization.

T log, (1 + ICL"T) B. Equal individual data rate maximization.
d, —Req | Note that, in [[6], case B is referred to as “common-
throughput”.
Moreover, the convergence speed of the greedy algorithm,

i.e. Algorithm 1 is also evaluated.

wherec, = npzzlngi, dy, = N+1—-mn, u, > 0is the
Lagrange multiplier, which corresponds to the constréint
and u is the Lagrange multiplier vector with elements. .
The dual problem is now given by A. Throughput Comparison
. In Fig.[H, the average throughput of the weakest user that is
rer :mzaxl L T, Req)- (29) achieved by all methods discussed in this paper, is illtexira
d compared for the case 8f = 3. More specifically, Fig.
Vﬁ-:ncludes: i) the minimum user throughput that NOMA with
fixed decoding order and TDMA can achieve, when maximiz-
ing the system throughput, ii) the equal individual datae rat
R — 1 (30) that NOMA and TDMA can achieve, and iii) the minimum
“ Zﬁ;l L user throughput that NOMA achieves without reducing the
system throughput, employing time-sharing. For referetiee
N normalized system throughput that is achieved in this dase (
TeR: Z Hn (ln (1 n Cn cn) _the system _throughput dlylded by the number of us@ﬁsﬁ,),
—dy T (31) is a_Iso depicted. It is ewaent that both NOMA and TDMA_
. € achieve the same normalized system throughput, however in
—”> } this case, the application of the proposed NOMA scheme
T(1—cn)+cn € results in a notable increase of the minimum user throughput
Furthermore, the LMs can be updated as follows for the whole range of%), even when time-sharing is not used.
+ As it can be observed, NOMA performs better when
T'log, (1+ CL"T) combined with time-sharing. This is because when fixed
d, —— — Req » descending decoding order is used, only the corner points
of the capacity region can be achieved. Therefore, the rates
Vn e N, of the users with weaker channel conditions are improved at
(32) the expense of the rates of the rest of the users, while the
minimum user throughput is not necessarily the one of the

The dual problem in[{29) can be iteratively solved, as
did in problem [Ib). In each iteration, the optimal values
Req andT are given by

and

T =

Nn[t + 1] = ,un[t] - Nn[t]

whereji,, n € N are positive step sizes. user with the weakest channel conditions. However, thists n
the case when time-sharing is used and optimized, incrgasin
VI. SIMULATION RESULTS AND DISCUSSIONS the degrees of freedom, since any point of the capacity negio

For the simulations, we assume that the users are unifornsgn be achieved. Consequently, when time-sharing is applie
distributed in a ring-shaped surface, with;, = 5 m and the minimum throughput that NOMA achieves is larger, even
re2 = 20 m being the radii of the inner and the outer circlecompared to the equal individual data rate achieved by TDMA,
respectively, while the BS is located at the center of thees for the medium and high region of}y. Moreover, when
The path loss model, as well as the energy harvesting amdximizing the equal individual data rate, NOMA with time-
the amplifier's efficiency are set according to secfion lll-Dsharing clearly outperforms TDMA, and the equal rate is
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Fig. 5. Comparison of average throughput, when= 3. Fig. 7. Comparison among (a), (b), (d), [6]-A, and [6]-B imrtes of portion

of time dedicated to energy transfer.

L 000 0L 0 L0 R I LI I B. Trade-off Between Energy Harvesting and Information
6 --| —®— Equal individual data rate (d) R0 O O O //.{/- Transmission
1| —@— Minimum user throughput (b) P /=// :
—8— Equal individual data rate [6]-B] = = | /; o In Fig.[4, the charging time is depicted when the system
- T R /_// .1 throughput and the equal individual data rate are maximized
—§ RN //:;) o for N = 2 and N = 4. As it can be observed, when the
=1 4 2NN . /./}/_// [EERRRE ; aim is to maximize the system throughput and the number of
£ . ‘ ;///:/J N /./{A users increases_, the portion of time dedicated to energgfaa _
g 7 e w Ausers xf’/ -1 is reduced. This happens because the system throughput is
= B> A I}Q— ,‘It‘ mainly affected by the individual data rates of the users
g 2+ i M[ S with good channel conditions, the average number of which
=z RRRF S ZLIEE R SRR ‘ increases withv, since uniform distribution has been assumed
1-Fj;:l?"7 b ‘ .4 forthe users’ locations. Moreover, the users with good okén
‘ J?ifj;*i conditions tend to prefer higher values of, compared to
0 E*f? et those with worse channel conditions, in order to improvérthe
0 2 4 6 8 101214 16 18 20 22 24 26 28 30 32 34 36 38 40 individual data rates. In other words, they have enoughggner

P, (dBm) to transmit and, as a result, their sensitivity to the resewf
time dedicated to information transmission increases.
Fig. 6. Comparison of (b), (d) and [6]-B in terms of averagetighput of On the other hand, when the equal individual data rate is
the weakest user. maximized, the weakest user, i.e. the one with the worst-chan
nel conditions, must have enough energy supply to achieve th
equal individual data rate. In this case, as the number abuse
increases, the portion of time dedicated to energy traadéer
higher for the whole range of the transmit power values #icreases. Moreover, NOMA dedicates slightly more time to
the BS, and especially in the high, region. energy harvesting compared to TDMA. The reason for this
is that NOMA exploits more efficiently the time dedicated
Fig. [@ depicts the impact of the number of users on the information transmission, requiring less time for aefrig
system’s performance. It can be easily observed that, as the same equal data rate with TDMA. However, when the time
number of users increases, both the equal individual datedicated to energy transfer increases, the energy conisump
rate and the minimum achievable throughput that NOM#fp the BS'’s side also increases. The last observation nesiva
achieves decrease. However, the first is always higher tha&e comparison of the two schemes, i.e. NOMA and TDMA,
that achieved by TDMA. Furthermore, as the number of usdrsterms of energy efficiency.
increases, the difference between equal individual da& ra
and minimum user throughput that NOMA achieves, whep. Energy Efficiency

maximizing the equal individual data rate and the system o efficiency of the energy transmitted by the BS, denoted

throgghput, respectively, also increases. Thug, vyNe& 2 by £, when equal transmission rate is required among users,
maximizing the system throughput has a less S|gn|f|cant<mnp€f1S defined as

on the minimum individual data rate, compared to the case < NReq

whenN = 4. = 7130(1 —1y (33)
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Fig. 8. Comparison of average energy efficiency between r{d)[&]-B. Fig. 9. Jain's faimess index comparison.

2.0

In Fig.[8, NOMA and TDMA are compared in terms of energy
efficiency. It is remarkable that although NOMA dedicates
more time to energy harvesting when compared to TDMA, i.ez
more energy is transmitted, it achieves higher energy effii
for the whole range ofPy. This is because NOMA achieves E}
much higher individual rates compared to TDMA. Anothers
important observation is that the energy efficiency is desed
considerably, when the value 8% is increased. Consequently,
there is a clear trade-off between equal individual data aad
energy efficiency.

1.5 1

(Mb

****** Optimal configuration
—&— Greedy algorithm (Algorithm 1)

Average minimum-throu,

D. Fairness Comparison
In order to fairly compare the two schemes (NOMA and

TDMA) in Fig. @, we use the Jain’s fairness index, which ¢ o 2 4 & & 1
IS given by [24] N ) Number of iterations
- N ZN R2 ) Fig. 10. Evaluation of the convergence speed of the greaglyritim.
n=1""n
Note that Jain’s fairness index is bounded between 0 and 1,
with unitary value indicating equal users’ rates. It is seen VIl. CONCLUSIONS

in Fig. [ that NOMA provides more fairness compared to
TDMA, for the whole range ofP,. Also note that the three In this paper, we have studied time-allocation methods in
illustrated schemes achieve the same system throughput, drder to maximize the individual data rates and to improve

the same number of users. fairness in wireless powered communication systems with
NOMA. All formulated optimization problems were solved by
E. Convergence of the Greedy Algorithm using linear programming methods and convex optimization

: . . - ols. Also we have compared the proposed scheme with the
Fig. l10 illustrates the evolution of the average mlnlmurﬁ) e that the energy harvesting nodes utilize TDMA, which

user throughput when the proposed greedy algorithm is uset . . o .
for the time-sharing configuration. In particular, we focu®@ considered as a baseline. Extensive simulation resaues

on the convergence speed of the proposed algorithm %}own that the proposed scheme outperforms the baseline,
Py = 20 dBm andN = 3. 4,5, 6. The dashed lines denote thdn terms of throughput and fairness. Finally, they reveal an

minimum user throughput for each case study. It is observ@é‘?rgsung dependence among system throughput, minimum
that the proposed iterative algorithm converges to thengdti Individual data rate, and harvested energy.

value within N + 1 iterations. Thus, the proposed technique
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