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Abstract

Heterogeneous wireless networks (HetNets) provide a dalwapproach to meet the dramatic
mobile traffic growth, but also impose a significant challelog backhaul. Caching and multicasting
at macro and pico base stations (BSs) are two promising rdstiaosupport massive content delivery
and reduce backhaul load in HetNets. In this paper, we jooghsider caching and multicasting in a
large-scale cache-enabled HetNet with backhaul consgraie propose a hybrid caching design con-
sisting of identical caching in the macro-tier and randohaag in the pico-tier, and a corresponding
multicasting design. By carefully handling different tgpef interferers and adopting appropriate
approximations, we derive tractable expressions for tleeessful transmission probability in the
general region as well as the high signal-to-noise ratioRBahd user density region, utilizing tools
from stochastic geometry. Then, we consider the succesafgmission probability maximization by
optimizing the design parameters, which is a very challeggiixed discrete-continuous optimization
problem. By using optimization techniques and explorirg $tructural properties, we obtain a near
optimal solution with superior performance and manageedneplexity. This solution achieves better
performance in the general region than any asymptoticgitin@l solution, under a mild condition.
The analysis and optimization results provide valuabldégiemsights for practical cache-enabled

HetNets.
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. INTRODUCTION

The rapid proliferation of smart mobile devices has trigglean unprecedented growth of
the global mobile data traffic. HetNets have been proposednasffective way to meet
the dramatic traffic growth by deploying short range smalsBtogether with traditional
macro-BSs, to provide better time or frequency reuse [1jvéler, this approach imposes a
significant challenge of providing expensive high-speetkbaul links for connecting all the
small-BSs to the core network [2].

Caching at small-BSs is a promising approach to alleviadttkhaul capacity requirement
in HetNets [3]-[5]. Many existing works have focused on oyl cache placement at small-
BSs, which is of critical importance in cache-enabled H&NEor example, in [6] and [7],
the authors consider the optimal content placement at d8&sdIto minimize the expected
downloading time for files in a single macro-cell with mulépsmall-cells. File requests
which cannot be satisfied locally at a small-BS are servedbyrtacro-BS. The optimization
problems in [6] and [7] are NP-hard, and low-complexity $ions are proposed. In [8], the
authors propose a caching design based on file splitting &8 Bhcoding in a single macro-
cell with multiple small-cells. File requests which cani& satisfied locally at a small-BS
are served by the macro-BS, and backhaul rate analysis dmdizgtion are considered. Note
that the focuses of [6]-[8] are on performance optimizatbreaching design.

In [9]-[11], the authors consider caching the most populas fat each small-BS in large-
scale cache-enabled small-cell networks or HetNets, waitkbaul constraints. The service
rates of uncached files are limited by the backhaul capakity12], the authors propose
a partion-based combined caching design in a large-scastecicentric small-cell network,
without considering backhaul constraints. In [13], thehawus consider two caching designs,
i.e., caching the most popular files and random caching ofifmram distribution, at small-
BSs in a large-scale cache-enabled HetNet, without batkimastraints. File requests which
cannot be satisfied at a small-BS are served by macro-BSsl4l) the authors consider
random caching of a uniform distribution in a large-scaleheaenabled small-cell network,
without backhaul constraints, assuming that content rggu®llow a uniform distribution.
Note that the focuses of [9]-[14] are on performance anslg&icaching designs.

On the other hand, enabling multicast service at BSs in Hstidean efficient way to
deliver popular contents to multiple requesters simubbasey, by effectively utilizing the

broadcast nature of the wireless medium [15]. In [16] and,[ft¥e authors consider a single
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macro-cell with multiple small-cells with backhaul cos$pecifically, in [16], the optimization
of caching and multicasting, which is NP-hard, is considerand a simplified solution
with approximation guarantee is proposed. In [17], the ro@ation of dynamic multicast
scheduling for a given content placement, which is a dynamnegramming problem, is
considered, and a low-complexity optimal numerical solutis obtained.

The network models considered in [6]—[8], [16], [17] do napture the stochastic natures
of channel fading and geographic locations of BSs and u$aesnetwork models considered
in [9]-[14] are more realistic and can reflect the stochasditires of signal and interference.
However, the simple identical caching design considere@JH11], [13] does not provide
spatial file diversity; the combined caching design in [12Es not reflect the popularity
differences of files in each of the three categories; and #melom caching design of a
uniform distribution in [13], [14] cannot make use of popitla information. Hence, the
caching designs in [9]-[14] may not lead to good network grenfince. On the other hand,
[18]-[21] consider analysis and optimization of cachindarge-scale cache-enabled single-
tier networks. Specifically, [18] considers random cachandBSs, and analyze and optimize
the hit probability. Reference [19] considers random caghwith contents being stored at
each BS in an i.i.d. manner, and analyzes the minimum offlgattiss. In [20], the authors
study the expected costs of obtaining a complete contergruiatiddom uncoded caching and
coded caching strategies, which are designed only forrdiftepieces of a single content.
In [21], the authors consider analysis and optimization aitj caching and multicasting.
However, the proposed caching and multicasting design&8i-[21] may not be applicable
to HetNets with backhaul constraints. In summary, to feat# designs of practical cache-
enabled HetNets for massive content dissemination, fudtuglies are required to understand
the following key questions.

e How do physical layer and content-related parameters fuedé#ally affect performance
of cache-enabled HetNets?

e How can caching and multicasting jointly and optimally assnassive content dissemi-
nation in cache-enabled HetNets?

In this paper, we consider the analysis and optimizatiorowoit jcaching and multicasting
to improve the efficiency of massive content disseminatiorailarge-scale cache-enabled
HetNet with backhaul constraints. Our main contributiors summarized below.

e First, we propose a hybrid caching design with certain depigrameters, consisting of
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identical caching in the macro-tier and random caching @ giico-tier, which can provide
spatial file diversity. We propose a corresponding multiogsdesign for efficient content
dissemination by exploiting broadcast nature of the walmedium.

e Then, by carefully handling different types of interferensd adopting appropriate ap-
proximations, we derive tractable expressions for the esgfal transmission probability
in the general region and the asymptotic region, utilizingld from stochastic geometry.
These expressions reveal the impacts of physical layer antkwt-related parameters on the
successful transmission probability.

e Next, we consider the successful transmission probabiigximization by optimizing
the design parameters, which is a very challenging mixedrelis-continuous optimization
problem. We propose a two-step optimization framework ttaimba near optimal solution
with superior performance and manageable complexity. iSgaty, we first characterize the
structural properties of the asymptotically optimal swins. Then, based on these properties,
we obtain the near optimal solution, which achieves bettefopmance in the general region
than any asymptotically optimal solution, under a mild atiod.

e Finally, by numerical simulations, we show that the nearirogl solution achieves a

significant gain in successful transmission probabilitgrosome baseline schemes.

[1. NETWORK MODEL

We consider a two-tier HetNet where a macro-cell tier is @adrwith a pico-cell tier, as
shown in Fig[l. The locations of the macro-BSs and the piSs-Bre spatially distributed
as two independent homogeneous Poisson point processes)@®Pand ¢, with densities
A1 and \,, respectively, wheré; < ;. The locations of the users are also distributed as an
independent homogeneous P®P with density \,. We refer to the macro-cell tier and the
pico-cell tier as thelst tier and the2nd tier, respectively. Consider the downlink scenario.
Each BS in theith tier has one transmit antenna with transmission pawey = 1, 2), where
P, > P,. Each user has one receive antenna. All BSs are operatingeosame frequency
band of total bandwidtfl” (Hz). Consider a discrete-time system with time being stbtind
study one slot of the network. We consider both large-scatnfy and small-scale fading.
Due to large-scale fading, a transmitted signal from jthetier with distanceD is attenuated
by a factor%, whereq; > 2 is the path loss exponent of thth tier. For small-scale fading,
we assume Rayleigh fading channels [22], [23].
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Fig. 1. Network model. The 1st tier corresponds to a Voronoi teag8ett (cf. black dashed line segments),
determined by the locations of all the macro-BSs. Eachrfile 7§ corresponds to a Voronoi tessellation (cf.
solid line segments in the same color as the file), determixyethe locations of all the pico-BSs storing this

file.

Let ¥ £ {1,2,---, N} denote the set ofV files (e.g., data objects or chucks of data
objects) in the HetNet. For ease of illustration, assume #fiafiles have the same siHe.
Each file is of certain popularity, which is assumed to be tidah among all users. Each
user randomly requests one file, which is filee A/ with probability a,, € (0, 1), where
Y nen @ = 1. Thus, the file popularity distribution is given by 2 (an)nen, Which is
assumed to be known apriori. In addition, without loss ofegahty (w.l.0.g.), assume; >
as > ...> ay.

The HetNet consists of cache-enabled macro-BSs and piso-B&h BS in theth tier
is equipped with a cache of siz&€; < N to store different files. Assum&’ + K5 < N.
Each macro-BS is connected to the core network via a wirddaekhaul link of transmission
capacityK? < N (files/slot), i.e., each macro-BS can retrieve at migétdifferent files from
the core network in each thNote that K¢, K5 and K? reflect the storage and backhaul

resources in the cache-enabled HetNet.

[Il. JOINT CACHING AND MULTICASTING

We are interested in the case where the storage and bacldsrces are limited, and

may not be able to satisfy all file requests. In this sectior, propose a joint caching

!Files of different sizes can be divided into chunks of the sdemgth. Thus, the results in this paper can be extended to
the case of different file sizes.
2Note that storing or retrieving more than one copies of thaesile at one BS is redundant and will waste storage or

backhaul resources.
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and multicasting design with certain design parameters¢twban provide high spatial file

diversity and ensure efficient content dissemination.

A. Hybrid Caching

To provide high spatial file diversity, we proposehgbrid caching desigrconsisting of
identical caching in the 1st tier and random caching in the @er, as illustrated in Fid.]1.
Let 7¢ C N denote the set of ¢ £ | 77| files cached in thgth tier. Specifically, our hybrid
caching design satisfies the following requirementsndif-overlapping caching across tiers
each file is stored in at most one tier; (igentical caching in the 1st tiereach macro-BS
stores the same s&tf of K¢ (different) files; and (iiijrandom caching in the 2nd tieeach
pico-BS randomly stored(s different files out of all files inFy, forming a subset ofFs.

Thus, we have the following constraint:
LTS SN, FinFy =0, FY = Ky, F; > K3. )

To further illustrate the random caching in the 2nd tier, wst fintroduce some notations.
We say everyis different files inFs form a combination. Thus, there afe= ([Fé) different
combinations in total. LeT = {1,2,--- I} denote the set of combinations. Combination
i € T can be characterized by ars-dimensional vector; = (Tin)ners, Wherex;, = 1
indicates that filen € F5 is included in combination and x;,, = 0 otherwise. Note that
there areKs 1's in eachx,. Denote\; = {n € F5 : x;,, = 1} C F5 as the set ofKs
files contained in combinatioh Each pico-BS stores one combination at random, which is

combinationi € Z with probability p; satisfyin

> =1 3
€L

Denotep = (p;);cz. To facilitate the analysis in later sections, basedppowe also define

the probability that filen € Fy is stored at a pico-BS, i.e.,

T,2) pi. neFs, (4)

1€1ln

3In this paper, to understand the natures of joint caching ranficasting in cache-enabled HetNets, we shall first pose
the analysis and optimization on the basis of all the file doatipns inZ (for the 2nd tier). Then, based on the insights

obtained, we shall focus on reducing complexity while rmeiiming superior performance.

April 11, 2016 DRAFT



whereZ, = {i € T : x;, = 1} denotes the set af, = (f}z:ll) combinations containing file
n € F5. DenoteT £ (T, )ners- Note thatp and T depend onFs. Thus, in this paper, we
usep(F5) and T(F5) when emphasizing this relation. Therefore, the hybrid cagklesign
in the cache-enabled HetNet is specified by the design paeasie, 75, p).

To efficiently utilize backhaul links and ensure high spdila diversity, we only retrieve
files not stored in the cache-enabled HetNet via backhalilihet 72 C N denote the set
of F? £ | F?| files which can be retrieved by each macro-BS from the corevorét Thus,

we have the following constraint:
Fi =N\ (FfUF). )

Therefore, the file distribution in the cache-enabled HetilNdully specified by the hybrid
caching designi.ry, Fs, p).

B. Multicasting

In this part, we propose a multicasting design associated the hybrid caching design
(F¢, Fs,p). First, we introduce the user association under the praplegerid caching design.

In the cache-enabled HetNet, a user accesses to a tier baseldesired file. Specifically,
each user requesting fitec F¢U F? is associated with the nearest macro-BS and is referred
to as a macro-user. While, each user requestingrfite 5 is associated with the nearest
pico-BS storing a combination € Z,, (containing filen) and is referred to as a pico-user.
The associated BS of each user is called its serving BS, datsdhe maximum long-term
average receive power for its desired file [23]. Note thateurttie proposed hybrid caching
design(Fy, Fs, p), the serving BS of a macro-user is its nearest macro-BSewhéd serving

BS of a pico-user (affected bp) may not be its geographically nearest BS. We refer to
this association mechanism as tt@ntent-centric associatioim the cached-enabled HetNet,
which is different from the traditionatonnection-based associati¢®3] in HetNets.

Now, we introduce file scheduling in the cache-enabled HetEach BS will serve all
the cached files requested by its associated users. Eaclo-BSconly serves at mosk”?
uncached files requested by its associated users, due t@a¢kbdul constraint for retrieving
uncached files. In particular, if the users of a macro-BS esgjsmaller than or equal t&?
different uncached files, the macro-BS serves all of therthafusers of a macro-BS request

greater thank® different uncached files, the macro-BS will randomly sel&¢t different
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requested uncached files to serve, out of all the requesteached files according to the
uniform distribution.

We consider multicastir%n the cache-enabled HetNet for efficient content dissetinna
Suppose a BS schedules to serve requests: fdifferent files. Then, it transmits each of
the k files at rater (bit/second) and ove% of total bandwidth W using FDMA. All the
users which request one of tlefiles from this BS try to decode the file from the single
multicast transmission of the file at the BS. Note that, byiéging transmitting the same file
multiple times to multiple users, this content-centricgmission (multicast) can improve the
efficiency of the utilization of the wireless medium and reglihe load of the wireless links,
compared to the traditional connection-based transnmgsinicast).

From the above illustration, we can see that the proposedicasiing design is also
affected by the proposed hybrid caching dedidi, F5, p). Therefore, the design parameters

(Fy, Fs,p) affect the performance of the proposed joint caching andicasting design.

IV. PERFORMANCEMETRIC

In this paper, w.l.0.g., we study the performance of thedgpuser denoted ag), which
is located at the origin. We assume all BSs are active. Sapppsequests filen. Let j,
denote the index of the tier to which belongs, and lef, denote the other tier. Lét € @,
denote the index of the serving BS of. We denoteD;,, and h; LeN (0,1) as the
distance and the small-scale channel betweerf BSP; andu,, respectively. We assume the
complex additive white Gaussian noise of poweéy at u,. Whenu, requests filen and file

n is transmitted by BS, the signal-to-interference plus noise ratio (SINRJgfis given by

o )
Djo,é]oo,o |hj07€0,0|

SINR,, o = . neN. (6)

—ay 2 —o3
ZéE‘bjO\ZO DjO,Z,OO |h]07£70| + ZZE(I)IO DEO,Z,%

Whenu, requests filen € 77 (n € FY), let K¢, 4 € {1, , K§} (K}, € {0, , K$})
and F?m,o € {0,---  F7} (K}, € {1,---, F'}) denote the numbers of different cached

2 p
h~ ’ “do 4 No
Jot0| Py T Py

and uncached files requested by the users associated with 89, respectively. Whem,
requests file» € 75, let K5, , € {1,---, K5} denote the number of different cached files re-
quested by the users associated with®88 ®,. Note thatKy,, , F?m,o, K0 Kb o, KS

are discrete random variables, the probability mass fanst{p.m.f.s) of which depend an

“Note that in this paper, the multicast service happens omeg slot, and hence no additional delay is introduced.
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Q(Ff,F5) =Y anPr [ .W ——log, (14 SINR,,0) > T]
neFg ch,n.O + mm{K{’, Kl,n,o}

+ Z a, Pr

ne]-'b

@(Fs5,p Z a,Pr l

neFy

w
Ky no +min{K}, K} o}

log, (1 +SINR,, 0) > 7,n is selecte} (8)

log, (1 4 SINR,, o) > 1 )

7”7

A and the design parametef&y, 75, p). In addition, ifn € F7 U F5, BS ¢, will transmit
file n for sure; if n € F7, for given KV, = k* > 1, BS ¢, will transmit file n with
probability %::Kf} Given that filen is transmitted, it can be decoded correctlyugtif
the channel capacity between B§ and v, is greater than or equal to. Requesters are
mostly concerned with whether their desired files can be emsfally received. Therefore,
in this paper, we consider the successful transmissionapibty of a file requested by

as the network performance metric. By total probabilityotfeen, the successful transmission

probability under the proposed scheme is given by:

o1, F5, p) = au(F1, F3) + @2(F3, ), (7)

where F? is given by [), andy, (F¢, F5) andg. (F5, p) are given by[(B) and{9), respectively.
Note that in [[B) and[(9), each term multiplied by represents the successful transmission
probability of file n.

Later, we shall see that under the proposed caching andaawstitig design for content-
oriented services in the cache-enabled HetNet, the sdat&ssismission probability is suffi-
ciently different from the traditional rate coverage prbitity studied for connection-oriented
services [23]. In particular, the successful transmisgimbability considered in this paper
not only depends on the physical layer parameters, sucleandbro and pico BS densitias
and )\,, user density\,,, path loss exponents; and ., bandwidthi¥/, backhaul capacity<?
and transmit signal-to-noise ratios (SN%C) and %, but also relies on the content-related
parameters, such as the popularity distributiorthe cache size&’f and K§, and the design
parameters 7, F5, p(F5)). While, the traditional rate coverage probability only degds on
the physical layer parameters. In addition, the successimémission probability depends on

the physical layer parameters in a different way from thditi@nal rate coverage probability.
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For example, the content-centric association leads tereifit distributions of the locations
of serving and interfering BSs; the multicasting transmissesults in different file load
distributions at each BS [23]; and the cache-enabled actbite makes content availability

related to BS densities.

V. PERFORMANCEANALYSIS

In this section, we study the successful transmission fibtya g (F7, Fs,p) under the
proposed caching and multicasting design for given desagameters 7¢, 5, p(F5)). First,
we analyze the successful transmission probability in theegal region. Then, we analyze

the asymptotic transmission probability in the high SNR asdr density region.

A. Performance Analysis in General Region

In this part, we would like to analyze the successful traission probability in the general
region, using tools from stochastic geometry. In genetel|dadskT , , F?W ?‘LM, K? o
K3, o and SINRSINR,, o are correlated in a complex manner, as BSs with larger csuti
regions have higher file load and lower SINR (due to larger tsdBS distance) [24]. For
the tractability of the analysis, as in [23] and [24], the eleglence is ignored. Therefore, to
obtain the successful transmission probability[ih (7), welgze the distributions ok7, ,
Fg’,mo, K0 KV, 0, K5, and the distribution o8INR,, , separately.

First, we calculate the p.m.f.s aff, , and Fll),n,o for n € Fy as well as the p.m.f.s of
Ky, andK? for n € FP. In calculating these p.m.f.s, we need the probability dens
function (p.d.f.) of the size of the Voronoi cell df w.r.t. file m € F¢uU FP\ {n}. Note
that this p.d.f. is equivalent to the p.d.f. of the size of Yfwgonoi cell to which a randomly
chosen user belongs. Based on a tractable approximateddfotinis p.d.f. in [25], which is
widely used in existing literature [23], [24], we obtain tpen.f.s of KT, , Fﬁ,n,o’ K0
and K7, ;.

b

Lemma 1 (p.m.f.s K¢, o K, K1, and K7, ): The p.m.f.sofis, and?li,w for

April 11, 2016 DRAFT



10

n € F¢ and the p.m.f.s oK}, , andK? , ; for n € 7} are given by

Pr[K{,o=k]|=g(Ff_,,k*=1), k=1, Kj, (10)
Pr (K10 = k| = g(FL ), K =0, F}, (11)
Pr (K, =k =g(F{ k%), k=0, K, (12)
Pr[K},,=k]=9g(F _, "—1), k=1 F, (13)

_45 —45
whereg(F, k) £ xerscrisin [nex (1 () ) Moera (L 52)
Fi o, 2 Fp\{n} andF}_, £ FI\ {n}.
Proof. Please refer to Appendix A. [ ]

Next, we obtain the p.m.f. of<;, , for n € Fj. In calculating the p.m.f. of<3, ,
we need the p.d.f. of the size of the Voronoi cell @fw.r.t. file m € N;\ {n} when ¢,
contains combinatiori € Z,,. However, this p.d.f. is very complex and is still unknown.
For the tractability of the analysis, as in [21], we approaimthis p.d.f. based on a tractable
approximated form of the p.d.f. of the size of the Voronol tewhich a randomly chosen user
belongs [25], which is widely used in existing literatur&]2[24]. Under this approximation,
we obtain the p.m.f. o<y, .

Lemma 2 (p.m.f. ok3,, ;): The p.m.f. of K5, , for n € F3 is given by

Pr[K5, o =k

_ i 1—(1 ande ) 1 anhe )7

€T " XE{SCN;i,_p:|S|=ke—1} meX meN;, —n\X

kC=1,--- K35, (14)

whereN; ., & N; \ {n}.
Proof: Please refer to Appendix B. [ |
The distributions of the locations of desired transmitemd interferers are more involved
than those in the traditional connection-based HetNetssTihis more challenging to analyze
the p.d.f. ofSINR,, o. Whenu, is a macro-user, as in the traditional connection-baselétst
there are two types of interferers, namely, i) all the othexcro-BSs besides its serving
macro-BS, and ii) all the pico-BSs. When is a pico-user, different from the traditional
connection-based HetNets, there are three types of inkesienamely, i) all the other pico-

BSs storing the combinations containing the desired fileobesides its serving pico-BS,
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i) all the pico-BSs without the desired file afy, and iii) all the macro-BSs. By carefully
handling these distributions, we can derive the p.d.BIfR,, o, for n € FfUF? andn € F5,
respectively.

Then, based on Lemnid 1 and Lemida 2 as well as the p.dSIMR,, o, we can derive
the successful transmission probability. 7y, 75, p).

Theorem 1 (Performance)The successful transmission probability 7, 5, p) of wg is
given by

c Fb

q(F1, T, Z n Z Z PrKY, 0 = k] Pr[Kl n,0 = b]f1,kc+min{K{>,kb}

neFy ke=1 kb=

Ki Ff’

. . min{ K?, k}
T Z tn Z Z Pr[Kl,n,O =k ]PY[Kf,n,o = kb]k—blf1,kc+min{f<f,kb}
nerb  ke=0kb=1

+ Z (€75 Z Pr[K2,n,0 = kc]fQ,kC (Tn)7 (15)

neFs  ke=1
where the p.m.f.s ofx{, , ?I;,mo, Ky, K!,o and K5, are given by Lemmal1l and
Lemmal2, flk and f5, k( ») are given by [(16) and|:(17) and, is given by [(4). Here,
B (z,y,2) 2 [lu*" (1 —u)’ "du and B(z,y) £ [ u*"' (1 — )’ du denote the com-
plementary mcomplete Beta function and the Beta functleepectlvely.
Proof. Please refer to Appendix C. [ |

From Theoreni]1, we can see that in the general region, thagalhyayer parameters;,
g, W, A, Ao, A, Fl ot and the design parametdts;, Fs, p) jointly affect the successful
transmission probability (F7, 5, p). The impacts of the physical layer parameters and the

design parameters an(Ff, Fs,p) are coupled in a complex manner.

B. Performance Analysis in Asymptotic Region

In this part, to obtain design insights, we focus on analyzime asymptotic successful
transmission probability in the high SNR and user densigyore Note that in the remaining
of the paper, when considering the high SNR region, we asstime 5P and P, = P for
somep > 1 and P > 0, and IetﬁO — o0. On the other hand, in the high user density
region where), — oo, discrete random varlables’an,ano — K, ?Ii,n,OaKfn,O —

F} and K5, , — K% in distribution. Defineq, . (F7,F5) = lim ¢ o0 A umroo 1 (Fe, FS),
Qo0 (F5,T) Zlimp oy oo 6 (F5,P), @Ngws (7, F5, T) = hmP 075, p).

—)oo)\ —)ooq(
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1
2 . a2 2 .
X exp (— ™ d? (QkW — 1) 'B (—, 1-— —,2_15&/)) exp (—7r)\1d2) dd. (16)

1
o 7 N, 2 A1 202 [P or E 2 2
fo.r(2) é27r)\2x/ dexp ( (2)”W - 1) d”—o) exp T gt (—1 (QkW - 1)) 'B <—, 1- —)
0 P o1 Py a o

2
> C2mAg 2 (1 . o2 2 2
Fioo ézml/ dexp (—mAid?) ex 2w (S (2% _1) B(=1-=
0 a2 B a2 Q2

2 A all T
x exp( T 1d2 B ( )> dd. (18)
aq
00 2\ . Z 2 2
Fak o) 22mhg / dexp (—mhowd?) p( TG (5(2% 1)) B (_ 1_)>
0 [05) (6]
27\ % a 2 2
Xexp( 22y (zB ( —,2’5v>+(1z)B(—,1—>)>dd.
Qo (0%) Qo Qo
(19)

Note that when\, — oo, ¢, and ¢ become functions ofl' instead ofp. From Theoreni]1,
we have the following lemma.

Lemma 3 (Asymptotic PerformanceWhen— — oo and\, — oo, we havey,, (Ff, Fs,T)

C min{K? F?
= (1,00 ( 1,]:2)+q2,oo ( 2, ) Where€h o0 ( 17]:2) = f1,Kf+min{K§’,Ff},oo < Znef{’ %an

Do ners an) andgz,co (75, T) = >, c 7 @nfai5,00(Th). HETe, fi k00 @nd f2,00(T) are given
by (I18) and[(IP), and;, is given by [(4).
Proof: Please refer to Appendix D. [ |
Note that f; ke min{it rt100 f€Presents the successful transmission probability fer fil
n € F¢U F?P (given that this file is transmitted), anfd xz.(T) represents the successful
transmission probability for filew € F3, in the asymptotic region. For givefi¢, 75, T),
we interpret Lemmal3 below. Whel’ < K?, the successful transmission probability of file
n, € F¢ is the same as that of file, € 7. In other words, when backhaul capacity is

sufficient, storing a file at a macro-BS or retrieving the fila the backhaul link makes no
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difference in successful transmission probability. WH&n> K?, the successful transmission
probability of filen, € F¢ is greater than that of file, € F7. In other words, when backhaul
capacity is limited, storing a file at a macro-BS is bettentretrieving the file via the backhaul
link. Note thatfs . ~.(x) is an increasing function (Please refer to Appendix E forgraof).
Thus, for anyn;,n, € F§ satisfyingT,,, > T,,, the successful transmission probability of
file ny € Fs is greater than that of file, € F5. That is, a file of higher probability being
cached at a pico-BS has higher successful transmissiomlpitity. Later, in Sectiof VII, we
shall see that the structure @f, (F7, Fs, T) facilitates the optimization of (F7, Fs, p).

Next, we further study the symmetric case whake= o, = « in the high SNR and user
density region. From Lemnid 3, we have the following lemma.

Lemma 4 (Asymptotic Performance When= «a,): Wheno; = ay = a, +- — oo and

' Np

Ay — 00, We haveq,, (Ff,F5, T) = q1.00 (FLFS) + @200 (F5, T), Whereq o (F, F5) =
1 min{Kf,Flb} C — anTh

- (Zne}'f an + ——Fp D onery n) AN gao0 (F3,T) = 3, 2 Oong Hor g T

Here, T, is given by [(4), andu, 6, and 6, are given by

2/ e N2 (2 2 N D (1 ke c /2 2
wk:—(z%—1> B(Z1-20w )22 —(2%—1) B(Z1-2)+1,
« « Q@ al; \ « Q@

(20)
2 - 2 2 2 ks 2 or : 2 2
- (2% . 1) B (—, 1— —,2%) _Z (2% - 1) B (—, 1- —) +1, (1)
« « (@ « « (@
2 (ks z (2 2 2 . = (2 2
- (2% —1> B(—,l——) Mialt (ﬁ (2% —1)) B(—,l——). (22)
T« « « g « «
Proof: Please refer to Appendix D. [ |

From Lemmd¥#, we can see that in the high SNR and user dengipntevhena; = oy =
«, the impact of the physical layer parameterss andWW, captured byw, 6, x andé, x, and
the impact of the design parametdts?, 75, p) on the successful transmission probability
J-o (Ft, F5, T) can be easily separated. Later, in Secfion VII, we shall lsaethis separation
greatly facilitates the optimization af(Fy, Fs, p).

Fig. [2 plots the successful transmission probability verfe transmit SNRN% and the
user density),. Fig.[2 verifies Theorerl1 and Lemrhh 3 (Lemida 4), and demdastthe
accuracy of the approximations adopted. ig. 2 also indic#tatg,, (F¢, Fs, T) provides
a simple and good approximation for 77, 5, T) in the high transmit SNR region (e.g.,
N% > 100 dB) and the high user density region (e.§,,> 3 x 107°).

April 11, 2016 DRAFT



14

O Monte Carlo
X Analytical
= +  Asympt.

+
® +

Successful Transmission Probability
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Transmission SNR P/NO(dB) User Density )\u

Fig. 2. Successful transmission probability versus transmit S;%Rand user densitp,,. N = 10, K¢ = 3,
Ks =2, Kb =1, F¢ = {1,2,3}, F? = {7,8,9,10}, F§ = {4,5,6}, p = (0.7,0.2,0.1), N7 = {4,5},
Ny = {4,6}, N3 = {5,6}, \1 = 5 x 1077, Ay = 3 x107% P, = 10"°P, P, = P, a1 = ay = 4,
W =20x10°% 7 =2x10% anda, = # with v = 1. In this paper, to simulate the large-scale HetNet,
we use a 2-dimensional square of atéa002, which is sufficiently large in our case. Note that if the siation
window size is not large enough, the observed interfererm@ldvbe smaller than the true interference due to
the edge effect, resulting in larger successful transpnisgiobability than the true value. In addition, the Monte

Carlo results are obtained by averaging o@t random realizations.

VI. OPTIMIZATION PROBLEM FORMULATION

In this section, we formulate the optimal caching and matticng design problem to
maximize the successful transmission probabilityF;, 75, p), which is a mixed discrete-
continuous optimization problem. To facilitate the saduatiof this challenging optimization
problem in the next section, we also formulate the asymgtyi optimal caching and
multicasting design problem to maximize the asymptoticceasful transmission probability

0o (F{, Fs,'T) in the high SNR and user density region.

A. Optimization Problem

The caching and multicasting design fundamentally affeélts successful transmission
probability via the design paramete($7, Fs, p). We would like to maximize; (F7, Fs, p)

by carefully optimizing(F{, Fs, p).
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Problem 1 (Performance Optimization):

A
* = max Fi, Fy,
q A ‘J< 1,772 P)
st. @), @), @)

whereq (Ff, Fs,p) is given by [15b).

Note that Probleml1 is a mixed discrete-continuous optitiimgproblem with two main
challenges. One is the choice of the sets of fif§sand F; (discrete variables) stored in the
two tiers, and the other is the choice of the caching distidoup (F5) (continuous variables)
of random caching for the 2nd tier. We thus propose an envallternative formulation of
Probleml which naturally subdivides Probléin 1 accordinthese two aspects.

Problem 2 (Equivalent Optimization):

q = mnax @ (F1, F3) + a3 (F3) (23)
s.t. ().
43 (F5) = max g, (F3,p) (24)
st. (@), 1.

For given 75, the optimization problem in(24) is in general a non-conegtimization
problem with a large number of optimization variables (ile= (%) optimization variables),
and it is difficult to obtain the global optimal solution andlaulate ¢ (F5). Even given
q; (F5), the optimization problem i (23) is a discrete optimizatgroblem over a very large

constraint set, and is NP-complete in general. Therefa)l®m(2 is still very challenging.

B. Asymptotic Optimization Problem

To facilitate the solution of the challenging mixed diserebntinuous optimization prob-
lem, we also formulate the optimization of the asymptoticcassful transmission probability
0o (Ff, F5, T) given in LemmdB, i.e., which has a much simpler form thddF;, 75, p)
given in Theorentll. Equivalently, we can consider the asptigptersion of Probleni]2 in
the high SNR and user density region.

Problem 3 (Asymptotic Optimization):

Qoo = MAX  q10o(FY, F5) + 65 00 (F5) (25)
172
s.t. ().
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The optimal solution to the optimization i (25) is writtes @F*, 75*) and ¢; . (F5) is
given by

q;oo(frﬁ)émgx P00 (F5. D) (26)

st. @), 3), @),

where the optimal solution to the optimization [n(26) is tem asp*(Fs). The optimal
solution to Probleni]3 is given byFi*, F5* p*(Fs*)), which is the asymptotic optimal
solution to Problenl]2 (Problefd 1).

Based on Lemma 2 in [21], we know that the optimization[in] (B6kquivalent to the

following optimization for givenfy

@ o0(F3) = MAX g0 (3, T) (27)
st.  0<T,<1, neFs, (28)
> T, =K, (29)

neFs

where the optimal solution is written 85 (F5). In addition, anyp*(F5) in convex polyhedron
P*(F5) = {p*(F5) : @), @), B0)} is an optimal solution to the optimization in{26), where
(30) is given by:

> Di(F5) =T;(F5), ne Fs. (30)

Z'GIn
The vertices of the convex polyhedr@t(Fs5) can be obtained based on the simplex method,

and anyp*(Fs) € P*(Fs) can be constructed from all the vertices using convex coatiain.
Thus, when optimizing the asymptotic performance for givEn we can focus on the

optimization in [27) instead of the optimization in_{26).

VII. NEAR OPTIMAL SOLUTION

In this section, we propose a two-step optimization franr&wo obtain a near optimal
solution with manageable complexity and superior perfarcean the general region. We first
characterize the structural properties of the asymptbtioptimal solutions. Then, based on

these properties, we obtain a near optimal solution in threige region.

A. Asymptotically Optimal Solution

In this part, we study the continuous part and the discrateop#he asymptotic optimization

in Problem[B, respectively, to obtain design insights ifite $olution in the general region.
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o 2T A o7 oy (2 2 or 2 2
Fak.00() émzx/ dexp (ﬂcﬂ (2% - 1) <xB <—, 1- —,2"”W> +(1-2)B <—, 1- _>)>
o 0 (%) o o a9 a9
97N 202 (Pl [ i (2 2
x exp (—mAgzd?) exp (— W)\ldz“lz (—1 (QkW - 1)) B (—7 1- —)>
ap P (e%] (o1
2T\ o7 = 2 2 o7 2 2
x (7T>\2d2 - T2 (2 1) <B <—,1 —,2’”w> B (—,1 —))> dd
(o) e%) o%) Q2 Q2

f2,k,oo($) )

xT

+

1) Continuous OptimizationAs the structure of. -, (s, T) is very complex, it is difficult
to obtain the closed-form optimal solutiéh*(Fs) to the optimization in[(27). By exploring
the structural properties af - (5, T), we know that files of higher popularity get more
storage resources.

Lemma 5 (Structural Property of Optimization (B7)): Given anyFs C N satisfyingry >
K5 andny,ny € F3, if ny <ny, thenT}; (F5) > Ty (Fs).

Proof. Please refer to Appendix E. [ ]
Now, we focus on obtaining a numerical solution to the optation in [2T). For given
Fs C N satisfying Fy > K, the optimization in[(27) is a continuous optimization of a
differentiable functiong ., (F5,T) over a convex set. In general, it is difficult to show the
convexity of fa . ~(x) in (I9). A stationary point to the optimization in_{27) can dletained
using standard gradient projection methods [26, pp. 228teHwe consider the diminishing

stepsize [26, pp. 227] satisfying
e(t) — 0 ast — oo, ie(t) = 00, ie(t)Q < 00, (31)
t=1

t=1

and propose Algorithni]1. In Step 2 of Algorithin f%ﬁt)m)) = anfypoo(T), Where
far.00(x) is given by [32). Step 3 is the projection Bf (¢ + 1) onto the set of the variables
satisfying the constraints if (28) aid{29). It is shown i6,[@p. 229] thafl'(¢) in Algorithm[1
converges to a stationary point of the optimization[inl (2§} a+ oc.

On the other hand, as illustrated in the discussion of Leing 3..(z) is actually a
cumulative density function (c.d.f.), and is concave in tafsthe cases we are interested
in. If f5r(x) in (A7) is concave w.r.tz, the differentiable function .. (Fs, T) is concave

w.r.t. T, and hence, the optimization in_{27) is a convex problemnTA&¥¢) in Algorithm [
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Algorithm 1 Asymptotically Optimal Solution
1: Initialize t = 1 and T}, (1) = £- for all n € F5%.

c
2

2: For alln € F§, computeT,(t + 1) according toT,,(t + 1) = T,(t) + e(t)%f}f(t”, where {e(t)}
satisfies[(311).

3: For all n € F§, computeT;,(t + 1) according toT},(t + 1) = min { [T,(t+1) —v*]", 1}, where v*
satisfiesy”, c » min { [Tt +1) —v*]", 1} = K§.

4: Sett =t+ 1 and go to Step 2.

converges to the optimal solutidR*(Fs) to the optimization in[(27) a$ — oo. In other
words, under a mild condition (i.ef; () iS convex), we can obtain the optimal solution
T*(F%) to the optimization in[(27) using Algorithi 1.

Next, we consider the symmetric case, i@.—= a; = «, in the high SNR and user density
region. In this case, we can easily verify that, (75, T) = Znefg % (given in
Lemmal4) is convex and Slater's condition is satisfied, inmgythat strong duality holds.
Using KKT conditions, we can obtain the closed-form solatio the optimization in[(27) in
this case.

Lemma 6 (Asymptotically Optimal Solution when= «s): For givenFs, whena; = as =

a, io — oo and )\, — oo, the optimal solution to the optimization ih_(27) is given by

1 Janbors  Ooge]
T (F5) :min{[ \ 2k MZ’] ,1}, ne F, (33)
01,x5 v* 01,x5

where[z]™ £ max{z, 0} andv* satisfies

1 g Oy e |
Qp, c c
3" min 2R 2R b = K (34)
v* 01’[(26

91,1{;
Here, 6, , andd, . are given by[(2l1) and (22), respectively.
Proof: Please refer to Appendix F. [ |

As the water-level in the traditional water-filling powerntml, the rootv* to the equation
in 34) can be easily solved. Thus, by Lemfia 6, we can effigiem@mputeT*(F5) when
o] = 9.

Lemma[® can be interpreted as follows. As illustrated in Bigl* (Fs) given by Lemmab
has a reverse water-filling structure. The file popularitstritoution {a,, : n € F5} and the
physical layer parameters (capturedljne: and?, k) jointly affect v*. Givenv*, the physical

layer parameters (captureddn; andf, ) affect the caching probabilities of all the files in
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|,
T
[}

Fig. 3. lllustration of the optimality structure in Lemnia 6. In ttéxample, F{ U F? = {3,4--- ,n — 1}, and
F¢={1,2,n,n+1,---,N} for somen € N.

the same way, while the popularity of fitec Fs (i.e., a,) only affects the caching probability
of file n (i.e., 7). From Lemmd, we know that for any;, n, € F5 such thatn; < na,

we havel,; > T

na?

asa,, > an,. In other words, files inFy of higher popularity get more
storage resources in the 2nd tier. In addition, there mast exe F5 such thatZ;: > 0 for
all n € 7§ andn < n, andT = 0 for all n € F§ andn > n. In other words, some files in
F5 of lower popularity may not be stored in the 2nd tier. For ayapty distribution with
a heavy tail, more different files if¥s can be stored in the 2nd tier.

2) Discrete Optimization:Given ¢; . (F5) = ¢2,00(F5, T*(F3)), the optimization in[(25)
is a discrete optimization. It can be shown that the numberostible choices fofFy, F5)
satisfying [1) is given byzg;% (g) (N;(?) — O(NN). Thus, a brute-force solution to
the discrete optimization if_(25) is not acceptable. Now,explore the structural properties
of the discrete optimization i_(25) to facilitate the desigf low-complexity asymptotically
optimal solutions.

Theorem 2 (Structural Properties of Optimization(#8)): There exists an optimal solu-
tion (F{*, F5*) to the optimization in[(2Z5) satisfying the following condits: (i) Fs* €
{Fg3,, sy +1,--+ N — K¢}, where i, £ max{K§, N — K{ — K?}; and (i) there exists
n$ € {1,2,---, F§* + 1}, such thatF&* = {n$,n$ +1,--- ,nf+ K¢ — 1} and F5* = N\
(Fer U FY), where FY* = {n§ + K{,n$ + K{+ 1, ,n§ + K{ + N — (K{ + F5*) — 1}.

Proof: Please refer to Appendix G. [ |

Theorem[ 2 can be interpreted as follows. Property (ii) iathis that there is an optimal

solution (F¢*, F5*) to the optimization in[(25) satisfying that the files J#f*, 7* and F¢* U

FP* are consecutive, and the files jAc* are more popular than those iA*. This can

April 11, 2016 DRAFT



20

B T B [T
HMME @ mmm filein filefrom filein 1 2 3 4 5 6 7 8Filen

macro-BS macro-BS pico-BS‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘
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Fig. 4. lllustration of the structural properties in Theor€in 2 arema¥.K{ = 3, K? =2 and K§ = 2.

be easily understood from Fifll 4. It can be shown that the murb possible choices for
(Fe, Fs) satisfying the properties in Theoreh 2 is given E/g;%b foj 1 = O(N?),
which is much smaller than the number of possible choicasptssfying (1), i.e.O(NY). By
restricting to the choices fdiFy, F5) satisfying the properties in Theordrh 2, we can greatly
reduce the complexity for solving the optimization [n](25theut losing any optimality.

In some special cases, we can obtain extra properties dthrrthose in Theoref 2.

Lemma 7 (Structural Properties of Optimization(@B) in Special Cases)(i) If J1 ket 00
> foks.00(1), thenng in Theoren 2 satisfies{ = 1; (ii) If JiKe 00 < fo,K5,00 (NI_(—;() then
n§ in Theoren{ P satisfies] > 2.

Proof. Please refer to Appendix H. [ ]

LemmalT can be interpreted as follows. Property (i) implied the most popular files are
served by the 1st tier (cf. Case 1 in Hig. 4) ket it 0 > f2,x¢,00(1). This condition holds
when % and i—; are above some thresholds, respectively. In this case,oniE8s intend to
multicast the most popular files, as they can offer relagivegher receive power, and hence
higher successful transmission probability for the mogpysar files. Note that when the
condition in (i) holds, by Theoreml 2 and Lemiia 7, we can diyedetermine(F{*, Fs*).
Property (ii) implies that the most popular file, i.e., filednot served by the 1st tier (cf. Cases
2-4in Fig.[3), if f1 k¢.00 < fo, k500 (N[f—§(1> This condition holds whe% andi—; are below
some thresholds, respectively. In this case, pico-BSsidhte multicast the most popular file,
as they can offer relatively higher receive power, and hdngber successful transmission
probability for the most popular file. When the condition i) fiolds, we can use Lemniad 7
together with Theorer] 2 to reduce the set of possible chéaresFy, Fs), to further reduce
the complexity for solving the optimization if_(25) witholaising any optimality.
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2 g2 (F5,p", T7) (35)

B. Near Optimal Solution in General Region

First, we consider the near optimal solution for the corgumipart (for givenrs). As
illustrated in Sectior_VII-A, based off™*(F%) obtained using Algorithni]l or Lemmad 6
(whena; = ), we can determin@*(Fs). As illustrated in Sectioh VI-B, anp* € P*(Fs)
is an optimal solution to the optimization ih_{26). In otheonds, for givenFs, we have a
set of asymptotically optimal solutions in the high SNR amsérudensity region. Substituting
p* satisfying [(30) intog, (F5,p) in Theorem L, we have, (Fs5, p*, T*) given in [35). For
given Fs (and T*(F5)), we would like to obtain the best asymptotically optimalusion
which maximizes the successful transmission probahilityFs, p*, T*) in the general region
among all the asymptotically optimal solutions/i (F5).

Problem 4 (Optimization op* under GivenFs (and T*)):

a(F5) & max (7, p", T
s.t. (@), 3), Q).

The optimal solution is denoted a8 (F%).

Problem[4 is a linear programming problem. To reduce the ¢exitp for solving Prob-
lem[4, we first derive some caching probabilities which amm zEased on the relationship
betweenp and T. In particular, for alli € Z, andn € {n € F5 : T = 0}, we have
pl(Fe) =0; forall i ¢ I, andn € {n € F§: T* = 1}, we havep!(Fc) = 0. Thus, we have

p(F) =0, ieT, (36)

whereZ’ £ U,enersri—0ZnU(Z \ Unefnersm:=13Z,). Then, we can compute the remaining
caching probabilities for the combinationsZn Z’ using the simplex method (refer to Step 6
of Algorithm[2 for details). Therefore, using the above agmh, for givenFs, we can obtain
the best asymptotically optimal solutigsi(F%) in P*(F%) to the optimization in[(24).
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Next, we consider the near optimal solution for the discpete. Specifically, after obtaining
qg(]-"g) using the above approach for the continuous part, we condiigeoptimization of
@ (F¢, FS) + gh(F5) over the set of(F¢, Fs) satisfying Theoreni]2 (and Lemnid 7). Let
(F¢', 75" and ¢t denote the optimal solution and the optimal value.

Finally, combining the above discrete part and continuoad, pve can obtain the near
optimal solution( F{', 75", pf(F51)) to Problentll (Problefl 2), as summarized in Algorifim 2.
We can show that in the general region, under a mild condii@n, fsx () is convex),
the near optimal solutio 7", 5", pf(F5)) obtained by Algorithni2 achieves the successful
transmission probability’ = ¢(FT, F5t, pf(F<1)) greater than or equal to that of any optimal
solution to Probleni]3, i.e., any asymptotically optimalui;'min to Problenil (Proble 2).

Lemma 8:We havey(F', F5', pf(Fs1)) > q(Fe, Fs, p*(F5)), for all p*(F5*) € P*(F5),

where (F¢*, Fs*, p*(F5*)) is an optimal solution to Probleﬁ:l 3.

Algorithm 2 Near Optimal Solution
1: Initialize ¢" = 0.
2: for F§ = max{KS$,N — K{ — K} : N — K¢ do
33 formnf=1:F5+1do

4 ChooseF§ and F§ according to Theoreml 2 (and Lemifna 7).

5: Obtain the optimal solutio* (F$) to the optimization in[(27) using Algorithfd 1 or Lemrah 6 (when
Q) = ao).

6: DetermineZ’ and choose/ (F5) = 0 for all i € 7' according to[(36). Then, obtaifp! : i € 7\ 7'}
and qg (FS) by solving Probleni}4 (under the constraint [[n](36)) using stmeplex method.

7 Computeq: (7, F5) + a3 (F5) 2 qoo- If gl < goo, setql, = go and (771, 7T pl(F5T)) =
(Ff, F5,p'(F5)).

8: end for

9: end for

VIIl. N UMERICAL RESULTS

In this section, we compare the proposed near optimal degiggm by Algorithm[2 with
three schemes. Baseline 1 (most popular) refers to therdesighich each macro-BS selects
the mostK¢ + K? popular files to store and fetch, and each pico-BS selectsnibet K5
popular files to store [9]-[11]. Baseline 2 (i.i.d. file pogrty) refers to the design in which

each macro-BS selects?¢ + K? files to store and fetch, and each pico-BS seldcssfiles
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Fig. 5. Successful transmission probability versus cache &ifeand K§, Zipf exponenty and user density
Aue Kf = K§ 410, K} =15, Ay =5 x 1077, Ay = 3 x 107%, £+ = 16dB, ay = ap = 4, W = 20 x 10°,
7=2x10* and N = 100.

to store, in an i.i.d. manner with file being selected with probability,, [19]. Note that
under this scheme, each (macro or pico) BS may cache muttijpes of one file, leading to
storage waste, and each macro-BS may fetch multiple copieseofile, leading to backhaul
waste. Baseline 3 (uniform comb. dist.) refers to the desigwhich each macro-BS randomly
selects a combination df ¢+ K? different files to store and fetch, and each pico-BS randomly
selects a combination df’§ different files to store, according to the uniform distribat[13],
[14]. Under the three baseline schemes, each user requégtin is associated with the BS
which stores filen and offers the maximum long-term average receive powerigituger. In

addition, the three baseline schemes also adopt the sanieamstihg scheme as in our design.
n="Y

In the simulation, we assume the popularity follows Zipftdsition, i.e.,a, = S
ne

where~ is the Zipf exponent.
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Fig.[3 illustrates the successful transmission probgbilérsus different parameters. From
Fig.[d, we can observe that the proposed design outperfditrttseathree baseline schemes.
In addition, the proposed design, Baseline 2 and Baselinav@ much better performance
than Baseline 1, as they provide file diversity to improve tiedwork performance, when
the storage and backhaul resources are limited and the -eactided HetNet with backhaul
constraints may not be able to satisfy all file requests.

Specifically, Fig[h (a) illustrates the successful trarssioin probability versus the cache
sizes K{ and K§. We can see that the performance of all the schemes increages«({
and K§. This is because a&{ and K¥ increase, each BS can store more files, and the
probability that a randomly requested file is cached at ahye&S increases. Fid.] 5 (b)
illustrates the successful transmission probability wethie Zipf exponent. We can observe
that the performance of the proposed design, Baseline 1 as#liBe 2 increases with
the Zipf exponenty faster than Baseline 3. This is because wheimcreases, the tail of
popularity distribution becomes small, and hence, theagemetwork file load decreases.
The performance increase of Baseline 3 wijtlbnly comes from the decrease of the average
network file load. While, under the proposed design, Baseliand Baseline 2, the probability
that a randomly requested file is cached at a nearby BS iregeathy. Thus, the performance
increases of the proposed design, Baseline 1 and Baseliridn 2/\&re due to the decrease of
the average network file load and the increase of the chanaeeuested file being cached
at a nearby BS. Fid.l5 (c) illustrates the successful trassiom probability versus the user
density \,. We can see that the performance of all the schemes decreébes,. This is
because the probability of a cached file being requested Bast one user increases, as

increases.

IX. CONCLUSION

In this paper, we considered the analysis and optimizatforaching and multicasting in
a large-scale cache-enabled HetNet with backhaul constralve proposed a hybrid caching
design and a corresponding multicasting design to providé Bpatial file diversity and
ensure efficient content dissemination. Utilizing toolsnir stochastic geometry, we analyzed
the successful transmission probability in the generabregnd the asymptotic region. Then,
we formulated a mixed discrete-continuous optimizatioobpgm to maximize the successful

transmission probability by optimizing the design parasmet By exploring the structural
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properties, we obtained a near optimal solution with supgserformance and manageable
complexity, based on a two-step optimization frameworke @halysis and optimization results

offered valuable design insights for practical cache-wthbletNets.

APPENDIX A: PROOF OFLEMMA [

When typical user, requests filen € F¢ U F?, let random variabléd’, ,, € {0,1} denote
whether filem € F¢U FP\ {n} is requested by the users associated with serving macro-BS
ty. Specifically, wheru, requests filen € Ff, we haveKy, , = 1 + Emeff\{n} Y., and
?I;,mo = Y nert Yo Whenu, requests filen € 77, we haveK, , = > mere Ymn @nd

Pr[K{, = k] = > [Ta-PYon=0) J[ PrlVmn=0, &k =1---K7,
Xeg(Fy _,,,ke—1) meX meFy _ \X

Pr [Fl{w - k:b} = Y JIa-PYun=0) [] PrlYumw=0, K =0---F,
X€g(F},kb) mEX meFNX

Pr {Fimo - k:} = Y JJa-PiYan=0) J] Prl¥Ymn.=0, k°=0---KF,
Xeg(Fg,ke) mex meF\X

Pr (K}, =Fk]= > [[a-PrYm=0) [] PrlVmn=0, kK =1---F
Xeg(Fp _,, kb—1) meXx meF? _ \X

To prove [10),[(111),[(T2) and(1L3), it remains to calculBtéy,,,, = 0]. The p.m.f. ofY, ,,
depends on the p.d.f. of the size of the Voronoi cell of m&®x,, i.e., the p.d.f. of the size
of the Voronoi cell to which a randomly chosen user belondd.[Zhus, we can calculate
the p.m.f. ofY,,,, using Lemma 3 of [25] as follows

—4.5
Pr[Y,,, =0] = (1 + 3.5—1“3&) . meFLUF\ {n}. (37)
1

Therefore, we complete the proof.

APPENDIX B: PROOF OFLEMMA

When typical usern, requests filen € F3, let random variable’,, ,,; € {0,1} denote
whether filem € N;\ {n} is requested by the users associated with serving picé;B&en
pico-BS ¢, contains combination € Z,,. Whenu, requests filex € F5 and serving pico-BS
{ contains combination € 7,,, we haveKs, =1+ >, .\,  Yuns Thus, we have

Pr[K$ , o = k°|pico-BS{, contains combination € Z, |

= > [Ta-PrYoni=0) [] PrlVm:=0, k°=1,--- K. (38)

XEgNi, —n,kc—1) meX meN;, —n\X
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The probability that pico-B3, contains combination € Z, is %L Thus, by the law of total
probability, we have

Pr (K5, ,=k] = % Pr K3, o = k°|pico-BS{, contains combination€ Z,,|, k°=1,--- K5.

i€z, "

Thus, to prove[(14), it remains to calculdte[Y,, .. = 0]. The p.m.f. ofY,,,,, depends on
the p.d.f. of the size of the Voronoi cell of pico-Bg w.r.t. file m € N, _,, when pico-BS
¢y contains combination € Z,,, which is unknown. We approximate this p.d.f. based on the
known result of the p.d.f. of the size of the Voronoi cell toigtha randomly chosen user
belongs [25]. Under this approximation, we can calculate gim.f. ofY;, ,,; using Lemma
3 of [25] as follows

A Ay

T2

—4.5
Hﬂ%me(1+&51 > . mEN, ., i€, (39)

APPENDIX C: PROOF OFTHEOREM[I]

Based on[{7), to prove Theordm 1, we calculaters, F5) and ¢, (F5, p), respectively.

Calculation ofg, (F¢, F5)

When v, IS a macro-user, as in the traditional connection-basedNétst there are two
types of interferers, namely, i) all the other macro-BSsdessits serving macro-BS, and ii)
all the pico-BSs. Thus, we rewrite the SINR expressior jna@Yollows:
Dyt |ha, zool D7500|h1 600|

SINR,, o = —
Zle‘bl\{lo} DlZO |h1[0| + Zle‘bQ DQZO |h220|2 Pz + NO Il +IQ P2 + NO

ne FLUF?,

(40)

wherel, £ dorean it} Prio lhe of*and, £ > rea, Dago [ho ol
Next, we calculate the conditional successful transmispimbability of filen € F¢ U F?

requested by, conditioned onD, 4, o = d when the file load is:, i.e.,
GhnsDs gy 0 (d) 2 Pr [% log, (1 + SINR,, o) > T’Dumo - d}

a kT o P
Wg o, [Pr {|hl_,40_,0|2 > (28 —1) D0 (11 thp —> ‘Dl o = d”

e )
e T ) T )

225 (s,d T 2 .
! )| ( 2 - )dal 7512(6,d)|5: 2%71)#"1

X exp (— (2’“—& - 1) dm&) , (41)

/Y

Py
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where (a) is obtained based o (40), (b) is obtained by noting that, | 2 exp(1), and
(c) is due to the independence of the Rayleigh fading chanaradl the independence of the
PPPs. To calculatg ., p, , , (d) according to[(41), we first calculaty, (s,d) and Ly, (s, d),
respectively. The expression gf, (s, d) is calculated as follows:

Eh(s,d)Elexp (5 3 D;ZBMLLOE)]E{ I1 exp(fspljmhl,e,of)

Le®i\{lo} Le®1\{lo}
e 1
@ exp <27r)\1/ <1 - 7> rdr)
d 1+ sr—>
(e) 2 2 (2 2 1
= ——MNsB |(—1—— ———— 42
eXp( o 1S (0417 a171+sd°‘1))7 ( )

where (d) is obtained by utilizing the probability generating fumctal of PPP [27, Page
235], and(e) is obtained by first replacing a7 with t, and then replacmgﬁ with w.
Similarly, the expression of (s, d) is calculated as follows:

P P
exp<_SZD2eo|h“0|2_2> B lHeXp( 2eo|h2“|2ﬁ)
LeDy

ledy

o 1
=exp —27r)\2/ 11— ——— | rdr
0 1+ £ BosTT A2
2
2 Py \ 2 2 2
=exp <_7r>\2 (—25> B <—, 1-— —>> . (43)
(6] Py (%] Q2

Substituting [(4R) and_(43) intg_(#1), we obtajp,, p, , , (d) as follows:
- 2w 2 % - o% ’ i - i 7% B kT a1 N()
GhonsDr 1y 0 (d) =X <a—1)\1d (2 1) B <a1 1= )) exp ( (2 ) a5 )

P/ ks =2 p
><exp<——A2daz <P1 (2 —1)) B(a—2,1—a—2)>. (44)

Now, we calculatey; (7, F5) by first removing the condition afy. p, , , (d) 0N D1 4,0 = d.
Note that we have the p.d.f. @b, 4,0 as fp,, ,(d) = 2r\dexp (—mA1d?). Thus, we have:

/0 GeonDr oy o () Fr 4, o (d)dd

o0 2 . = (2 2 . . N,
=2m1/ dexp (——”A1d2 (2% —1) "B (—,1——,2’%))@@ (— (Qk )dm 0)
0 Qg aq aq P

£[2 (S d

2 P /i (2 2
X exp <a—7;>\2d <Pj (2% - 1)) B (a—2 1 a—2)> exp (—mArd?) dd. (45)
Therefore, by[(B) and by letting = k¢ + k° in (45), we have
FE =Y a3 S Pl — KPR — 4] | i (@) 0, ()0
0

neFy ke=1kb=0

s . mln{K,kb}
+Zanz ZPI‘Kan*k PI‘[Kan—kb] ! / qknD1zoo()fD1100()d
neFr? ke=0kb=1
(46)
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Calculation ofg, (F%, p)

Whenu, is a pico-user, different from the traditional connectlmsed HetNets, there are
three types of interferers, namely, i) all the other picasB®ring the combinations containing
the desired file oty besides its serving pico-BS, ii) all the pico-BSs withouws tiesired file
of ug, and iii) all the macro-BSs. Thus, we rewrite the SINR exgpi@s in [6) as follows:

D552 [hago 0f
2teds \ (6o} P20 P2, o+ > tew, . Daid |ha.eol” + > ew, Dico e 0|2 Pl + N°

B D*200|h2400|
I I LD Do?
2 T2 n+ L + 5

SINR,, ¢ =

nenN, (47)

where @, ,, is the point process generated by pico-BSs containing fitebooation: € Z,,,
®, _, is the point process generated by pico-BSs containing fitebiwationi ¢ Z,,, I, =
2 tes o) D;Z%‘h27&0‘2’ L-n = D teds 2£o|h2€0‘ and 1 £ 3,4, D1 (6 [P eol”.
Due to the random caching policy and independent thinniflg Bage 230], we obtain that
®, ,, is a homogeneous PPP with density;,, and®, _,, is a homogeneous PPP with density
Ao (1 =T,).

Next, we calculate the conditional successful transmmsgimbability of file n € F§

requested by, conditioned onD, ¢, o = d when the file load is:, denoted as

|14
Qk,n,Ds 4.0 (p,d) = Pr {? log, (14 SINR,,) > T’Dumo = d} .
Similar to (41) and based oh (47), we have:
Q,n,Ds ey 0 (P5 )

kT - P
— EIZ,n7[2,7n7[1 |:PI‘ |:|h2_’4070|2 > (25‘/ — 1) DQ,ZO,O (Igyn + Igyfn + Ilﬁl 4+ —> ‘DQ 00,0 = d:|:|
2

—Ep, ., {exp (— (2% . 1) dazlg,n)] B, . {exp (— (2’% . 1) dazb,_nﬂ

L1, (s,d)| kr
’ s:(2W 71)#"2

. P . N
« Ey, [exp < (2% - 1) damé)] exp ( (2% - 1) dO‘ZF;)) . (48)

To calculategy ,,p, , , (P, d) according to[(48), we first calculaey, , (s, d), Ly, (s, d) and
L, (s,d) , respectively. Similar to (42) and_(43), we have:

27 2 (2 2 1
— s mB (1o 2 - 4
L1, (s,d) exp( o nAgs a2 (az, e 1+sda2))’ (49)
2 2 2
Lot = (2= T (2= 2) (50)
’ Qa9 Qa9 (6%
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Lr,(s,d) = exp <—>\1 (ﬁs> B <3, 1- 3)) . (51)
Py (e%1 aq

kT = ’ 2 2 kT kT N
2 =T a2 — 35 k772 s V0
Thn,Ds g0 (P d) = exp (——T Azd ( W= 1) B (a_2’1 - a_2’2 W)) exp (— (2W - 1) d ?2)
o2 - 2 2
- \od? -1 B{—,1——
XeXp( a9 ( ) 2 (W ) (01,27 042))
2
203 (P - o1 2 2
X exp (—A d= < ! (2%1)) B<—,1—)>. (52)
P aq aq

Now, we calculatey, (F3, p) by first removing the condition afy. ,,,p, , , (P,d) 0N Dy, 0 =
d. Note that we have the p.d.f. &b, as fp,, ,(d) = 27T, Aed exp (—7T,\2d?), as pico-
BSs storing filen form a homogeneous PPP with density\,. Thus, we have:

/ G Das o (Pr) fs o (d)dd
0

o0 . = 2 2 : - N
:27rTn)\2/ dexp (——T od? ( 2w — 1) B (— —,2151/)) exp (— (Qk )Clo‘2 0)
0 o (6%} PQ

2
X exp (_2_7T (1-1T,) Aod? (2% — 1) “2 B (o% — 3)) exp (—WTn)\ng)

(6%} «

2
2 P a2 2
X exp <a—71r)\1d i <P; (2w 1)> i B<a_1,1a_1>>dd_ (53)

Therefore, by[(P) and by Ietting = k¢ in (53), we have

]:2’ Z an Z Pr KQC n,0 — k / dk,n,D3 440 (pa d) fD2,€0,0 (d)dd (54)

neFs

APPENDIX D: PROOF OFLEMMA [BAND LEMMA [
Proof of Lemmal3
P kr a N kz a N
When § — oo, exp (— (2W — 1) d ?;’) — 1 andexp (— (2W — 1) d ﬁ) — 1. When
A, — oo, discrete random variabless, o, K7, o — K¢, Ky 0, K2, 0 — F} and K5, o —
K§ in distribution. Thus, whenP, = P, P, = P, N% — o0, and \, — oo, we can

ShOWfl,Kermin{Kf,Ff} — f1,Kf+min{Kf,F{’},oo and fa kg(r) — fo.ks00(7). Thus, we can prove
Lemma[3.
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Proof of Lemmal4
When P, = P, P, = P, io — 00, A\, — 00, anday = ay = o we have:

i 1
fl,Kermin{Kf.,Flb},oo =21\ /0 deXp (77r)‘1wa+min{Kf,Flb}d2) dd = - (55)

Wit +min{ K}, )

X

f2,K§7W($) =27\ / dexp (77T>\2d2 (927[(5 + ‘TGLKE)) dd = (56)
0

wherewy, 6, andds, . are given by[(20)[(21) an@(R2). Noting thAt d exp (—cd?) dd = 5-
(c is a constant), we can solve integrals[in](18) dnd (19). Thyd,emmalB, we can prove
Lemmal4.

APPENDIX E: PROOF OFLEMMA

To prove Lemmal5, we first have the following lemma.

Lemma 9 (Monotonicity ofs ko (2)): for.o(z) IS @an increasing function of.
Proof: By replacingexp (—wz).d?) with y in (I9), we have:

2 2
1 _QL(Q%_1> 2 (B(LJ_L)_B’(LJ_L,Q*@V—T)) 2 (2%4) “B(Z1-%)
_ 2 ag ag ag ag agw ag ag
fa,k,00(z) = Y )

0

Xy Y. (57)

Wheny € (0,1) anda € (0,00), y* is a decreasing function af. BecauseB (a%, 1— a%)
B (a%, 1-— a%) and2%w —1 > 0, andi and(%)% are decreasing functions of The integrand
is an increasing function of for all y € (0,1). Therefore, we can show thdgi ;. ..(x) is an

increasing function ofr. [ |
Now, we prove Lemmal5. LetFi*, F5*, T*) denote an optimal solution to Probelth 3.

Considern,,n, € Fs* satisfyinga,, > a,,. Supposel,; < T . Based on Lemma]9, we

have fo rce oo (1) < fox5.00(Ty,). Now, we construct a feasible solutiqtFy, 75, T') to

Problem[3 by choosing™ = F¢*, Fs = Fs*, T, = T:,, T = T;, andT, = T; for all

na’ N2 ni!?

n € Fs \ {ni1,n2}. Thus, by Lemm&l3 and the optimality aF;*, F5*, T*), we have:
Qoo (FE T T ) = oo (FE" 57, T) = (= ) (oo (T,) = Frcsioo(T3,)) <0. (58)

Sincea,, > an,, by (58), we havef; ke oo (T):,) — fo,xs.00(T,) < 0, which contradicts the

assumption. Therefore, by contradiction, we can prove LafBm
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APPENDIX F: PROOF OFLEMMA

For given 75, whena; = ay = a, N% — oo, and \, — oo, the Lagrangian of the

optimization in [2¥) is given by

L(T, A, n,v) 292K+91KT+ZAT+Z%1— V(KQC—ZTn),

neFg neEFs
where )\,, andn, > 0 are the Lagrange multipliers associated withl (28)s the Lagrange
multiplier associated witH {29\ £ (\,),crg, andn £ (1,,)nexg. Thus, we have
8871: (T, A,m,v) = (92,K5a192;1,(1i5Tn)2
Since strong duality holds, primal optimdl* and dual optimal\*, n*, v* satisfy KKT
conditions, i.e., (i) primal constraints: (28], {29), (@ual constraints\,, > 0 andn, > 0 for
all n € Fs, (iii) complementary slackness,7,, = 0 andn, (1 —T,,) = 0 for all n € F5, and

(iv) % + A\, —n, — v =0 for all n € F5. By (ii), (iii), and (iv), whenT,, = 0,

we have), > 0, n, = 0, andv > 0a1< ; when0 < 7,, < 1, we have), = 0, n, = 0,
2,K3

B 1 anfs ke 92K “n92,K§ [ _ _
T, = 91,1{5” > 2 _ By andW < v < 92,1(5’ When Tn = 1, we have)\n — 01

a‘n92,K % . 1 an92,KC ‘92,1(C *
M > 0, andrv < W Therefore, we havern = mm{[el’K%\/ e 91,K§ 1 5.
Combining [29), we can prove Lemrha 6.

+ Ay — N — 1.

APPENDIX G: PROOF OFTHEOREM[Z

Proof of Property(i) of Theoreni2

By constraints[{ll) and]5), we hav&s < F¥*, Fs* = N — K¢ — F* and0 < FP*. To prove
property (i) of Theorenf]2, it remains to prové* < K°. Suppose there exists an optimal
solution (F¢*, F5*, T*) to ProbelniB satisfying?* > K?, Then we have:

U = f1, Ko KP 00 ( Z an + K7 Z Fb*) + Z an f2, 15,00 (Th)- (59)

neF* ne]—‘b neFs*

Now, we construct a feasible soluti¢iFy’, 5, T') to ProblenB, whergr? consists of the
most K’ popular files of Fo*, F¢' = F¢*, Fs = F5* U (Fr\ FY), T, = T for all n € F§*
and7’ = 0 for all n € Fo*\ Y. By Lemmal3, we have:

Goo(F§ , F5 . T') = €% = Fi ke i oo (Kb 3 an - Fb 3 ) K} > 0. (60)

neFy neFbr

Thus, (F7*, Fs*, T*) is not an optimal solution, which contradicts the assunmtibhere-
fore, by contradiction, we can prove* < K? for any optimal solution(F¢*, Fs*, T*)
to Probelm[B. Sincels* > K, F$* = N — K¢ — F* and 0 < FP* < K% we have
max{K§, N—-K¢— Kb} < F$* < N—K¢. Therefore, We can prove property (i) of Theorlgm 2.
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Proof of Property(ii) of Theoren2

First, we prove that there exists an optimal solutigrf*, 75*, T') to Problen3B, such that
files in F&* U FP* are consecutive. By Lemnid 3 and* < K% shown in the proof of
Propertyi) , we have:

o = Firprmpoe D, Gt D anfarseo(T). (61)
neF{rUFD neFg*
Let n;(ny) denote the most (least) popular file ff* U F*. Suppose for any optimal solution
(Fe*, Fg*,'T*) to ProbelniB, files inF* U FP* are not consecutive, i.e., there existse Fs*
satisfyingn; < ns < ny. Now, we can construct a feasible solutigf’, 75 , T') to ProbelniB

where files inF¢ U FY are consecutive as follows.
o If fixeimt oo < foksoo(Ty,), ChoOSEFY U FY = Fi* U FP* U {ng} \ {m}, Fs5 =
FsrU{ni} \ {ns}, T, =T, andT; =T, for all n € F5*\ {ns}. By Lemmal3B, we have:

doo (FF T3 ) = @5 = (any = ana) (Fouiesoo (T) = i seporpe o) > 0 (62)

where the inequality is due to, < n3 and f1,K;+Ff*,oo < fors.00(Th,)-
o If fixeiroo > farksoo(Ty,), chooseFy U FY = Fi* U F* U {ns} \ {no}, 75 =
FsrU{na} \ {ns}, T,, =T, andT; =T for all n € F5*\ {ns}. By Lemmal3B, we have:

Goo (FE T T ) = @ = (@n = n) (Frcsoo(Tiy) = frscs e o0) > 0, (63)

where the inequality is due te; < ny and fy ke oo (1);,) < fl,Kf—f—Flb*,oo'
FsrU{ni} \ {ns}, T, =T, andT; =T, for all n € F5*\ {n3}. By Lemmal3B, we have:

(oo ( 1,55, T ) - q; = (an1 - ans) (f2,K§,oo(T:3) - fl,Kf-{-Flb*,oo) =0, (64)

fo.xs0o(Tyy,), (FT, Fs*, T*) is not an optimal solution, which contradicts the assunmptémd

n3
if fi kim0 = forsoo(Ty,), We can always construct an optimal solutify’, 75, T'),
satisfying that files inF¢ U F¥ are consecutive. Thus, we can prove that there exists an
optimal solution(Fc*, F5*, T) to ProblenB, such that files i U Fo* are consecutive.

In addition, by [61), we know that whether fitee F¢*UFP* belongs taFe* or Fo* makes
no difference in the optimal successful transmission podia Therefore, we can prove the

property (ii) of Theorenf 2.
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APPENDIX H: PROOF OFLEMMA [7]

Proof of Property(:) of Lemmdlr

We prove that iff; xe, gt oo > f2,x¢,00(1), the most popular file. = 1 belongs taFe U F>
for any optimal solutionF¢*, F5* T*) to ProblemB. Suppose that there exists an optimal
solution (Ff*, F5*, T*) to ProblemiB, such that the most popular file= 1 belongs toFs*.
Let ny denote a file inFe* U FP*. Now, we can construct a feasible solutiofy’, 75, T) to
ProbelmB, whereFe U F' = For U F U {1} \ {no}, Fs = Fs U {na} \ {1}, T0, = Ty
and7) =T for all n € F5*\ {1}. By Lemma[3B, we have:

oo (ff,a‘FQC/aT/) - q;o = (al - anz) (fl.,Kermin{Kf,Flb*},oo - fQ,Kg,oo(Tf)) . (65)

Sincear > an, aNd f ge it me) 00 = S1 k01K 00 > J2K500(1) 2 fors00(T7), We have
oo (F¢,F5, T') — g% > 0. Thus, (F¢*, F5*, T*) is not an optimal solution to Problef 3,
which contradicts the assumption. By contradiction, wevprthat if f, s, xo o > f2,K5,00(1),
the most popular filex = 1 belongs toF* U Fo* for any optimal solution( F{*, F5*, T*) to
ProblemB, and hence in Theorenl2 (ii) satisfiea{ = 1.

Proof of Property(ii) of Lemmdl7

We prove that if f; xe o < fz,K;oo(NI_(—if), the most popular file. = 1 belongs toFs*
for any optimal solution F*, Fs*, T*) to Problem[B. Suppose that there exists an optimal
solution(F¢*, F5*, T*) to ProbleniB, such that file = 1 belongs taF{* U FP*. Let n, denote
the most popular file iFs*. Based on Lemm@l 5, we hat& > T;: for anyn € F5*\ {n,},
and hencd;, > - s, T’) to ProbelniB,
where F¢ UFY = Fr U Fr U {no} \ {1}, F§ = Fs* U {1} \ {no}, T{ = T}, and T}, = T};
for all n € F5* \ {ny}. By Lemmal[B, we have:

oo (]'—f/,]:g/,T,) - Q;o = (al - anz) (fQ,Kg,OO(T;Q) - fl,K1C+min{Kf+]-‘f*},oo) . (66)

Sincea; > a,, andf, K4 min{ K04} 00 < JrKe00 < fo,K Cx,(N KC) fa,x5.00(T},), We have
oo (F¢,F5, T') = ¢ > 0. Thus, (F{*, F5*, T*) is not an optimal solution to Problef 3,
which contradicts the assumption. Therefore, we proveith@t i .o < f2 kg0 (N KC) the
most popular filen = 1 belongs taZs* for any optimal solution{ 7¢*, F5*, T*) to ProbleniB,

and hence:§ in Theoreni 2 (ii) satisfies§ > 2.
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