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Abstract

With the successful demonstration of in-band full-dupl¢éRHD) transceivers, a new research
dimension has been added to wireless networks. This papgopes a use case of this capability
for IBFD self-backhauling heterogeneous networks (HEXNBFD self-backhauling in a HetNet refers
to IBFD-enabled small cells backhauling themselves witltrmaells over the wireless channel. Owing
to their IBFD capability, the small cells simultaneouslynaounicate over the access and backhaul
links, using the same frequency band. The idea is doublyrddgaous, as it obviates the need for
fiber backhauling small cells every hundred meters and allte access spectrum to be reused
for backhauling at no extra cost. This work considers thee aafsa two-tier cellular network with
IBFD-enabled small cells, wirelessly backhauling themsglwith conventional macro cells. For clear
exposition, the case considered is that of FDD network, ehdthin access and backhaul links, the
downlink (DL) and uplink (UL) are frequency duplexefll( f2 respectively), while the total frequency
spectrum used at access and backh@ul f2) is the same. Analytical expressions for coverage and
average downlink (DL) rate in such a network are derived guigools from the field ofstochastic
geometry It is shown that DL rate in such networks could be close tobithat of a conventional
TDD/FDD self-backhauling network, at the expense of reducaverage due to higher interference in
IBFD networks. For the proposed IBFD network, the confligtaspects of increased interference on one
side and high spectral efficiency on the other are captutedaimathematical model. The mathematical
model introduces an end-to-end joint ana(Ivais of backhaufrpnthaul) and access links, in contrast

to the largely available access-centric studies. .
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I. INTRODUCTION

Capacity demands in a wireless cellular system have beepasiog at a rapid pace. The
next move towards 5G network aims at increasing capacityhefdurrent systems thousand
fold [1]. Since bandwidth demands have ever been exceellmgvailable spectrum, frequency
reuse technigues are becoming increasingly important édular systems. The well studied
dense heterogeneous network (HetNet) [2] is one of the mdsttmincrease capacity for future
networks. Typically, HetNet consists of a macro base@tatM-BS) tier, serving high mobility
users overlaid with operator deployed pico base-statieBPtier (a.k.a. small cells) [3] for low
mobility, dense user areas. Deploying a highly dense n&wbP-BSs is becoming increasingly
worrisome [4] for operators. This is because fiber backhguduch P-BSs placed every few tens
of meters is not a practically and economically viable aptiespecially in developing countries
like India. The alternative is to employ wireless backhagli Though wireless backhauling
obviates the need for laying down high-speed/fiber linkseids the operator to partition their
highly priced spectrum into orthogonal access and backiauesources, thereby resulting in
lower spectral usage for user access.

In-band full-duplex (IBFD) systems—another frequencyseetiechnigue—present a scheme
to wirelessly backhaul P-BSs with M-BSs without having téhogonalize allocated spectrum
between access and backhaul. The scheme consists of aetweetiular network where the
P-BSs, being IBFD-enabled, backhaul themselves wirglesish the M-BSs, which themselves
are fiber-backhauled to the core network. The M-BSs exchaag&haul data with the P-BSs
on the entire spectrum that the P-BSs use to transmit dateetagers. M-BSs may also serve
the users directly. Since practical IBFD radio systems, (6], [7] and [8]) have already been
demonstrated, the proposed scheme results in an amalgaroativo frequency reuse techniques
working in tandem. To this end, the paper analyzes and giegsdesign insights for a future
cellular networE that leverages the efficiency of IBFD radios used in a wisdlebackhauled

two-tier HetNet.

ISince the paper studies a two-tier HetNet architecture co@se each tier being FDD in its own uplink and downlink,
comparison of IBFD-enabled networks will be done with then@mtional FDD systems (with no IBFD-enabled station)

throughout the paper.



A. Related Work

For a self-backhauled two-tier HetNet, a model for joint lggid of backhaul-access links
is required, which is a rather less studied topic. The topidsfimention in[[9], where it is
listed as one of the potential applications of IBFD radiosrkVin [10] is an attempt in this
direction, though the work develops on the basic assumpmifoone P-BS per user and inter
P-BS interference has not been considered. Moreover, ther mmly presents capacity results
as a function of physical separation between the P-BS andSMaBile the overall coverage
trends in such a two-tier network have not been analyzedhapera closely related work in this
direction is found in[[11], where the authors model a mutipiput-multiple-output (MIMO)
IBFD P-BS and conventional half-duplex (HD) backhaulingB®:- The M-BSs only play the
role of backhaul aggregators and do not provide access coimation to users. The probability
of successful transmissions is modeled as a product of ekt successful transmissions for
first hop (M-BS to P-BS) and second hop (P-BS to user) in thentiow (DL). This might not
be always true of real systems where there might be depeadmtaeen the two probabilities.

Also, the aggregate rate characterization from the M-BShéouser has not been detailed.

Other works like [12] analyze an IBFD network for parametéess rate but only for a single-
tier network. They allocate same channels to both uplink)(dihd DL of base station-to-user
link and compute the parameters thereof. Worklin [13] diseashe optimal power allocation
strategy in IBFD networks using relays. The work builds onogrdtive setup with primary
and secondary nodes in general. Interference is then diedtrfsom primary transmitters to
secondary receivers. The approach is modeled as an optiomzzoblem for transmit powers
of primary and secondary transmitters. Workslin| [14] and diScuss about bringing in MIMO
and beamforming on IBFD radios and the benefits thereofgh¢i4] uses only a single tier. Two
interesting analyses are offered through works in [16] dW jvhere the authors argue the use
of IBFD at all. The authors pitch the use case of using mdtgtennas for the conventional HD
multiple-input-multiple-output (MIMO) operation versusing the antennas for IBFD operation.
In fact, most of the cases discuss only the access link opdiion. Another relevant study in
self-backhauling is the recent work in_[18]. The authorsspre the system level coverage and
rate results in a mesh network of base-stations (BS) witledvivackhaul, providing wireless
backhauling for BSs without wired backhaul. However, thedgtis done for millimeter-wave

networks without IBFD capability. Previous work on simildetNet architecture was presented



in [19], but was limited to a single path loss exponent beisgdufor both the P-BS as well as the
M-BS tier. This work generalize$ [19] to two different patie$ exponents which is practically

more relevant.

B. Our approach and novelty

The paper proposes a two-tier network consisting of IBFBbéed P-BSs and conventional
M-BSs. It analyzes the performance of the sytem in the DL. Jétep consists of P-BSs being
wirelessly backhauled by the M-BSs. Since the P-BSs are iBR&bled, they use the same set
of frequencies to backhaul themselves on the DL and UL withNhBS, as the ones they use
in the DL and UL access links to the users (sAy,and /2 be the DL and UL frequency for
the P-BS to user (and M-BS to P-BS in backhaul) link and usd?-8S (and P-BS to M-BS
in backhaul) link transmissions). The M-BSs being conwardl non-IBFD stations, need to
bifurcate frequency resources between backhaul and atinkss For 1 Hz of bandwidth, the
M-BSs usen Hz (0 < n < 1) for backhauling and1 — n) Hz for direct access links to users. It
is interesting to note that the design fas-isfor a frequency division duplexed IBFD network
and could be tailored to suit other networks, such as TDD dk Mereover, the design requires
only the P-BSs to be IBFD, while the user devices and M-BSaawdrk on legacy FDD mode
(refer Fig.[1h).

For the given two-tier network, Poisson Point Process (R[] and [21]) is used for the
spatial distribution of nodes (P-BS and M-BS). The main dbations of this work are listed
below:

« A novel HetNet architecture, leveraging IBFD capability gpoposed and the coverage
probability and average rate for a typical user in such a aogtware derived.

« The paper achieves mathematical derivation of the exactrage and rate parameters for
the proposed IBFD HetNet. Though it is intuitive to see th@cdrum reuse increases rates
at the expense of decreased coverage due to wireless batkkapan exact quantification
of these two contrasting effects has been established snwibirk. Tractable and quickly
computable coverage expressions are important for systamgsas of future IBFD-enabled
HetNets. The analysis also identifies inter-tier intenfieee and the bandwidth division at
the backhauling M-BS as the main limiting factors in suchNss.

« In the proposed network, the effective signal-to-intexfere EIR) ratio distribution for a



typical user associated with a P-BS is modeled as the fdihtdistribution of the{user—P-
BS, P-BS—M-B$ link-pair. Therefore the coverage under P-BS implies jomterage — of
the typical user under a P-BS, along with coverage of the dafB& with a backhauling
M-BS. The average rate for a P-BS associated user is modglggeaninimum of rates on
the {user—P-BS, P-BS—M-BSlink-pair. This introduces inter-dependence between e t
tiers.
In [22], the coverage probability was obtained in a generdieK HetNet, but without any
dependence between the tiers themselves. In the proposedrkesince the backhaul links are
also active over the wireless channel, interference tossclieks of users is enhanced and the
coverage degrades. On the other hand, reusing the accetsuspéor wireless backhauling in
an IBFD setting tends to double the spectral efficiency of dhigtem. This work models and

details the way these two contrasting factors affect theadveystem behavior.

1. SYSTEM MODEL

The system model considered in this paper is described ifotleaving sub-sections.

A. Spatial arrangement of base-stations

The location of the M-BSs and P-BSs are assumed to followpeddent Poisson point
processe®,, C R? and®, c R? with densities\,, and )\, respectively. The transmit powers of
the M-BS and P-BS tier are assumed to/Mg and P, respectively. Small scale fading between
any pair of nodes is assumed to be independent and Raylesgtibdied. The fading power
(square of the small scale fading) between nodes locatedimtsp: andy in R? is denoted by
gz, and is exponentially distributed, also with unit mean. Bdarge scale path loss function is
used, i.e., the power received at distamcerhen transmitting at unity power is given as®,
wherea > 2 is the path loss exponent. Path loss exponents for M-BS aB8 fers are denoted
by «,, and a,, respectively. Without loss of generality, a typical usecdted at the origin is

considered and the performance of this typical user in thedanalyzed.

B. Association Model

The association rule is based on the maximum average relckiased power as discussed in
[23]. Biasing a user to associate with a P-BS even if the vedepower from a M-BS is higher,



helps offload traffic from the M-BSs. Hence, for BS associgtithe average received biased
power at the typical user i8,B;||z,||~* and P, B,,||z.,||~*" for P-BS and M-BS respectively,
where B, and B,,, and =, and z,, represent their respective biases and distances from the

typical user at the origin. Let, ,,;, andz,, ..., denote the distance of the closest P-BS and M-BS

as/am
s,min

and to the closest M-BS, otherwise. Hebg, = ((P,B,)/(P,.B,,))"/*". Let¢,, ande, denote

the events of M-BS and P-BS association respectively, ofythieal user. Then the corresponding

respectively, to the user at the origin. Then the user cdsrieche P-BS ifr,, jnin > Az

probabilities of association are given in [23] as,

© - <)‘mA"L2"E§{:n§in+>\sx§,min>
Pr(es) = 27‘(‘)\8/ e L min AT s min ; Pr(e,) =1—Pr(eg). (1)
0

C. Bandwidth Allocation

Bandwidth allocation between the P-BS and M-BS tiers isufised next, consideringjl’
Hz of allocated spectrum.
Full-Duplex Bandwidth AllocationFor IBFD networks, the available spectrum2i#” Hz is

allocated as:

1) The entire2WW Hz is used by P-BSs and M-BSs.

2) Within each tier2WW Hz is divided into UL and DL resources utilizing” Hz each (as
for conventional FDD).

3) At the M-BSs (being non-IBFD)IV Hz is further sub-divided aglV Hz and(1 — n)W
Hz, 0 < n <1, for backhaul and access resources respectively.

4) Also, each M-BS to P-BS link is limited in bandwidth {¢/) W Hz, considering each
M-BS backhauls: = A\;/)\,, P-BSs on an average.

Half-Duplex Bandwidth AllocationFor conventional FDD networks, the availal2lg” Hz is

allocated as:

1) k2W Hz and (1 — x)(2W) Hz, 0 < k < 1, partitioned between M-BSs and P-BSs
respectively. Typicallyx = 0.5, so each tier get8l’ Hz. Notice that this is in contrast to
both the tiers getting the entitd’” Hz in IBFD case.

2) At each tier,lW Hz is divided into UL and DL resources utilizing’/2 Hz each.

3) Atthe M-BSs,W/2 Hz is further sub-divided agl¥/2 Hz and(1—n)W/2 Hz,0 < n < 1,

for backhauling and access resources respectively.



4) Also, each M-BS to P-BS link is limited in bandwidth {&) 1W/2 Hz, considering each
M-BS backhauls: = A\,/)\,, P-BSs on an average.

———> f1
fommmeees > f2

STTTTIIT) Interfering link

Fig. 1a: DL interference in IBFD system. Total spectrum& Hz. Each link represents a bandwidth 16f Hz. For instance,
the DL backhaul link is centered arourfd Hz and has a bandwidth " Hz. Users attached to either P-BS or M-BS receive

interference from both the tiers. The given spectrum thoigjlentirely used by both the tiers.

uu-u} Interfering link

Fig. 1b: DL interference in conventional FDD system. Tof@ctrum =2W Hz. Each link represents a bandwidth16f/2 Hz.
For instance, the DL backhaul link is centered aroyfidHz and has a bandwidth d¥/2 Hz. Users attached to a tier (P-BS
or M-BS) receive interference from only from that tier. Hoxeg the given spectrum needs to be partitioned betweenere t



Taking the case of an IBFD system, the proposed frequenogadibn plan is depicted in
Fig.[1a. For conventional FDD system the frequency plan ié km®wn and depicted in Fid. 1b.
The figures denote DL and UL carriers @ and f2 respectively, that are centered about the
bandwidth of W Hz andW/2 Hz in IBFD and conventional FDD case respectively. In IBFD
systems, both P-BSs and M-BSs use the total available spediut interference is more, as
shown by the thick broken lines in Fig.l1a. For conventiofaDFsystems, though the interferers
are only the nodes belonging to the tier to which the user $da@&ated, the total available

spectrum is partitioned between the M-BS and P-BS.

D. Signal-to-Interference Ratio

An interference limited network is assumed and signahterference-plus-noise rati@INR)
is replacedSIR [22] as the measure of performance.

1) Small cell associationConsider a typical user at the origin associated with a Pi&S.
point r, € ®, denote this closest P-BS to the typical user. Let the pginte ®,, denote
the closest M-BS to the aforementioned P-BS. The P-BS amsscwith the closest M-BS for
backhaul. LetSIR,, denoteSIR of the signal from the P-BS to the user in DL access. Then

[

Psgor5 rs|

I(0) + I,(0) + Pnor,, (2)

SIRys(rs, rm) =

Tm, | | —Qm
where,

L= Y  Pgulz—al™™,

2€®,NB(0,rs)°
is the interference from other P-BSs to a user located atrt pdh R? and B(o, ) denotes a
disc centered at origin, having radius-; and B(o, r;)¢ denotes its complement. The interference
from the M-BS to a user located at a poinin R? is
In(x) = Y Puge:llz =z,
260N M
where M = (B(o, rS*/*™ A=Y U B(ry, ||[rm — 1s||))¢, and the discs are assumed to be open sets.
The SIR of the signal from the M-BS to the P-BS in DL backhaul is thewegi as,

PronGr iy 1T — 75|70
I(rs) + Ln(rs) + BBy
where the residual self-interference generated by the PeBiag IBFD, is modeled asF,,,

SIRsn(7s, Tm) = (3)

being a factor controlling the amount of self-interferenthough the self-interference channel



in some of the recent literature ([11], [24]) has been madl@e a Rician fading channel [25],
this paper focuses on a simpler model. The idea is to get aldhamdnetwork coverage and
rates given a self-interference suppressing IBFD radian tto quantify the self-interference
suppression capability of an IBFD radio.

2) Macro cell associationAssume that the typical user at the origin is associated td-886
denoted by point at!, € ®,,. Let SIR,,, denote theSIR of the signal from the M-BS to the

user in DL access and is given by

mll
Tm

ngorin
1,(0) + I, (0)

where I,(0) = Zze<1>smB(o,Amrﬁm/“s)C Pygo-||2[| 7% and I, (o) = Zz€<1>mﬂB(o,r§n)c Pingos|2] 7.
The next section analyzes coverage probability of a typisalr in the given network.

SIRyp(rr,) = (4)

1. COVERAGE

Coverage probability is defined as the probability that adoanly chosen user in the given
network achieves afIR greater than a given threshold. LEt 7, andT,, be theSIR coverage
thresholds for user to P-BS, P-BS to M-BS and user to M-BSsli@spectively. In the proposed
setup, the effective coverage for a P-BS associated usddwepend jointly on user to P-BS and
P-BS to M-BS coverage probabilities denotedgs(7s), P ,,,(T3). For an M-BS associated user,
coverage would only depend on the user to M-BS coverage pildgadenoted asP, ,, (7;,).

Using (1), the effective coverage probability for a usef(7%, T;, 7,,), can now be defined as

P3(Ts, Ty, T,) = Pr(eg) - Pr(SIRys > Ty, SIRgy > Ty | £5) + Pr(en) - Pr(SIRuy > T | €m)
(5)

wheree,, ande, denote events of M-BS and P-BS association ard { f, h} denoting IBFD

(full-duplex) or conventional FDD (half-duplex) operatioThe joint distribution ofr,, andr,,

that will be used in the evaluation of coverage probabilgtydiscussed next.

A. Joint probability density function of distance pait,, r,,)

As mentioned above, the coverage under P-BS associatidiegmpjoint coverage probability
over user to P-BS and P-BS to its backhauling M-BS links. Téwgails deriving a joint
probability density function (pdf) of the distance pait,, r,,) with respect to a typical user

at the origin. When the user associates with a P-BS, the miftf(r,,r,,) is derived for a
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generalA,,, that is,A,, > 1 (typical, P-BS biased association) ahd: A,, < 1 (negative P-BS
bias). In Fig[Zh and Fid. 2b, the possible spatial configmnmatof the user, P-BS and M-BS are
shown that occur because of various possible relativeitotabf the user associated P-BS and

P-BS associated M-BS, with respect to the typical user abtiggn. Instead of deriving the joint

Fig. 2a: Network geometry for eveat With A,,, > 1, i.e., user biased towards P-BS tier. The three possibleasios are as a
result of different spatial locations of the P-BS and M-B3hwiespect to the typical user at the origin. When the usercises
with a P-BS, coverage depends jointly on user to P-BS (foesgxlink and P-BS to M-BS (for backhaul) link. Given a P-BS
S, found at distance s from O, the nearest M-BS to the user could be at a distahgjér?”“’” from the originO, denoted
by OM’. The backhauling M-BSV/ could be found anywhere at a distangg from O, resulting in three different network
geometries ((4) , (B) and (C)) that define the joint density function of the P-BS and M-B$hwiespect to the typical user.

distribution for (r, r,,,), an equivalent distribution ofr,, r) is derived. This is because of the
occurrence of the ternir,, — r¢||~® in the SIR,,,(rs, r.,) €xpression of equatidid 3. Replacing
it with an equivalent|r||~* simplifies the derivation of coverage expressions and sqgadimé

distribution on(r,, ) is used.

Lemma 1. The joint density function of the access-backhaul distgraie (r,, ), with respect

to the typical user, given the bias factdy,, > 1 is
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( 2as
rom
=7 P2Am+ T Am 2, 20
A'm 2 7.(¥7n 2
4e T A | S Qs Am + T5m As
m

, 0<Irll S vo(rs, Am, s, i)
TsQln

f(rsa T) = 9 <6_)\S7W§ e—)\m (w(Amlr§S/am)2+7rr2—lcns(Ml,J\/lg)>)

a’l“sa’l“ y ||TH S Vi_<rsaAm7053705m)
47T2)\m)\sr ,,,,Se—ﬂ'()\mT2+>\s7'§)’ ||T|| Z V+(TS, Amv Qs, am)a
\
(6)
where
* V—(Tsu Am7 Oés, Oém) é HTSH - A;v,lHTS| aS/am
® I/+(T87 Ama A, am) £ ||T8|| + A7_nl||768| as/am

o VE(re, A, gy am) 2 [l = AL Il el + AL Il
« lens(M;, M) denotes the area of the lens formed between the paihtand A/, in Case
(B) of Fig.[2a

as/am}

Proof: See AppendiX’A [ |

Fig. 2b: Network Geometry for Event; With 0 < A,, < 1. The figure is similar to Fig._2a, except that the user is hiase

towards the M-BS tier. Given the user associated P-BS is &tander; from O, the nearest M-BS could only be at a distance
Z A;’Ll 7'?5 /Qm .

Lemma 2. The joint density function of the access-backhaul distgraie (r,, ), with respect

to the typical user, given the bias factdy,, < 1 is



12

p

0, 0 < ||r]] < p_(rs, Am, as, )

8 (6_)‘57”3 €—>\m (W(A;}rSS/“m)QMﬁ— lens(Mq, MQ)) )

f(T’s,T’) =
87, 37" ? ||T|| 6 :ui_(rS)Amaasyam)
AT\ A rye O AT, [Pl = p(rsy A, s, cim),
\
(7)
where
o f(Ts; Ay i, Qi) £ —[Irs| + A;~L1||7“s as/tm
o Uy(Ts, A, i, ty) £ 7| + Ar_anrs as/m

. Nt(T&Ava‘SaO‘m> £ ]_HTSH + Ar_anTS

wslom lrgll 4+ AL
« lens(M;, M) denotes the area of the lens formed between the paihtand A/, in Case
(B) of Fig.[2b

as/am]

Proof: See AppendiX’A [ |

B. Small Cell Coverage in IBFD

In this section, the coverage probability of a typical useder P-BS is derived. Coverage

under P-BS is denoted dst(TS,Tb) and the corresponding geometry of the node locations is
depicted in Fig[B.

Fig. 3: An instance of user associating with P-BS

A typical user located at the origin associates with a P-BS5(in Fig. [3) at a distance,.
From (1), it follows that there is no M-BS inside a ball of asliOM’ = A-1r&/*" centered
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at the origino. For the backhaul, the P-BS connects to the nearest M-B3/(in Fig.[3) at
a distancer,, from o. The backhaul distance from the P-BSto the backhauling M-BSV/ is
r. In IBFD mode, the user when associated with the P-BS, wiéire interference from other
P-BSs as well as all the M-BSs. Lets, x,«) be defined as

(5,2, 0) .
$5,T,) = ———————.
g 1+ s|z]|-°
Lemma 3. The probability of coverage for a user associated with a PiuB8e given two-tier
IBFD network is
Pl (T,,T,) =
2 -Xs [ . 1—g(s1,2,0)9(s2,2—rs,05)dz—Am [ . 1—g(s ,v,00m)g(sh,v—"5,0m )dv—Bsa
P A ®mNAS 9(8y, T, ) f(rs, 7)dr dr df

0 rs>0,r>0

(8)
s 5y = g—;]\r||°‘"LPs, Tm = /T2 + 12+ 2rgrcosf, Ay =

(B(o, A, *™Y U B(ry, ||r]), 85 = L |lr]|* P, and sl = Ty|r

where, A; = B(o,ry), s1 = Tg||rs

Qam

Ts

Proof: See Appendix B [
The integral in Lemma]3 can be dived into three integrals dher variablesd, r, and r
corresponding to the casgsd), (B) or (C') of Fig.[2a and Figl_2b. Of particular interest, is the

density function ofCase(B), where the backhaul and the inner macro discs interseckHaat
disc is the one that has distance from the serving P-BS toettwing P-BS’s backhauling M-BS
as the radius. Though the expression for it has been derisdd €), it is hard to compute
numerically. Therefore, probability for the intersectioase is analyzed below.

Let C andZ denote eventsiser covered under P-B&nd intersection of the backhaul and the

inner macro discof Fig.[2a respectively. Thefd is defined as

Ié ||T_A7:llr?s/a7n < ||Ts|| < ||’I“—|—A;11’I“?S/am ]

Using Bayes rule, the probabilityr (Z | C) is

Pr(Z|C) = %@I). )

The expressions foPr (C,Z) andPr (C) are already derived in equatidn (8).
The plot in Fig[4 reveals useful information about the netwtopology. For the given system

model, at reasonably high biasing towards the P-BS, theesystostly remains in the state of
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Fig. 4: Probability of Network Topology vs. P-BS Bias in Sieéll association (5, = Ts = T, = —10dB. B,, = 0dB,
P, =22dB, Ps =0 dB, a.,, = 2.8, as = 4, A\s = 4)\,,). Each plot shows the probability of the network being in aipalar
geometry. Case (A) denote&ero Intersect. Probcurve that depicts the probability of the inner macro andhhekhaul disc
having zero intersection, Case (Bhtersect Prob. curve depicts the probability of the inner macro and thekbaal disc
intersecting and Case (CIEfigulf. Prob) curve depicts the probability of the backhaul disc engglfine inner macro disc in
event of small cell association of Fig.]2a. Notice that in kingt of bias towards P-BS, i.e. high bias towards small ¢igit,

the Intersect Probcurve goes td), rendering numerical computations much easier.

Case(A) or Case(C) of Fig.[2a. Therefore, coverage could be approximated byagireg
over system states @@ase(A) and Case(C) alone, which is much more tractable than using
the entire joint density function—a rather complex funotim evaluate. The plot also makes
practical sense, as a HetNet under typical circumstancesldwbe operated in a mode highly
biased towards the P-BSs [26], [27].

C. Macro Cell Coverage in IBFD

Coverage probability for a user associated with an M-BS 1vedé here. For such a user,
there is only a single active link (user-M-BS) since the MsBS8e fiber backhauled to the core
network. In this case, it is more convenient to calculateecage a®r (SIRy,, > 1), c.) directly

rather than the conditional coverage based on the evgnt

Lemma 4. The probability of coverage for a user associated with a MuB8e given two-tier
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IBFD network is denoted by/  (7,,) and is given as

/ / F(®y, ®,)f (1, 1) drtydrs, (10)

7' _0 ’Oém/as

where f(r! | rs) denotes the den5|ty function of the nearest M-BS and P-BSsagigten as:

F (s 7a) = 2@ Ar e 2N AT (11)
and
=] . 2am/as PsTm % g 1
—wriﬁAmTﬁ/am / m dt Trm )‘S( P ) . J N 1 i0s/2 dt
F(®,,,®,) =¢ 7,7 e (528 )
Proof: See Appendix C -

D. Small Cell Coverage in FDD

In FDD case the frequency resources are orthogonalizedeleetwhe access and backhaul
tiers and so interference to a user in the DL is much reduckis. domes at the cost of halving

the spectrum for access and backhaul link each.

Lemma 5. The probability of coverage for a user associated with a PuB8e given two-tier
FDD network is denoted by (T}, T;) and given as

- [ i 1=g(|lrs||*sTs,2,05) dz—Am J . 1—g(||r]|em Ty, v—rs,0tm) dv
Ph (TS7 Tb) / € ZEQ)SMAl zze@mﬁAQ f(TS7 T) dTS dT?
R2
(12)
where ¢(s,r,a) = W, Ay = B(o,r,), Ay = (B(o, A;fr?‘s/a'") U B(rs, ||I7]))-
Proof:

Pr(SIR,s > Ty, SIRyy, > T3 | €5) = E,,, | Pr(SIRys > T, SIRgy > Ty | 15, 1)

P;},Ls(‘Trsva)
The representation of conditioning on poimtsandr is dropped in interest of better clarity, for
the following derivation. For FDD case, the user (or P-BS)erees interference only from the

tier that it is associated with.
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/ PiGor,||7s]| 7 ProGrorn 7] 7™
P (T, T,) = Pr SJors S >T MITsTm > T
ws( T Th) > Pigoz 2|7 TN Pugrllz — ]| o "
2€A§ 2€A§

Proceeding in the same way as in Apperidix B for IBFD covertgeexpression for coverage
in the FDD network could be calculated to be s (12). [ |

E. Macro Cell Coverage in FDD

Users associated with the macro cells in FDD case see irgade only from the macro cells.
The coverage expression usés and r, for nearest P-BS and M-BS respectively as in IBFD

macro cell coverage case. So macro cell coverage is cadute’r(SIR,,, > T,,c,) directly.

Lemma 6. The probability of coverage for a user associated with a MuB&e given two-tier
FDD network is denoted by}, (7,) and given as,

2/ x®
—wrﬁ)\me m 1

h —2/am theem /2 / /
Pu,m(Tm) = € m f(lrm7 TS) dlrm dTS? (13)

-
rl. =0, _ ram [os
m=V rs=Agry,

where f(r! . r) is defined as ir(11).

Proof: Lemmal®6 directly follows from the proof given for Lemrh& 4, sadering a user

associated with a given tier will receive interference oingm that tier. [ |

IV. AVERAGE RATE

This section focuses on the the achievable rate for a typisaf located at the origin con-
ditioned on the user being under coverage. For full-duplasecthe entirel Hz is used for
self-backhauling as well as access links by the P-BSs. AtMABSS, n Hz is used for the
backhauling link to P-BSs and an orthogofal- n) H = for direct access link to the user. The
arrangement is similar for half-duplex case, but for the faat the spectrum is orthogonalized as
0.5 Hz each, for access and backhaul links with respect to the PiB&sce that the rate in DL
for users connected to the P-BS is the minimum of rates on t#i&SMo P-BS and the P-BS to

user links. This is taken into account by the derivation thbws. Let an event, that the user is
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covered, be defined §€overageé = 1(c,,){SIRym > T)n} U 1(€4){SIRys > Ty, SIRgy > T3},

where1(e) denotes an indicator random variable for event

E [R, | Coverage= (E [Rum | SIRum > Tpn) Pr(SIRyy > Trn) +

1
Pr{Coveragé

E [min (Rys, Rsm) | SIRys > Ts, SIRyy,, > Tp) Pr(SIRys > Ty, SIRg, > T3).)
(14)

A. M-BS to User RateR,,,)

The expectation in the first term ia(14) is calculated asofedl. Let77 = (1 — 7). Letj Hz

be used at the M-BSs for access to user. Then,

E (o | 8T > T = e - ) / Pr(STRy, > max(2' — 1, T,))dt,  (15)
t>0

Proof: See Appendix D [
The coverage expression for M-BS-user case, giverm by (&) be used il (15) to obtain the

average conditional rates.

B. M-BS to P-BS to User Raten{n (R,s, Rsn))

The expectation in the second term inl(14) is computed now.nBtational simplicity, let
{SIRyssm > Tsp} £ [SIR,s > T, SIR,, > T3}. On an average, each macro cell is assumed
to backhauln small cells, wherev = \,/\,,. This means that on the backhaul link, the rate to
each P-BS will get reduced by a factor.afbesides being multiplied by, which is the amount
of bandwidth from1 H z, that is allocated by the M-BSs for backhauling P-BSs.

E [mln (R’U,S7 Rsm) | SIRus,sm > Ts,b] =

1
PI‘(SIRHS’SWL > TSJ,

] /Pr (SIRus > max(2" — 1, Ty), SIRy, > max(2% -1, Tb)) dt. (16)
>0

Proof: See Appendix E [ |
The average conditional rate could be similarly calculdtedthe FDD system keeping note
of the fact that the bandwidth gets split indid H =z each for the backhaul and the access links,
which essentially, at least theoretically, must halve #tes for a FDD system in comparison to

a IBFD system.
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V. NUMERICAL RESULTS

This section numerically computes the coverage expresgimvided in the previous sections
and compares them with Monte Carlo simulations. The pammmetsed for Monte-Carlo sim-
ulation are the same as mentioned in secltion] II-C. Simulasodone with PPP®, and ®,,
on an area o060 x 60 square units with14400 and 3600 nodes, respectively. All simulations
are shown with the self-interference factér= 0 dB, path loss exponent for the M-BS tier,
a,, = 2.8 and for the P-BS tiery, = 4, unless mentioned otherwise. Transmit powers of M-BS
and P-BS are proportionally considered ds = 150 and P, = 1 in accordance with powers
of 46 dBm and24 dBm respectively for wide-area and local-area BS [28]. Bagards M-BS

B,, = 0 dB, unless mentioned otherwise.

05 T T T T
2 04| .
_(% | OOOOOOOOOOOOO
S 03 |
o
()
S 0.2 — Num (M-BS)
5 » Sim (M-BS)
3 0.1 — Num (P-BS)
O o Sim (P-BS)
0 [ |
| | | |
5 10 15 20

As/Am (Average number of P-BS per M-BS)

Fig. 5: Coverage Probability vs. Small Cell Density, (= T, = T, = —10dB. B, = 22 dB
A =1, a,, = 2.8, 5 = 4)

The coverage probability is plotted with respect to difféanparameters in Figl5 and Fig. 6. A
close match between the simulations and the numerical &waituof the theoretical expressions
is seen. This establishes the validity of the derived arg@lyframework, that is tractable and
quick in computing the network coverage trends in the preddBFD self-backhauling network.

The SIR for a typical user in a IBFD self-backhauling network is fasser than that of its
FDD counterpart, which results in much less coverage for BDIBietwork. This is primarily

because of the inter-tier interference in addition to thieaHtier interferers (intra-tier interference
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o
o
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(@]
o
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8 0.1} 2

0 | | | | _

10 -5 0 5 10
T, dB (P-BSSIR Threshold)

Fig. 6: Coverage Probability vs. P-BSIR Threshold. ;, = T, = —10dB. B, = 22 dB,
A, = 2.8, = 4)

present in FDD network too) in an IBFD network. More biasiogvards the P-BS tier requires
more backhauling on the same spectrum, eventually reguiltinncreased interference to the
access links.

Plots of Fig.[T and Fig.l18 show the coverage variation verbesR-BSSIR threshold and
ratio of densities of P-BS and M-BS. As expected, the cowefag both IBFD and FDD cases
decreases with increasirif,. As T, is increased, users associated with the P-BS do not get
sufficient SIR for coverage. This implies the coverage mostly correspaadbat provided by

the M-BS and hence at large valuesTafthe two curves in Fig.17 approach each other.
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4\, Bs = 22dB. As expected, coverage higherB;, there is an optimal P-BS density
decreases with increasirgR thresholds.  achieving maximum coverage. At higher
The two curves converge asymptotically as biasing, the P-BS density should be com-
increasingl’; beyond a certain range results mensurate with thé3, values so as to fully

in a virtually macro-only network. utilize the biasing effect.

In Fig. [8, the FDD coverage curve is in accordance with theirfiggl in [29], in that the
coverage remains almost constant with increasing den$i§-BSs. For the IBFD curve, the
findings are different. For high biasing towards P-BS, ther@n optimal density that maximizes
the coverage, whereas for reasonably loweicoverage decreases with increasing P-BS density.
The reason is not very apparent by the total coverage plotgpf&; but only by inspecting the
coverage within backhaul and access layers. It is the cgearader P-BSs that gives the shape of
the highB, plot in Fig.[8. Coverage under P-BS is composed of two praib@si-user coverage
under P-BS and the P-BS coverage under a backhauling M-BBaaesin Fig.[9. The plot in
Fig.[9 shows the individual coverage probabilities of M-BS:BS (backhaul) and P-BS to user
(access) links with varying P-BS density to gain insighbithie behavior of the coverage plot
in Fig.[8. These plots bring out fundamental scaling tremdsuich a self-backhauling network.
They show that the net coverage under P-BS increases witB Eddsity till an optimum is
reached. This is because during this increase in dendiégtiee bias towards the P-BS increases

and more users associate and subsequently get covered Rudfes, albeit with loweBIR.
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Fig. 9: T, = T, = T, = —10 dB, B, = Fig. 10:T,, = T, = T, = —10dB, B, = 22

34 dB. Net P-BS coverage curve is shaped dB, A\, = 4),,. Coverage with varying. As

by two probabilities, P-BS to user and M-  expected, coverage reduces with reducing

BS to P-BS coverage. self-interference cancellation capability.
Moreover, there is scope for the M-BSs to cater to more P-B&ddckhauling. The result is
an increase in coverage. Beyond the optimum coverage pat, coverage under P-BSs starts
to stagnate but the backhauling coverage drops steeplgn&ian in P-BS to user coverage is
due to the fact that at high P-BS density, users mostly aaowith P-BS. Then, the network
behaves as if a single tier network with increasing BS dgnstiich is know to be constant
[29]. On the other hand the backhaul coverage drops due tmthheasing interference that the
access links of the P-BS pose to the backhaul links of the PTB® effectively results in an
overall decrease in the coverage under P-BSs. The same tsupodf the FDD counterpart of
such a network. In FDD case, backhauling links do not interfeith the access links. With
increasing P-BS density, an increasing P-BS coverage ¢txdaa declining M-BS coverage to
give an almost constant net coverage.

As expected, Fid. 10 shows the degradation of coverage nétieasing self-interference factor
at the P-BS.
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Fig. 11:7,, = T, = T, = —10dB,\, = Fig. 12: 7T, = T, = T, = —10dB,\, =

4)\,,. The coverage falls when users are 4),,. The coverage increases with increas-

biased to associate to P-BS, even with lesser ing pathloss exponent,. A larger pathloss

SIR than they see with the M-BS. This exponent is helpful in a heterogeneous net-

stagnates at a point where almost all users work with reasonably high density, as it

are associated to P-BS. mitigates interference in a dense network.
The plot in Fig[ 11 shows that biasing more towards the P-BEefothe users to associate with
them even when theIR received from them is lesser than that from the M-BS. Thisiltesn
decrease in coverage until a point where mostly all useraisseciated with the P-BS tier only
and therefore the coverage stagnates. The plot also seghasthe decrease in coverage in the
IBFD case is much steeper than in the FDD case. This is becaubke IBFD case, the P-BS
tier receives maximum interference—from other M-BSs ad a®lall the P-BSs. For a user to
be biased in associating with a P-BS in a IBFD case is es#igrfoacing it to accept a much
weakerSIR link than in the case of FDD operation. Hence the coverageafaser in IBFD
operation degrades much more rapidly than in the FDD case.pldt of Fig.[12 shows that
higher pathloss exponent helps a dense P-BS deploymenteeates virtual cell splitting. The
plot shows an initial dip in coverage, but only till, = «,,, = 2.8.

The following plots show the variation of average condiéibrate of a typical user in a IBFD
and FDD self-backhauling network. All rates are calculdtedping the bandwidth partitioning
parametem = 0.8. Since the available bandwidth is entirely used by the P-&85 M-BSs in
IBFD network, the rate in IBFD networks, typically tends tei¢e that of FDD networks. As

the interference in IBFD network is more than the convemidfDD network, the rate is not
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twice that of the FDD networks.

o —e—IBFD N o4l "« IBFD
B -=— FDD E - FDD
S 025 . )
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I I I I 0L | | | | [

0 20 40 60 0 10 20 30 40

B, dB (P-BS Bias) As/Am (P-BSs Per M-BS)
Fig. 13: 7, =T, = Ty, = —10dB,\; = Fig. 14:7,, = T, = T, = —10dB, B, =
4),,. Covered rate increases highér until 22dB. Denser P-BSs limit the backhaul
an optimal point, after which it reduces as bandwidth available per P-BS and the cov-
the P-BS density remains constant. ered rate falls.

0.8 —»—Net Rate
-=-M-BS Rate

——P-BS Rate

o
(=)
T

Covered Rate (b/s/Hz)
o o
) N

| | | |
0 0.2 0.4 0.6 0.8

n (Bandwidth sharing factor at M-BS)

Fig. 15: Covered Rate vs. Bandwidth Shairng at M-BS, & T, = T, = —10dB. B, = 22 dB),
Available bandwidth at the M-BS needs to be segregated egources used for backhauling

P-BS and for direct access to users.

The plots in Fig['IB and Fif. 14 show the variation of rate wihying7, and\,. As expected,

the average normalized rate increases with increagingnd decreases with increasing P-BS
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density. In Fig[ 14, increasing P-BS density reduces thé&hmad bandwidth per P-BS and the
rate (which is the minimum over backhaul and access link) edsluces. Thus, the interference
from the backhaul to the access links as well as the divisiopaodwidth at the backhauling

M-BS, are two major limitations in the considered IBFD dadfekhauling network.

The plot in Fig.[IB shows that with = 0.8, there exists a bias point that achieves the
maximum average rate. Since the density of P-BSs is fourstithat of M-BSs, there exists
a point where all the P-BSs are fully utilized to deliver rédethe typical user and hence the
shape of the curve. Beyond this point, as the users are fdocadsociate to a weak8iR link
from the P-BS, the average rate begins to fall. The resultgimdd in this section indicate two
major impediments to achieving the full potential of IBFDIfdeackhauling networks that are
inter-tier interferencefrom the backhaul to access links abdndwidth divisiorat the M-BS to

accommodate backhauling resources for multiple P-BSs.

VI. CONCLUSION

This work proposed and analyzed a self-backhauling Hetgtitacture for IBFD as well
as traditional FDD enabled base-stations. A tractable andkgo-compute analytical model
for network wide coverage is derived and shown to match sitrar results. The paper shows
that the proposed IBFD self-backhauling network suffeosnflimitations posed by the inter-tier
interference and the bandwidth division at the backhalMirBS. Though IBFD capability helps
improve the average rates (conditioned on user being cdyérea factor less than double, the
coverage in such a network is close to half of its FDD couradrpAnalytical framework for
exact quantification of coverage under varying parametach as P-BS density, bias, pathloss
exponent, etc. has been derived. The proposed architeetyuees only small cells to be IBFD-
enabled, which is practically more suitable than IBFD operaon M-BS and user devices owing
to their high transmit powers and small form factors, retipely. The paper uses an example
IBFD network for clear exposition though similar analysislds for time-division duplexed

(TDD) networks, for instance, by replacing frequencjdsand f2 by time-slotst1 and¢2.
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APPENDIX A

JOINT PDF OF DISTANCE PAIR (75, 7)

The joint pdf of the distance palifrs,r) that characterizes the joint density of the access-
backhaul nodes is derived here.

1) A,, > 1: Considered first is the arrangement as shown in [Eig. 2a. Tm@gentations
in Fig.[2a depict cases depending on the location of the lzadkiy M-BS, provided the user
associates with the P-BS at a point Parts(A), (B) and (C') represent cases where the backhaul
disc (circle with radiug|r||) and the inner macro disc (circle with radius denoted(hy/’ =
A brae/emy

. do not intersect

« have finite intersection area

« represent a single disc (i.e. the backhaul disc engulfsrtherimacro disc)

Following this, the pdf is composed of three sub-parts ddpgnon where the backhauling
M-BS is found.

o Case(A): 0 < |Ir]| < v_(rs, A, as, apy) In this case the density function is given by the

void probabilities[[20] ofb, over®,NB(o, ||rs||)° and of®,, over®,,N(B(o, [|A;1re*/*"|)U
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« Case(B): |r|| € vI(rs, Am, as, ) This case has a finite intersection area between the
backhaul disc and the inner macro disc. Thus the void prdibaebiand so the density is
calculated as follows.

9 (e‘ a2 g (R(ATHE s ens (0 1) )

frsr) = OrsOr ’

wherelens(M;, Ms) denotes the area of the lens formed between paifitsand M, of

(18)

Fig.[2a (part(B)) and is given as in_[30].
o Case(CO): ||r|| > ve(rs, Am, as, o) This case has the backhaul disc completely engulf the
inner macro disc and the density is given as follows.

—)\Sm"g 6)\m7rr2>

f(rs,r) = ’ (6

Orsor (19)
= AT\ AT rse_”()‘mrh”\srg) )
2) 0 < A,, < 1: For this case the radii of the discs depicted in Eig. 2a chasge/A,, > 7.
Similar three cases are depicted in Higl 2b.
« Case(A): 0 < ||r]| < p—(rs, Am,as, ) This case is a zero probability case since it is
s fom A1
« Case(B): ||r|| € ut(rs, A, as, a,y) Equation [(IB) could directly be used to give this

already known that there is no M-BS within radiflis;

density function.
« Case(C): ||Ir|l > pi(rs, Am, as, auy,) This case is similar to the engulfment caseGese
(C)) for A,, > 1. Hence, the third part of the density function of Equatib8)(tould

directly be used.
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APPENDIX B

SMALL CELL COVERAGE PROBABILITY

Coverage probability of a user, given it is associated to allsoell is derived here. The

coverage probability is denoted Bt (SIR,s > T, SIRy, > T} | €5) -

Pr(SIRys > Ts, SIRgy, > Ty | €5) = E,., | Pr(SIRys > T, SIRgy > Ty | 75, 1) (20)

-

'

P (Te 1)
where,r, andr denote the points of Fig] 3 and are varied over a region sotligaevent:,
of equation[(b) is always true.
The inner probability term of equatioh_(20) is derived beldmvinterest of better clarity, the

representation of conditioning on pointsandr is dropped in the following derivation.

' Psgor- TSH_QS
Pufs(TsaTb) =Pr s > Ts,
7 Z PngZHZH_O‘S + Z ngozHZH_am + ngormH”r’mH_O‘m
ZeAi{ ZEAS
Pm TsT —am
| o
> Pogrollz — 1ol + X Pugeallz — 1] -om + 8P,
ZEA‘{ ZEAS

@ Py (gor, > kallrsl|® 11, Grur. > Kol

Qam 1'2) ,

where (a) results by takingc, = T,/ Ps andk,, = T,/ P,, and I; and I, are short notations for
interference terms i8IR,, andSIR,,, terms. Areasd; and A, are as defined irn_{8). Following

from the result above,

Pz;{[s(TSva) =K1, 1, [P (Gor, > ksllrsl|* 11, Grorn > k7| L2 | 11, I2)]

b
(:) Ell,lg [Pr(gors > kSHTS

(C) —keo || s —_ «
O g, g, [e kel h g=knlirl*mta | py 7))

“1) Pr(grir,, > kmllr(|*I2) [ 1y, L]

DE, . s He(—ks|\rs|\asPsgoz||z|ras)e(—kmnrnamPsgrsz||z—rs|ras)
0z 9drszs¥s

2€AS

Egy g g H o (FFsllrsl® Pr(goz 12l =2 +gorm rm [ =2™)) o (—km 7% Pmgrgz|z—rs]| =)
oz Jorm »Yrszs*+m
2€AS

o(—kmllrm 8Py
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Assumption of independently fading links gives result(tg. Result in(c) is based on the
assumption of fading power being exponentially fading wittit mean. Expandind;, I, and
separating terms belonging to the independent procebseand @, the result is as given by
(d). Simplifying further,

P,f (Ts Tb) (:8) Eg Groz,® H e(_ks”TS”asPSQOZHZ”7a5)6(_km”THQWPsgrszHZ_TS||7a5)
u,s ? 0z 9rgz,*¥s

2€A§

Egoe e || e (sllrsl® Pas(goz 12l 72m) ) o (=km I Pongrszlz=rsl| =2 )
0z 9rsz, ¥ m

2€A§

[e‘ksl\rsl\“styormI\Tml\"‘”‘} o(—kmllrom aP.)

gO”‘m

(f:)exp —A /1— L dz
(1 + Esllrsllo Pzl =) (1 4 Bl | Pollz = 7s]| 7o)
2€A§
A /1 ! d
CXpP | =Am - —a a —a o
S (e 2 o o B e (e 8 e )
e

o(—kmllromaP.) ( 1 ) .
1+ k|7 P |7 |72

Result in(e) simply follows from (d) by separating terms that depend on eitdgy or &, and

the ones that do not. The final step(ifi) uses the probability generating functional[21] of a
PPP and the result of the work in]29], as was used in (23).drhggthe result of( /) in (20)
and substituting the expectation with the pf, ) gives the result of (8).

APPENDIX C

M-BS COVERAGE PROBABILITY INIBFD SETTING

The coverage probability under M-BS could be derived as shibalow:

(a)

Pr (SIRum > Ty em) = By o [Pr(SIRym > T | 7, 75)]

ngor’ T/_am
=EK Pr m > T | v, T
T;nﬂ‘s Z ngOZHZH_a"” + Z PngZHZH_aS m | m?» 'S
2€mNB(o,ry, ) 2€D,NB(0,Asria™/ %5 )e

~~

F(®m,ds) (21)
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The result in(a) follows asr, andr/, are varied so that event, is always true which is in
accordance with the limits of integration inh_{10). Let thaenfierence (denominator) term in
(21) be denoted by(®,,, ®,), where®, could be thought of as the process defining the entire
characteristics of tiex. Therefore,®,, = {\,, P, Tin, B} and®, = {\,, P, T,, B,}. The

term F(®,,, ®,) is simplified as follows.

ngor’ T/_am
F(®,,, ®,) = Pr [ —22orm m
(@m, 22) < 1@, 0,)

(a) _ T,am s
= Er@,.0.) [e (T / P )™ I( @, ®5)

> T | 7, 7“5)
(22)

)
where, (a) follows from g, being a unit mean exponential random variable &He,,, ®,)

being independent af,. Continuing further,

/
—Im p plom

IZe — x|| s
F(@p, ®,) = Er, 0, [e‘me 5 comnpioe do- Il =m =P I L o Y

YE, o [] e~ T gosllzI e 0 | B g [] ¢~ P Pt gosll] ~ 0
ozy*¥m m oxy*'s

ZG‘PmﬂB(O,T;n)C 2€®,NB(0,A ’am/QS)C

sTm

2
0o _ ’2(¥7n/(15)\ PsTm \ as j‘o 1 dt
2 2/am 1 TT'm s\"h,, as/2 9b
—7r Am Ty Tiam/2 o 1+t
(c) p=2/am T (B By )as
=€ m e mTm ,

(23)
where (b) follows from the independence of the procesdgs and &, and the assumption of
fading on links being independent. Finally, follows from the single-tier coverage probability
result in [29].

APPENDIX D

M-BS T0 USERRATE
Rate under M-BS in the IBFD setting could be derived as fodiow
E [Rum | SIRum > 1)) = E [7log(1 4+ SIRym) | SIRum > Thn)
@) 5 / Pr(log(1 + STRun) > ¢ | SIRum > ) dt

>0

—

24
=7 / Pr(SIRym > 2¢ — 1| SIRyp > Ty dt (24)

t>0

Ui ¢
- Pr(SIRyy, > max(2' — 1, T),)) dt,
Pr(SIRum > Tin) / i max( )
t>0

where(a) follows from the fact that the rat&,,, is a positive random variable.

"'m
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APPENDIX E
M-BS T0 P-BSTO USERRATE (min (Rys, Ran))

The net rate obtained from P-BS is a minimum over M-BS to P-B&Khaul) and P-BS to

user (access) rates. This is derived as follows:

E [min (Rys, Rsm) | SIRyssm > Tsp) = /Pr (min (Rys, Rsm) >t | SIRys.sm > Tsyp) dt

t>0

= /Pr (Rus > t, Ry >t | SIRyssm > Tsp) dt

t>0

= /Pr <log(1 + SIRys) > t, n log(1 + SIRgm) >t | SIRys sm > TSJ,) dt
n

t>0

= /Pr (SIRUS > 2" — 1, SIR,,, > 2% — 1| SIRys.sm > T&b) dt
t>0

1 n
= / Pr (SIRUS > max(2' — 1, T},), SIR,, > max(27t -1, Tb)) dt.
PI‘(SIRUS’sm > Ts,b)
>0

(25)
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