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Abstract

This paper considers an unmanned-aerial-vehicle-enabled (UAV-enabled) wireless network where
a relay UAV is used for two-way communications between a ground base station (BS) and a set of
distant user equipment (UE). The UAV adopts the amplify-and-forward strategy for two-way relaying
over orthogonal frequency bands. The UAV positioning and the transmission powers of all nodes are
jointly designed to maximize the sum rate of both uplink and downlink subject to transmission power
constraints and the signal-to-noise ratio constraint on the UAV control channel. The formulated joint
positioning and power control (JPPC) problem has an intricate expression of the sum rate due to two-
way transmissions and is difficult to solve in general. We propose a novel concave surrogate function
for the sum rate and employ the successive convex approximation (SCA) technique for obtaining a
high-quality approximate solution. We show that the proposed surrogate function has a small curvature
and enables a fast convergence of SCA. Furthermore, we develop a computationally efficient JPPC
algorithm by applying the FISTA-type accelerated gradient projection (AGP) algorithm to solve the
SCA problem as well as one of the projection subproblem, resulting in a double-loop AGP method.
Simulation results show that the proposed JPPC algorithms are not only computationally efficient but
also greatly outperform the heuristic approaches.
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I. INTRODUCTION

Recently, deploying unmanned aerial vehicles (UAVs) in wireless communication networks for

coverage and throughput enhancement has attracted significant attention from both the industry

and academia [1]–[3]. The swift mobility of UAV enables fast deployment and establishment

of communications in emergency situations such as for rescue after hurricane or earthquake.

The lower cost of UAV than the traditional communication infrastructure also makes UAV a

cost-effective option for the network coverage and throughput enhancement in coverage-limited

zones like the rural or mountainous areas. Besides, UAVs in general have better air-to-ground

(A2G) channels due to a high probability of line of sight (LOS) link with ground users [4].

Therefore, the UAV has been considered for being an aerial base station (BS) [5]–[10], wireless

relay [11]–[16], and for networking [17], [18] as well as for data collection and dissemination

in wireless sensor networks [19]–[23]. Several industrial projects that leverage the UAV for

enhanced wireless communications, like the Facebooks laser drone test [24] and Qualcomms

drone communication plan [3], are also proposed.

A. Related Works

There are still many technical challenges to overcome in order to harvest the benefits of UAV-

enabled wireless communications [2]. Specifically, the air-to-ground (A2G) channel is different

from the existing ground-to-ground channel, and is highly dependent on the position of UAV. In

addition, due to limited battery energy, joint positioning/flying trajectory design and transmission

power control are critical to achieve high spectral efficiency and energy efficiency in UAV-enabled

communication systems. For example, reference [5] derived a fix-wing UAV propulsion energy

consumption model and studied the joint UAV trajectory and transmission power control problem

for maximizing the system energy efficiency. By deploying the UAV as an aerial BS, reference

[6] studied the trajectory and power control problem for maximizing the minimum downlink

rate of ground users over orthogonal channels. By assuming that the aerial BS has multiple

antennas, reference [7] considered joint optimization of the UAV flying altitude and beamwidth

for throughput maximization in multicast, broadcast and uplink scenarios, respectively. Reference

[8] considered the placement of a minimum number UAV-mounted BSs for providing required

quality of service for the ground users, while [9] studied the joint scheduling, flying trajectory

and power control of multiple UAV-mounted BSs for maximizing the minimum rate of served

ground users. Unlike [8], [9], by modeling the positions of the UAVs as a 3-dimensional Poisson
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point process, the work of [10] considered the spectrum sharing problem between the cellular

network and drone small cells, and investigated the deployment density of UAVs to maximize

the outage-constrained throughput. While most of the aforementioned works have assumed

deterministic LOS links, the work [25] has studied the optimal flying altitude of a UAV for

coverage maximization under a probabilistic LOS channel model [26].

When the UAV is deployed as a wireless relay, the position and flying trajectory design

are also of great importance [11]. The work [12] considered an uplink relaying system and

optimized the flying heading of the UAV for maximizing an ergodic transmission rate. In [13], a

decode-and-forward relay system is considered, and the UAV flying trajectory and transmission

power are jointly optimized for maximizing the throughput between the ground BS and user

equipment (UE). In [15], the authors considered the UAV positioning problem in a relay system

by incorporating the local topological information, where the UAV is aimed to be deployed in

a position that can enjoy LOS links. The work [14] considered an uplink multi-UAV relaying

system under the LOS channels with random phase. The UAV positions and UE transmission

powers are jointly optimized to maximize the minimum ergodic throughput of ground UEs.

Reference [16] considered the use of a relay UAV for communicating with another observation

UAV and studied the optimal positioning of the relay UAV for throughput maximization. The

works [17] and [18] considered the deployment of multiple relay UAVs to form an ad-hoc

network and achieve long distance communications, respectively.

B. Contributions

In this paper, we consider a wireless relay network where the UAV is used to extend the service

of a BS for a set of distant ground UEs, as shown in Fig. 1. Different from the aforementioned

works where either uplink or downlink transmission is considered, we consider the two-way

communications between the BS and ground UEs. Besides, unlike [6], [12] which consider only

one-hop communication between the UEs and UAV, we consider the two-hop communications

where the relay UAV amplifies and forwards (AF) the signals from one side to the other.

We assume the LOS channels and aim to optimize the UAV position and transmission powers

of the BS, UEs and the UAV jointly, for maximizing the sum rate of the two-way communication

links. Except for the maximum transmission power constraints, we also consider the quality of

service (QoS) constraint on the control link between the BS and the relay UAV. In practice, the

control link is used for control and command signaling between the relay UAV and the BS, and
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Fig. 1: UAV-enabled two-way relay communications

is essential to the UAV motion control. The formulated joint UAV positioning and power control

(JPPC) problem has a complicated non-concave sum rate function and is difficult to solve in

general. The main contributions are summarized as below.

1) We first consider a simple scenario with only one UE [11], and present a semi-analytical

solution to the JPPC problem. It is shown that the optimal position of the relay UAV, when

projected onto the x-y plane, must lie on the line segment between the BS and UE.

2) For the general case with multiple UEs, we employ the successive convex approximation

(SCA) technique [27]. In SCA, one solves a surrogate convex optimization problem itera-

tively by replacing the non-concave objective by a concave surrogate function. Interestingly,

according to [28], the curvature of the surrogate function has a direct impact on the

convergence behavior of the SCA iterations. By carefully exploiting the function structure,

we propose a concave surrogate function for the SCA algorithm. Moreover, we show that

the proposed surrogate function has a smaller curvature than the one that is obtained by

following the recent work [23], and can lead to a fast convergence of the SCA iterations.

3) The SCA algorithm requires one to globally solve the convex surrogate problem in every

iteration. Since the convex surrogate problem does not admit closed-from solutions, it

requires one to employ another powerful optimization method in order to solve the surrogate

problem, which may not be efficient especially when the number of UEs is large. To improve

the computation efficiency, we adopt a recently proposed algorithm by [29] which combines

the SCA iteration with the FISTA-type accelerated gradient projection (AGP) algorithm

[30]. By applying the algorithm in [29] to our JPPC problem, one of the step involves

projection onto a set of quadratic constraints. We further employ the AGP method to solve

the Lagrange dual problem of the projection step. Thus, the proposed algorithm for the
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JPPC problem involves double loops of AGP iterations.

4) Simulation results are presented to show that the SCA algorithm using the proposed sur-

rogate function exhibits a significantly faster convergence behavior than that using [23].

Besides, the double-loop AGP algorithm can further reduce the computation time by more

than an order of magnitude. Simulation results also reveal that fact that the optimal posi-

tioning of the relay UAV is not trivial since the optimized solution can greatly outperform

simple strategies that deploy the relay UAV on top of the BS or in a geometric center of

the network.

The remainder of the paper is organized as follows. Section II presents the two-way relay

system model and formulates the JPPC problem. The scenario with only one UE is studied

in Section III. In Section IV, the proposed SCA algorithm and double-loop AGP algorithm

are presented. The simulation results are given in Section V. Finally, conclusions are drawn in

Section VI.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

As illustrated in Fig. 1, we consider a UAV-enabled wireless two-way relaying communication

network constituted by K UEs, one UAV and one BS. All the nodes are equipped with single

antenna. It is assumed that there is no direct communication link between the UEs and the

BS, and the UAV plays a role relaying the uplink signals from the UEs to the BS as well

as relaying the downlink signals from the BS to the UEs. So the UAV extends the service

coverage of the BS, and its flying and communication are controlled by the BS. Without lose

of generality, we assume that all the UEs and the BS are located at the same ground plane.

Denote by uk = (xk, yk, 0)T ∈ R3 a three dimension (3D) location of the kth UE and by

b = (xb, yb, 0)T ∈ R3 the 3D location of the BS. The UAV flies in the sky with a fixed altitude

h (meters) and its 3D location is denoted by xr = (xr, yr, h)T ∈ R3.

We assume that the frequency division duplex (FDD) is used for uplink and downlink com-

munications. The UAV works as a two-way relay which amplifies and forwards the uplink and

downlink signals to the BS and UEs, respectively. Besides, the frequency division multiplxing

(FDM) is used so that the communication links of different UEs are orthogonal to each other

and have no cross-link interference. For the uplink transmission, i.e., the UE→UAV→BS link,

we denote pu,k ≥ 0 as the transmission power of each UE k, where k ∈ K , {1, · · · , K}. The
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transmission power allocated by the UAV for relaying the uplink signals from UE k to the BS

is denoted by pU
r,k ≥ 0, k ∈ K. For the downlink transmission, i.e., the BS→UAV→UE link, the

transmission power of the BS for UE k is pb,k ≥ 0, k ∈ K. The downlink relaying power of the

UAV for UE k is denoted as pD
r,k ≥ 0, k ∈ K. Since the air-to-ground (A2G) channel between

the UAV and BS and that between the UAV and UEs usually consist of a strong line-of-sight

(LOS) link [14], we adopt this model throughout this paper.

Uplink signal model: Denote sU
k ∼ N (0, 1) as the Gaussian information signal sent by UE

k. In the first time slot of the AF transmission, the signals received by the UAV are given by

yU
r,k =

√
βpu,k
d2
kr

sU
k + wr, k ∈ K, (1)

where β is the reference channel gain at the distance 1 meter from the UE, dkr , ‖xr − uk‖

is the Euclidean distance between UE k and the UAV, and wr ∼ N (0, σ2) is the additive noise

with zero mean and variance σ2. In the second time slot, the UAV amplifies the received signal

yU
r,k and transmits it to the BS. In particular, by assuming that the channel state information

(CSI) is available at the UAV, the UAV can amplify the signal yU
r,k with a gain

√
pU
r,kg

U
r,k where

gU
r,k =

1

pu,kβd
−2
kr + σ2

(2)

is the inverse of the signal power of yU
r,k, and pU

r,k > 0 is the uplink transmission power of the

UAV. Thus the received signal at the BS for UE k is given by

yU
b,k =

√
β

d2
rb

√
pU
r,kg

U
r,k y

U
r,k + wb

=

√
β

d2
rb

√
pU
r,kg

U
r,k

(√
βpu,k
d2
kr

sU
k + wr

)
+ wb

=

√
β2pU

r,kpu,k

d2
rbd

2
kr

gU
r,ks

U
k +

√
βpU

r,k

d2
rb

gU
r,kwr + wb,

(3)

where drb , ‖xr − b‖ is the distance between the UAV and the BS and wb ∼ N (0, σ2) is the

additive noise at the BS. By (3), the uplink signal-to-noise ratio (SNR) for the kth UE can be
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expressed as

SNRU
k =

β2gU
r,kp

U
r,kpu,kd

−2
rb d

−2
kr

βgU
r,kp

U
r,kd

−2
rb σ

2 + σ2

=
β2pU

r,kpu,kd
−2
kr d

−2
rb

βpU
r,kd

−2
rb σ

2 + βpu,kd
−2
kr σ

2 + (σ2)2

=
pU
r,kpu,kd

−2
kr d

−2
rb ξ

pU
r,kd

−2
rb + pu,kd

−2
kr + ξ−1

, (4)

where (2) is applied to obtain the second equality and ξ , β
σ2 is defined in the last equality.

Downlink signal model: In the downlink transmission, given the information signal sD
k ∼

N (0, 1) for UE k sent from the BS in the first time slot, the received signal at the UAV is given

by

yD
r,k =

√
βpb,k
d2
rb

sD
k + wr. (5)

In the second time slot, the UAV amplifies yD
r,k by the gain

√
pD
r,kg

D
r,k, where

gD
r,k =

1

βpb,kd
−2
rb + σ2

, (6)

and forwards it to UE k. The received signal at UE k is given by

yU
b,k =

√
β

d2
kr

√
pD
r,kg

D
r,k y

D
r,k + wk

=

√
β2pD

r,kpb,k

d2
krd

2
rb

gD
r,ks

D
k +

√
βpD

r,k

d2
kr

gD
r,kwr + wk,

(7)

where wk ∼ N (0, σ2) is the additive noise at UE k. By (7), the downlink SNR for the kth UE

is thus given by

SNRD
k =

pD
r,kpb,kd

−2
rb d

−2
kr ξ

pD
r,kd

−2
kr + pb,kd

−2
rb + ξ−1

. (8)

Denote by pU
r , (pU

r,1, · · · , pU
r,K)T , pD

r , (pD
r,1, · · · , pD

r,K)T , pb , (pb,1, · · · , pb,K)T and pu ,

(pu,1, · · · , pu,K)T the vectors that collect the transmission powers of the UAV, BS and the UEs,

respectively. Based on the uplink and downlink SNR expressions in (4) and (8), the sum rate of

the network is

Rs(xr,pb,p
U
r ,p

D
r ,pu) =

K∑
k=1

(RU
k (xr,p

U
r ,pu) +RD

k (xr,pb,p
D
r ))

=
K∑
k=1

W

2

(
log(1 + SNRU

k ) + log(1 + SNRD
k )
)
,

(9)
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where W is the frequency bandwidth allocated for each UE, and RU
k (xr,p

U
r ,pu) = W

2
log(1 +

SNRU
k ) and RD

k (xr,pb,p
D
r ) = W

2
log(1 + SNRD

k ) are respectively the uplink and downlink

transmission rates of each UE k. As the AF relay transmission requires two time slots, the

rate is divided by 2 in (9).

Control link: Besides the data transmission, signaling on the control link between the UAV

and the BS requires stringent communication quality. Let us denote pc as the trasmisssion power

for the control signaling between the BS and the UAV. Then, the received SNR for the control

link is

SNRc =
βpc
d2
rbσ

2
=
ξpc
d2
rb

. (10)

Note that the control link is symmetric between the BS and the UAV under the LOS channel

model. Thus, both the UAV and BS use the same power pc for control signaling.

B. Problem Formulation

Denote by Pr, Pb and Pu,k the maximum transmission powers of the UAV, the BS and each

UE k, respectively. By (4), (8), (9) and (10), we consider the following joint UAV positioning

and power control (JPPC) problem

max
xr, pb,p

U
r ,p

D
r ,pu≥0,

pc≥0

Rs(xr,pb,p
U
r ,p

D
r ,pu) (11a)

s.t. 1TpUr + 1TpD
r + pc ≤ Pr, (11b)

1Tpb + pc ≤ Pb, (11c)

pu,k ≤ Pu,k, k ∈ K, (11d)

SNRc ≥ γc, (11e)

where 1 is the all-one vector, and γc is the SNR requirement of the downlink and uplink control

signaling. The constraints (11b) and (11c) are the total transmission power constraints at the

UAV and the BS, respectively; (11d) constrains the maximum transmission power of each UE

k.

Property 1 All constraints (11b) to (11e) of problem (11) hold with equality at the optimum.

Proof : It is easy to verify that SNRU
k in (4) is an increasing function of pu,k and pU

r,k,

respectively; similary, SNRD
k in (8) is an increasing function of pb,k and pD

r,k, respectively. Thus,

constraints (11b) to (11d) must hold with equality at the optimum. If (11e) holds with strict
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inequality at the optimum, then one can reduce pc and it makes (11b) to (11d) inactive. Then,

either pb,k, pU
r,k or pD

r,k can be further increased to improve the sum rate. As a result, (11e) must

also hold with equality at the optimum. �

By Property 1, we obtain the optimal pu,k = Pu,k,∀k ∈ K, and pc = γcξ
−1‖xr − b‖2 for

problem (11). Thus, problem (11) can be simplified as

max
xr, p≥0

Rs(xr,p) (12a)

s.t. 1TpUr + 1TpD
r +

γc
ξ
‖xr − b‖2 ≤ Pr, (12b)

1Tpb +
γc
ξ
‖xr − b‖2 ≤ Pb, (12c)

where p , ((pU
r )T , (pD

r )T ,pTb )T , and, with a slight of abuse of notation,

Rs(xr,p) ,
K∑
k=1

(
RU
k (xr, p

U
r,k) +RD

k (xr, pb.k, p
D
r,k)

)
, (13)

RU
k (xr, p

U
r,k) =

W

2
log
(

1 +
pU
r,kPu,kd

−2
kr d

−2
rb ξ

pU
r,kd

−2
rb + Pu,kd

−2
kr + ξ−1

)
, (14)

RD
k (xr, pb.k, p

D
r,k) =

W

2
log
(

1 +
pD
r,kpb,kd

−2
rb d

−2
kr ξ

pD
r,kd

−2
kr + pb,kd

−2
rb + ξ−1

)
. (15)

III. UAV POSITIONING AND POWER CONTROL: SINGLE UE CASE

To gain more insights, let us first study a special instance of problem (12) with only one UE

(K = 1). For the signle UE case, problem (12) reduces to

max
xr, p≥0

Rs(xr,p) (16a)

s.t. (pUr + pD
r ) +

γc
ξ
‖xr − b‖2 ≤ Pr, (16b)

pb +
γc
ξ
‖xr − b‖2 ≤ Pb, (16c)

where

Rs(xr,p) =
W

2

(
log(1 +

pU
r Puξ

pU
r d

2
ur + Pud2

rb + ξ−1d2
urd

2
rb

)

+ log(1 +
pD
r pbξ

pD
r d

2
rb + pbd2

ur + ξ−1d2
rbd

2
ur

)

)
. (17)

Here, the subscript k of all variables is removed for notation simplicity; besides, each dkr is

replaced by dur = ‖xr − u‖ in which u is the 3D location of the UE.

It is not surprising to see that the following statement is true.
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Property 2 When projected onto the x-y plane, the optimal UAV position is on the line segment

connecting the BS and the UE.

Proof : The proof is presented in Appendix A.

By Property 2, we can write xr = u + αs + hez, where s = b−u
‖b−u‖ , ez = (0, 0, 1)T and

0 ≥ α ≤M , ‖b− u‖. By this expression and Property 1, we have

d2
ur = ‖xr − u‖2 = α2 + h2, (18)

d2
rb = ‖xr − b‖2 = (M − α)2 + h2, (19)

pb = Pb −
γc
ξ

((M − α)2 + h2). (20)

Thus, problem (16) is equivalent to the following problem

max
0≤α≤M

 max
pUr ≥0,pDr ≥0

Rs

(
α, pU

r , p
D
r

)
s.t. pU

r + pD
r ≤ Pr − γc

ξ
((M − α)2 + h2)

 (21)

= max
0≤α≤M

R?
s (α) (22)

where Rs

(
α, pU

r , p
D
r

)
is obtained by substituting (18), (19) and (20) into (17), and R?

s (α) denotes

the optimal sum rate of the inner problem in (21) with a given value of α. It is worth noting

that, while problem (21) is not a convex problem, the inner problem with a given value of α

is a convex problem (since Rs

(
α, pU

r , p
D
r

)
is a concave function for pU

r , p
D
r ≥ 0), which can

be efficiently solved. Therefore, one can globally solve problem (16) by searching the optimal

value of α ∈ [0,M ] in (22).

IV. UAV POSITIONING AND POWER CONTROL: MULTIPLE USER CASE

In this section, we study efficient algorithms to solve the UAV positioning and power control

problem (12) with multiple UEs. Unlike the single user case, (12) is much more challenging

to solve due to the non-concave objective function. Our aim is to develop computationally

efficient algorithms for (12). Specifically, the proposed approach is based on the successive

convex approximation (SCA) method [27], [28], [31], where one obtains a suboptimal solution

by solving a sequence of convex surrogate problems. For our problem (12), since the constraints

(12b) and (12c) are both convex, we need to find a proper concave surrogate function for the

non-concave sum rate function Rs(xr,p). Next, we propose such a concave surrogate function

that is amenable for fast SCA convergence.
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A. Proposed SCA Algorithm

Let us present a concave surrogate function for Rs(xr,p) in (13). Let (p̄b, p̄
D
r , p̄

U
r , x̄r) be a

feasible point to problem (12). Define

d̄rb , x̄r − b, drb , xr − b (23a)

d̄kr , x̄r − uk, dkr , xr − uk, k ∈ K, (23b)

and

ĪD
k , ξ−1‖d̄rb‖2

p̄b,k
+ ξ−1‖d̄kr‖2

p̄D
r,k

+ ξ−2‖d̄rb‖2

p̄b,k

‖d̄kr‖2

p̄D
r,k

, (24)

ĪU
k , ξ−1‖d̄kr‖2

p̄u,k
+ ξ−1‖d̄rb‖2

p̄U
r,k

+ ξ−2‖d̄kr‖2

p̄u,k

‖d̄rb‖2

p̄U
r,k

, (25)

for all k ∈ K.

Proposition 1 The function

R̄s (xr,p) ,
W

2

K∑
k=1

(R̄D
k (xr, pb,k, p

D
r,k) + R̄U

k (xr, p
U
r,k)), (26)

where R̄D
k (xr, pb,k, p

D
r,k) and R̄U

k (xr, p
U
r,k) are respectively given in (28) and (29) at the bottom

of next page, is a concave function and is a locally tight lower bound of the sum rate function

(13), i.e.,

Rs(x̄r, p̄) = R̄s(x̄r, p̄), (27a)

Rs(xr,p) ≥ R̄s(xr,p), (27b)

for all feasible (xr,p)

Proof : The derivations of (28) and (29) are technical. They are obtained by carefully examining

the function structure and applying the first-order Taylor lower bound of convex components in

the rate functions. The details are given in Appendix B. �

By replacing the objective function of (12) by (26), we obtain the following convex optimiza-

tion problem

max
xr, p≥0

R̄s (xr,p) (30a)

s.t. 1TpUr + 1TpD
r +

γc
ξ
‖xr − b‖2 ≤ Pr, (30b)

1Tpb +
γc
ξ
‖xr − b‖2 ≤ Pb. (30c)
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The proposed SCA algorithm for solving problem (12) then iteraively solves (30) with a given

feasible point (p̄, x̄r) obtained in the previous iteration, as shown in Algorithm 1. Since the

constraint set of problem (12) is compact and convex, according to [32, Corollary 1], it can

be shown that the variables (p,xr) yielded by Algorithm 1 converges to a stationary point of

problem (12) as the iteration number goes to infinity.

Remark 1 It is worthwhile to mention that, except for using the off-the-shelf convex solvers

such as CVX [33] to solve (30), it would be more efficient to develop a customized algorithm.

For example, because the Slater’s condition holds for (30), one may consider the Lagrange dual

problem of (30), i.e.,

max
λ≥0,µ≥0

{
min
xr,p≥0

L1 (xr,p, λ, µ)

}
, (31)

R̄D
k (xr, pb,k, p

D
r,k) , log

(
1 + ξ−1

(
2d̄Trb
p̄b,k

drb −
‖d̄rb‖2

p̄2
b,k

pb,k

))
+ log

(
1 + ξ−1

(
2d̄Tkr
p̄D
r,k

dkr −
‖d̄kr‖2

(p̄D
r,k)

2
pD
r,k

))

− log(ĪD
k ) + 1− 1

ĪD
k ξ

(
‖drb‖2

pb,k
+
‖dkr‖2

pD
r,k

)
− 1

2ĪD
k ξ

2

(
‖drb‖2

pb,k
+
‖dkr‖2

pD
r,k

)2

+
1

2ĪD
k ξ

2

[(
4‖d̄rb‖2d̄Trbdrb

p̄2
b,k

− 2(‖d̄rb‖2)2pb,k
p̄3
b,k

− (‖d̄rb‖2)2

p̄2
b,k

)

+

(
4‖d̄kr‖2d̄Tkrdkr

(p̄D
r,k)

2
−

2(‖d̄kr‖2)2pD
r,k

(p̄D
r,k)

3
− (‖d̄kr‖2)2

(p̄D
r,k)

2

)]
, (28)

R̄U
k (xr, p

U
r,k) , log

(
1 + ξ−1

(
2d̄Tkr
Pu,k

dkr −
‖d̄kr‖2

Pu,k

))
+ log

(
1 + ξ−1

(
2d̄Trb
p̄U
r,k

drb −
‖d̄rb‖2

(p̄U
r,k)

2
pU
r,k

))

− log(ĪU
k ) + 1− 1

ĪU
k ξ

(
‖dkr‖2

Pu,k
+
‖drb‖2

pU
r,k

)
− 1

2ĪU
k ξ

2

(
‖dkr‖2

Pu,k
+
‖drb‖2

pU
r,k

)2

+
1

2ĪU
k ξ

2

[(
4‖d̄kr‖2d̄Tkrdkr

P 2
u,k

− 3(‖d̄kr‖2)2

P 2
u,k

)

+

(
4‖d̄rb‖2d̄Trbdrb

(p̄U
r,k)

2
−

2(‖d̄rb‖2)2pU
r,k

(p̄U
r,k)

3
− (‖d̄rb‖2)2

(p̄U
r,k)

2

)]
. (29)
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Algorithm 1 Proposed SCA Algorithm for Problem (12)

1: Given an initial point (p0,x0
r) that is feasible to problem (12); Set i = 0.

2: repeat

3: Update (p̄, x̄r) by (pi,xir).

4: Solve problem (30) and obtain the optimal solution (pi+1,xi+1
r ).

5: i← i+ 1.

6: until Rs(x
i
r,p

i)−Rs(x
i−1
r ,pi−1) ≤ ε0

where

L1 (xr,p, λ, µ) = −R̄s (xr,p) + λ

(
1TpUr + 1TpD

r +
γc
ξ
‖xr − b‖2 − Pr

)
+ µ

(
1Tpb +

γc
ξ
‖xr − b‖2 − Pb

)
(32)

is the Lagrangian function, and λ ≥ 0 and µ ≥ 0 are the dual variables associated with (30b) and

(30c), respectively. The dual subgradient ascent (DSA) method [34] can be applied to (31) while

the inner minimization problem minxr,p≥0 L(xr,p, λ, µ) can be solved by applying the gradient

projection (GP) method [35]. Since L1 (xr,p, λ, µ) has a separable strucutre (it is a summation

and each of the terms involves variables of either one UE or the UAV only), the GP method for

the inner minimization problem can inherently be implemented in a fully parallel manner. The

resultant algorithm is therefore more time efficient than the general-purpose solvers.

B. Comparison with the Surrogate Function in [23]

It is important to notice that the locally tight surrogate functions presented in Proposition 1

are simply one of the choices for SCA optimization, and a different surrgorate function may

be obtained by another approach. From a theoretical point of view, as long as the surrogate

function is a locally tight lower bound, i.e., satisfies (27), convergence of the SCA algorithm is

guaranteed. Nevertheless, different surrograte functions may result in quite different convergence

behavior. In accordance with [28, Theorem 3], the iteration complexity of the SCA algorithm is

in the order of O(L
2

ε
), where ε is a solution accuracy and L is the gradient Lipschitz constant of

the employed surrogate function. The constant L represents the curvature and is also the spectral

radius of the Hessian matrix of the surrogate function provided that it is twice differentiable.

In this subsection, we aim to demonstrate that the proposed surrogate functions in Proposition

1 is good in the sense that it has a faster convergence behavior than a surrogate function that is
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deduced following the idea in a recent work [23]. In particular, as we show in Appendix C, by

following a similar method as in [23, Eqn. (20)], one can obtain

R̂s (xr,a) ,
W

2

K∑
k=1

(R̂D
k (xr, ab,k, a

D
r,k) + R̂U

k (xr, a
U
r,k)), (33)

as another concave and locally tight lower bound for Rs(xr,p) in (13). Here

R̂D
k (xr, ab,k, a

D
r,k) = log

(
1 + ξ

2āD
r,k

‖d̄kr‖2
aD
r,k − ξ

(āD
r,k)

2

(‖d̄kr‖2)2
‖dkr‖2

)

+ log
(

1 + ξ
2āb,k
‖d̄rb‖2

ab,k − ξ
(āb,k)

2

(‖d̄rb‖2)2
‖drb‖2

)
− log

(
1 + J̄D

k

)
+

J̄D
k

1 + J̄D
k

− ξ

1 + J̄D
k

(
(aD
r,k)

2

‖uk‖2 − ‖x̄r‖2 + 2(d̄kr)Txr
+

a2
b,k

‖b‖2 − ‖x̄r‖2 + 2(d̄rb)Txr

)
,

(34)

R̂U
k

(
xr, a

U
r,k

)
= log

(
1 + ξ

2āU
r,k

‖d̄rb‖2
aU
r,k − ξ

(āU
r,k)

2

(‖d̄rb‖2)2
‖drb‖2

)

+ log
(

1 + ξ
2Pu,k
‖d̄kr‖2

− ξ Pu,k
(‖d̄kr‖2)2

‖dkr‖2

)
− log

(
1 + J̄U

k

)
+

J̄U
k

1 + J̄U
k

− ξ

1 + J̄U
k

(
(aU
r,k)

2

‖b‖2 − ‖x̄r‖2 + 2(d̄rb)Txr
+

Pu,k
‖uk‖2 − ‖x̄r‖2 + 2(d̄kr)Txr

)
.

(35)

where ab,k =
√
pb,k, a

D
r,k =

√
pD
r,k and aU

r,k =
√
pU
r,k; āb,k =

√
p̄b,k, ā

D
r,k =

√
p̄D
r,k and āU

r,k =
√
p̄U
r,k;

and

J̄D
k = ξ

(
(āD
r,k)

2

‖uk − x̄r‖2
+

ā2
b,k

‖x̄r − b‖2

)
, J̄U

k = ξ

(
(āU
r,k)

2

‖x̄r − b‖2
+

Pu,k
‖uk − x̄r‖2

)
. (36)

Next we compare the two surrogate functions in (26) and (33) analytically and numerically. For

ease of illustration, we focus on the UAV position variable xr only and assume that the power

variables p are fixed at the given value p̄. As mentioned, by [28, Theorem 3], the iteration

complexity of the SCA algorithm to reach a stationary point is in the order of O(L
2

ε
). If a

surrogate function has a larger value of L, the surrogate function has a larger curvature and thus

the SCA algorithm would progress slowly. The following result compares the curvature of the

two surrogate functions at the given point (x̄r, p̄).
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Proposition 2 Consider the surrogate functions R̄s(xr, p̄) in (26) and R̂s(xr, p̄) in (33). When

ξ is large, the spectral radius of the Hessian matrices ∇2
xr
R̄s(xr, p̄)) and ∇2

xr
R̂s(xr, p̄)) satisfy

|λmax(∇2
xr
R̄s(xr, p̄))| ≤ O(ξ−1) + c, (37)

|λmax(∇2
xr
R̂s(xr, p̄))| ≤ O(1), (38)

respectively, where c > 0 is a constant. Moreover, when xr = x̄r and ξ →∞,

|λmax(∇2
xr
R̂s(x̄r, p̄))| > |λmax(∇2

xr
R̄s(xr, p̄))|. (39)

Proof: The result is obtained by deriving upper and lower bounds of the Hessian matrices of

the surrogate functions; details are given in Appendix D. �

As ξ is typically a large number1, Proposition 2 shows that the curvature of the proposed

surrogate function in (26) can be smaller than that of the surrogate function in (33) at the

approximation point. While Proposition 2 gives only a limited claim, the curvature difference

between the two surrogate functions can actually be large numerically. To demonstrate this,

we draw in Fig. 2 (3D curve in Fig. 2(a) and side view along the x-axis in Fig. 2(b)) the

sum rate function Rs(xr, p̄) and the surrogate functions R̄s(xr, p̄) and R̂s(xr, p̄) with respect

to the UAV position xr for a scenario with K = 5 UEs. The simulation setting is the same

as that in Section V. First of all, one can see that the sum rate function Rs(xr, p̄) is non-

concave whereas the two surrogate functions R̄s(xr, p̄) and R̂s(xr, p̄) are concave and lower

bounds of Rs(xr, p̄). Secondly, at the given point of x̄r which is equal to the geometry center

c , ( 1
K

∑K
k=1 uk + b)/2, the proposed surrogate function R̄s(xr, p̄) is much less curvy than the

surrogate function R̂s(xr, p̄). Besides, comparing to R̂s(xr, p̄), the maximum function value of

R̄s(xr, p̄) is closer to that of Rs(xr, p̄). Therefore, in accordance with [28, Theorem 3], one can

anticipate that the SCA algorithm using R̄s(xr,p) would exhibit a faster convergence behavior.

In Fig. 3, we further show the convergence curves (achieved sum rate versus iteration number)

of the SCA algorithms using surrogate functions R̄s(xr, p̄) and R̂s(xr, p̄), respectively. Once

can observe from the figure that the two converge curves are drastically different – the SCA

algorithm using R̄s(xr, p̄), i.e., Algorithm 1, quickly converges with around 15 iterations whereas

that using R̂s(xr, p̄) takes around 100 iterations to reach the same value of sum rate. These

numerical results corroborate Proposition 2.

1 For β = −40 dB and σ2 = −169 dBm/Hz× 10 MHz = −99 dBm, ξ is approximately 109.
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Fig. 2: Illustration of the sum rate function Rs(xr, p̄) and the surrogate functions R̄s(xr, p̄) and R̂s(xr, p̄) with

respect to the UAV position xr for a scenario with K = 5 UEs; R̄s(xr, p̄) and R̂s(xr, p̄) are obtained by setting

x̄r equal to the geometry center point and the power values are set to p̄Dr,k = p̄Ur,k = Pr/(2K) and pb,k = Pb/K

for all k ∈ K.

0 20 40 60 80 100 120
52

53

54

55

56

57

58

59

SCA Iterations

A
ch

ie
v

ed
 S

u
m

  
R

at
e

 

 

SCA with R  (Algorithm 1) s

SCA with Rs

Benchmark

ˉ  

ˆ

Fig. 3: Convergence curves of the proposed SCA algorithm using surrogate functions R̄s(xr,p) in (26) and

R̂s(xr,p) in (33), respectively.

C. Double-Loop Accelerated Gradient Projection

As discussed in Remark 1, for the convex approximation problem (30), one may solve its

Lagrange dual problem via the DSA method. However, due to the iterative SCA updates in

Algorithm 1, the DSA algorithm needs to be called for every iteration of SCA. Recently, the

authors of [29] proposed an algorithm that combines the SCA approximation and the FISTA-
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type accelerated gradient projection (AGP) algorithm [30]. The algorithm, which is referred to as

gradient extrapolated majorization-minimization (GEMM), can in practice converge faster than

the algorithm that uses AGP to solve the convex approximation problem in every SCA iteration.

In this subsection, we extend the idea of GEMM to our UAV JPPC problem (12), and propose

a double-loop AGP method.

For ease of exposition, let us write problem (12) compactly as

max
y

Rs(y) s.t. y ∈ Y , (40)

where y , (xTr ,
(
pU
r

)T
,
(
pD
r

)T
,pTb )T , and

Y ,
{
y | 1TpUr + 1TpD

r +
γc
ξ
‖xr − b‖2 ≤ Pr,

1Tpb +
γc
ξ
‖xr − b‖2 ≤ Pb, p ≥ 0

}
. (41)

Moreover, we write the surrogate function R̄s(xr,p) in (30a) as R̄s(y; ȳ). By [29] , the GEMM

involves the following iterative updates: for i = 1, 2, . . . ,

zi = yi +
i− 1

i+ 2

(
yi − yi−1

)
, (42)

yi+1 = ΠY

[
zi +

1

τi
∇yR̄s

(
zi;yi

)]
, (43)

where τi > 0 is a step size which satisfies

R̄s

(
yi+1;yi

)
≥ R̄s

(
zi;yi

)
+∇yR̄T

s

(
zi;yi

) (
yi+1 − zi

)
− τi

2
‖yi+1 − zi‖2, (44)

ΠY is the projection operation onto the set of Y , and it is defined that

zi , ((zix)
T , (zip)

T )T = ((zix)
T , (zU,i

p )T , (zD,i
p )T , (zb,i

p )T )T , (45)

∇yR̄s

(
zi;yi

)
,

 ∇xrR̄s (zi;yi)

∇pR̄s (zi;yi)

 =


∇xrR̄s (zi;yi)

∇pUr R̄s (zi;yi)

∇pDr R̄s (zi;yi)

∇pbR̄s (zi;yi)

. (46)

As seen, the GEMM algorithm would be computationally efficient if (43) admits a closed-form

solution, e.g., when the constraint set Y is simple such as box constraints.
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While the set Y in (41) is not simple, (43) may still be handled efficiently since it is a convex

quadratically constrained quadratic program (QCQP). In particular, let us write (43) explicitly

as

yi+1 = arg min
xr,p≥0

‖xr − (zix +
1

τi
∇xrR̄s

(
zi;yi

)
)‖2 + ‖p− (zip +

1

τi
∇pR̄s

(
zi;yi

)
)‖2 (47a)

s.t. 1TpU
r + 1TpD

r +
γc
ξ
‖xr − b‖2 ≤ Pr, (47b)

1Tpb +
γc
ξ
‖xr − b‖2 ≤ Pb. (47c)

Let λ ≥ 0 and µ ≥ 0 be the dual variables associated with (47a) and (47b), respectively, and

let νD
rk, ν

U
rk, νbk ≥ 0 to be the dual variables associated with constraints pD

rk, p
U
rk, pbk ≥ 0 for all

k ∈ K. The Lagrangian of (47) is

Li (y, λ, µ,ν) = ‖xr − (zix +
1

τi
∇xrR̄s

(
zi;yi

)
)‖2 + ‖p− (zip +

1

τi
∇pR̄s

(
zi;yi

)
)‖2

+ λ

(
1TpU

r + 1TpD
r +

γc
ξ
‖xr − b‖2 − Pr

)
+ µ

(
1Tpb +

γc
ξ
‖xr − b‖2 − Pb

)
− (νD

r )TpD
r − (νU

r )TpU
r − (νb)

Tpb.

(48)

Then, the dual problem of (47) is given by

max
(λ,µ,ν)≥0

{
min
y
Li (y, λ, µ,ν)

}
, max

(λ,µ,ν)≥0
gi(λ, µ,ν), (49)

where g(λ, µ,ν) is the dual function and can be obtained as

gi(λ, µ,ν) =
(λ+ µ)γc

ξ

1 + (λ+ µ)γc
ξ

‖b− (zix +
1

τi
∇xrR̄s

(
zi;yi

)
)‖2

− 1

4
‖λ1− νU

r ‖2 + (zU,i
p +

1

τi
∇pUr R̄s

(
zi;yi

)
)T (λ1− νU

r )

− 1

4
‖λ1− νD

r ‖2 + (zD,i
p +

1

τi
∇pDr R̄s

(
zi;yi

)
)T (λ1− νD

r )

− 1

4
‖µ1− νb‖2 + (zb,ip +

1

τi
∇pbR̄s

(
zi;yi

)
)T (µ1− νb)

− λPr − µPb.

(50)

It is interesting to see that the dual function has a closed-form expression, thanks to the quadratic

objective function and constraints in (47). Instead of (47), we solve the dual problem (49).

Specifically, since (49) is a smooth convex optimization problem, we propose to solve (49)
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using the AGP method [30]. Once (49) is solved, the corresponding primal solutions to (47) are

the unique minimizer of miny Li(y, λ, µ,ν), which are given by

xr =
zix + 1

τi
∇xrR̄s (zi;yi) + (λ+ µ)γc

ξ
b

1 + (λ+ µ)γc
ξ

, (51a)

pU
r = zU,i

p +
1

τi
∇pUr R̄s

(
zi;yi

)
− 1

2
(λ1− νU

r ), (51b)

pD
r = zD,i

p +
1

τi
∇pDr R̄s

(
zi;yi

)
− 1

2
(λ1− νD

r ), (51c)

pb = zb,ip +
1

τi
∇pbR̄s

(
zi;yi

)
− 1

2
(µ1− νb). (51d)

In summary, by combining the GEMM algorithm in (42) and (43), and using the dual AGP

algorithm to handle (43), we obtain Algorithm 2 for solving our UAV JPPC problem (12) which

involves double loops of AGP steps. In Algorithm 2, we denote s = (λ, µ,νT )T , gi(λ, µ,ν) =

gi(s; zi,yi, τi), and S = {s|λ ≥ 0, µ ≥ 0,ν ≥ 0}, for notation simplicity.

Algorithm 2 Proposed Double-Loop AGP for Problem (12)

1: Initilize i = 1, κ, τ1 and y1 = y0 that is feasible to (12);

2: repeat

3: zi = yi + i−1
i+2

(yi − yi−1);

4: Initialize ` = 1, s1 = s0 = 0;

5: repeat

6: t` = s` + `−1
`+2

(s` − s`−1);

7: s`+1 = ΠS

[
t` + 1

ηl
∇sg

i(t`; zi,yi, τi)
]
, where ηl is obtained by backtracking line search;

8: `← `+ 1;

9: until |g
i(s`;zi,yi,τi)−gi(s`−1;zi,yi,τi)|

|gi(s`−1;zi,yi,τi)| ≤ ε1.

10: Obtain yi+1 by (51) using s`+1 = (λ`+1, µ`+1, (ν`+1)T )T and (zi,yi);

11: if (44) is not met then

12: τi ← κτi, yi ← yi+1, go to step 4;

13: end if

14: τi+1 ← τi, i← i+ 1;

15: until |Rs(y
i)−Rs(y

i−1)| ≤ ε2.

Before ending this section, we have the following remarks regarding two future directions.
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Remark 2 Different from the JPPC problem (11), an alternative problem formulation is to

consider minimizing the network sum power (the BS and the UAV) subject to individual rate

constraint for each UE, i.e.,

min
xr, pb,p

U
r ,p

D
r ,pu≥0,

pc≥0

[
1TpUr + 1TpD

r + pc

]
+

[
1Tpb + pc

]
(52a)

s.t. RU
k (xr, p

U
r,k, pu,k) +RD

k (xr, pb,k, p
D
r,k) ≥ Rk,th, ∀k ∈ K, (52b)

pu,k ≤ Pu,k, k ∈ K, (52c)

SNRc ≥ γc, (52d)

where Rk,th is the minimum rate requirement of each UE k. As seen, the proposed surrogate

functions in Section IV-A can still be applied to (52b), and the SCA algorithm [27] can be used.

However, the double-loop AGP algorithm is no longer applicable. It is therefore interesting to

investigate a computationally efficient algorithm to solve (52) since (52) has a large number of

complex non-convex constraints.

Remark 3 Like the majority of the literature, the current work has assumed the LOS channels

and fixed the flying altitude of the relay UAV. It is known that, under a more realistic probabilistic

LOS channel model [25], [26], the flying altitude directly affects the probability of LOS and

non-LOS links. Here let us show the challenges for solving the JPPC problem if the probabilistic

LOS channel model is considered. Denote βχ, χ ∈ {LOS,NLOS}, as the average path loss for

LOS and NLOS channels [25]. Using the uplink link (1)-(4) as the example, the average uplink

rate for UE k is given by∑
χ,χ′∈{LOS,NLOS}

Pχ(xr,uk)Pχ′(xr, b) log

(
1 +

βχβχ′p
U
r,kpu,kd

−2
kr d

−2
rb

βχ′pU
r,kd

−2
rb σ

2 + βχpu,kd
−2
kr σ

2 + (σ2)2

)
(53)

where PNLOS(xr,uk) = 1− PLOS(xr,uk), and according to [25].

PLOS(xr,uk) =
1

1 + a exp

(
− b
(

tan−1

(
h√

(xr−xk)2+(yr−yk)2

)
− a
)) , (54)

where a, b > 0 are some constants, is the probability to have LOS link between the UAV and UE

k. The average rate in (53) includes the four combinations of the channel between the UAV and

UE k and that between the UAV and the BS. While the proposed surrogate function in Section

IV-A can be applied to approximate the log-term in (53), the overall average rate would not be
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concave due to the additional probability functions. There needs new approximation techniques

in order to handle the associated JPPC problem.

V. SIMULATION RESULTS

In the section, simulation results are presented to evaluate the performance of the proposed

algorithms. In the simulation the reference channel power gain at the distance 1 m from the

transmitter is set to be β = −40 dB. The frequency bandwidth allocated to each UE is W =

1 MHz. The power spectrum density (PSD) of the noise power is −169 dBm/Hz. For convenience,

tuples with the format [xmin, xmax, ymin, ymax] are used to define the range of locations of the UEs

and the BS. UEs are randomly located in the rectangular area [0, 1000, 0, 1000] m, and the BS

is randomly located in the rectangular area [6000, 7000, 0, 1000] m. The UEs and the BS are

assumed to be on the ground. The UAV hovers at a fixed altitude that is set as h = 100 m.

Unless otherwise specified, the power budgets of each UE, the UAV and the BS are set to

Pu,k = 23 dBm, Pr = 36 dBm and Pb = 43 dBm, respectively.

A. Convergence and Computation Time

Similar to Fig. 3, we first examine the converge of the proposed SCA algorithm (Algorithm

1) and double-loop AGP algorithm (Algorithm 2). For Algorithm 1, we consider the use of CVX

solver [33] to solve problem (30) (denoted by Algorithm 1 + CVX), as well as the use of the

DSA method described in Remark 1 (denoted by Algorithm 1 + DSA). The initial position of

UAV xr is set to the geometry center c , ( 1
K

∑K
k=1 uk + b)/2, and the initial transmit powers

of the UAV and that of the BS are uniformly allocated for each UE. The stopping criterion ε0

in Algorithm 1 is set to 10−3. The initial conditions for Algorithm 2 are the same as those for

Algorithm 1, with additional parameter κ set to 1.2, and τ1 is chosen such that the inequality

(44) holds for y1 and y0. The stopping criterion in Algorithm 2 is set to ε1 = 5 × 10−3 and

ε2 = 10−3.

Fig. 4(a) shows the achieved sum rates versus the SCA iteration of Algorithm 1 + CVX,

Algorithm 1 + DSA, and Algorithm 2. The SCA algorithm using R̂s as the surrogate function

and using DSA for solving (30) is also presented, denoted by ‘SCA algorithm + DSA with

R̂s’. The curve of benchmark is the converged sum rate achieved by Algorithm 1 + CVX. The

locations of UEs and BS are shown in Fig. 4(b) for K = 5 and γc = 20 dB. One can see that

the sum rates increase with the iteration numbers. The curve of Algorithm 1 + DSA is similar
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Fig. 4: (a) Sum rate versus iterations of SCA; K = 5, γc = 20 dB. (b) Top view of the topology with K = 5 UEs.
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Fig. 5: (a) Sum rate versus number of SCA iterations; K = 16, γc = 20 dB. (b) Top view of the topology with

K = 16 UEs.

to that of Algorithm 1 + CVX. They respectively take 10 iterations and 11 iterations to reach

the benchmark. Interestingly, Algorithm 2 can even converge faster than the SCA algorithm +

DSA with R̂s. Fig. 5 displays similar results for a scenario with 16 UEs K = 16.

In Table I, the average running time of SCA algorithm + DSA with R̂s, Algorithm 1 +

DSA, and Algorithm 2 are presented for different numbers of UEs. The results are obtained by

averaging 70 random simulation trials, conducted on a laptop computer with a 2-core 2.50 GHz

CPU and 4 GB RAM. As seen, consistent with the results in Fig. 4(a) and Fig. 5(a), Algorithm
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TABLE I: Comparison on the average computation time.

Number of UEs (K) 5 10 16

SCA algorithm + DSA with R̂s 36.06 s 58.78 s 114.18 s

Algorithm 1 + DSA 4.28 s 7.21 s 11.38 s

Algorithm 2 0.10 s 0.17 s 0.25 s

1 + DSA is much more computationally efficient than the SCA algorithm + DSA with R̂s.

Moreover, Algorithm 2 is about 40 times faster than Algorithm 1 + DSA in terms of the running

time.

B. Performance of Wireless Two-Way Relaying

Example 1: In Fig. 6, we display the achieved sum rate as well as the optimized UAV

positions versus the BS transmit power budget Pb, for a scenario with 16 UEs (K = 16) and

control link constraint γc = 10 and 20 dB, respectively. Except for the proposed Algorithm 2

which jointly optimizes the UAV position and transmission powers of all terminals, we also

present the results that the UAV is fixed either on the top of the BS (Above BS) or at the

geometry center (GeoCenter). When the UAV’s position is fixed above BS, we either consider

fixed uniform power allocation (UniPw) or optimized power allocation (OptPw) for the BS and

UAV.

One can observe in Fig. 6(a) that the sum rates achieved by most of the methods significantly

increase with a larger Pb, whereas increments of the sum rates by ‘Above BS, OptPw’ and

‘Above BS, UniPw’ are negligible. It can also be seen that the proposed Algorithm 2 can always

achieve the best performance, comparing to all the other methods since in Algorithm 2 the

transmission power and the UAV position are jointly optimized. In Fig. 6(b), it is observed that

the optimized position of UAV tends to move closer to UEs if a larger Pb is given. As the

optimized UAV positions are around the geometry center when Pb ranges from 34 dB to 38 dB,

the sum rate achieved by Algorithm 2 is only slightly higher than that achieved by the method

‘Center-OptPw’ as seen from Fig. 6(a).

To examine the impact of the control link, the optimal positions achieved by Algorithm 1

under different values of γc are also given in Fig. 6(b). One can see that with a less stringent

control link SNR requirement (γc = 10 dB), the UAV can move further from the BS and closer to
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Fig. 6: (a) Sum rate versus the power budget of BS Pb. (b) Top view of the topology with K = 16 UEs and the

optimized UAV position under different BS power budget Pb

UEs, bringing a higher sum rate as shown in Fig. 6(a). Thus, the control link plays an important

role in the resource allocation of the UAV-enabled relaying communications and should not be

overlooked.

Example 2: In Fig. 7(a), the sum rates versus the UAV budget Pr achieved by various schemes

under consideration are displayed. The topology of UEs and BS are shown in Fig. 7(b). One

can see that the sum rates obtained by all the algorithms increase with increasing Pr since more

power can be allocated for information relaying. Besides, the proposed Algorithm 2 is superior

than the other two schemes with fixed UAV position. One can also observe from the figure that

the sum rate achieved by Algorithm 2 under γ = 10 dB is higher than that under γ = 20 dB,

especially when Pr is smaller. This is because the percentage of power that needs to be allocated

for the control link is much larger when Pr is smaller and γ = 20 dB.

In Figs. 7(c), the optimized UAV positions under different values of Pr and γc are presented.

One can observe from Fig. 7(c) that when γc = 10 dB or γc = 20 dB, the optimized position of

UAV will move closer to UE when Pr increases from 30 dBm to 42 dBm. However, as seen from

Figures 7(c), under γc = 30 dB, the moving direction of the optimized UAV position is opposite

– it moves toward to the BS when Pr increases. However, given γc = 25 dB, the optimized UAV

position first moves closer to the UE, and then turns back to the BS at Pr = 34 dBm. In other

words, the optimized UAV position is not trivially monotonic with respect to Pr. The reason
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Fig. 7: (a) Sum rate versus the power budget of UAV Pr. (b), (c) Top view of the topology with K = 16 UEs and

the optimized UAV position under different UAV power budget Pr and control link SNR requirement γc.

is that the transmit power at the UAV is not only related to the control link signaling, but also

affects the uplink and downlink data transmission.

VI. CONCLUSION

In the paper, we have investigated the JPPC problem (11) to maximize the sum rate of the UAV-

enabled wireless two-way relay network. While the formulated problem (11) has a complicated

sum rate function and is not concave, we have proposed the concave surrogate function in

Proposition 1, and shown theoretically and numerically that the concave surrogate function can
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provide a significantly faster SCA convergence. To further improve the computational efficiency,

we have exploited the quadratic constraint structure of (12) and developed a double-loop AGP

algorithm (Algorithm 2). The double-loop AGP algorithm has a computation time that is at least

an order of magnitude less than its counterpart based on SCA and DSA method. Moreover, the

presented simulation results have shown how the BS power budget, UAV power budge and SNR

requirement on the control link can affect the optimal relay UAV positioning. In particular, it is

shown that the optimal UAV positioning is non-trivial since the optimized network sum rate can

be greatly higher than those obtained by simple positioning strategies.

APPENDIX A

PROOF OF PROPERTY 2

Denote s = b−u
‖b−u‖ , (sx, sy, 0)T , and let s⊥ , (s′x, s

′
y, 0)T be orthogonal to s and satisfy

‖s⊥‖ = 1. Then, the position of the UAV can be expressed as xr = u + αs + α⊥s⊥ + hez,

where ez = (0, 0, 1)T and α, α⊥ ∈ R. For the denominator of the first logarithmic term in (17),

we can bound it as follows

pU
r d

2
ur + Pud

2
rb + ξ−1d2

urd
2
rb

= pU
r ‖xr − u‖2 + Pu‖xr − b‖2 + ξ−1‖xr − u‖2‖xr − b‖2

= pU
r ‖αs+ α⊥s⊥ + hez‖2

+ Pu‖u+ αs+ α⊥s⊥ + hez − b‖2

+ ξ−1‖αs+ α⊥s⊥ + hez‖2 ‖u+ αs+ α⊥s⊥ + hez − b‖2

= pU
r (α2 + α2

⊥ + h2) + Pu((M − α)2 + α2
⊥ + h2)

+ ξ−1(α2 + α2
⊥ + h2)((M − α)2 + α2

⊥ + h2)

≥ pU
r (α2 + h2) + Pu((M − α)2 + h2) + ξ−1(α2 + h2)((M − α)2 + h2), (55)

where M = ‖b − u‖, and the last inequality is obtained by setting α⊥ = 0. In addition, the

denominator of the second logarithmic term in (17) can have a similar lower bound. Therefore,

the sum rate in (17) would be maximized if xr = u + αs + hez. Besides, for α ≥ M , the

optimal α that minimizes the lower bound in (55) is α = M . So, the optimal UAV position,

when projected onto the x-y plane, must be on the line segment connecting the UE and the BS.

�
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APPENDIX B

PROOF OF PROPOSITION 1

Note that

RD
k

(
pb,k, p

D
r,k,xr

)
= log

(
1 +

ξ2pD
r,kpb,kd

−2
rb d

−2
kr

ξpD
r,kd

−2
kr + ξpb,kd

−2
rb + 1

)
(56)

= log

1 +
1

ξ−1 ‖drb‖2
pb,k

+ ξ−1 ‖dkr‖2
pDr,k

+ ξ−2 ‖drb‖2
pb,k

‖dkr‖2
pDr,k


= log

(
1 + ξ−1‖drb‖2

pb,k

)
+ log

(
1 + ξ−1‖dkr‖2

pD
r,k

)

− log

(
ξ−1‖drb‖2

pb,k
+ ξ−1‖dkr‖2

pD
r,k

+ ξ−2‖drb‖2

pb,k

‖dkr‖2

pD
r,k

)
. (57)

Since ‖x‖
2

p
is convex in x ∈ Rn and p > 0, its first-order approximation at a given point (x̄, p̄)

is a lower bound, i.e.,
‖x‖2

p
≥ 2x̄T

p̄
x− ‖x̄‖

2

p̄2
p. (58)

Thus, the first and second terms in the right hand side (RHS) of (57) can be bounded as

log
(

1 + ξ−1‖drb‖2

pb,k

)
≥ log

(
1 + ξ−1

(
2d̄Trb
p̄b,k

drb −
‖d̄rb‖2

p̄2
b,k

pb,k

))
, (59)

log

(
1 + ξ−1‖dkr‖2

pD
r,k

)
≥ log

(
1 + ξ−1

(
2d̄Tkr
p̄D
r,k

dkr −
‖d̄kr‖2

(p̄D
r,k)

2
pD
r,k

))
, (60)

where both of the lower bounds are concave functions. Since −log(1 + x) is convex satisfying

−log(x) ≥ −log(x̄) + x̄−x
x̄

for any x̄ > 0, the third term in the RHS of (57) can be bounded as

− log

(
ξ−1‖drb‖2

pb,k
+ ξ−1‖dkr‖2

pD
r,k

+ ξ−2‖drb‖2

pb,k

‖dkr‖2

pD
r,k

)

≥ −log(ĪD
k ) + 1− 1

ĪD
k

(
ξ−1‖drb‖2

pb,k
+ ξ−1‖dkr‖2

pD
r,k

+ ξ−2‖drb‖2

pb,k

‖dkr‖2

pD
r,k

)
, (61)

where ĪD
k is given in (24).

By applying

xy =
1

2
(x+ y)2 −

(
1

2
x2 +

1

2
y2

)
, (62)

to the term −‖drb‖
2

pb,k

‖dkr‖2
pDr,k

in the RHS of (61), we have

−‖drb‖
2

pb,k

‖dkr‖2

pD
r,k

= −1

2

(
‖drb‖2

pb,k
+
‖dkr‖2

pD
r,k

)2

+
1

2

(
‖drb‖2

pb,k

)2

+
1

2

(
‖dkr‖2

pD
r,k

)2

. (63)
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In addition, by applying the first-order condition of the convex function (‖x‖2)
2

p2
, i.e.,

(‖x‖2)
2

p2
≥ 4‖x̄‖2x̄Tx

p̄2
− 2(‖x̄‖2)2p

p̄3
− (‖x̄‖2)2

p̄2
, (64)

to the last two terms in the RHS of (63), we can further obtain a lower bound of (61) as

− log

(
ξ−1‖drb‖2

pb,k
+ ξ−1‖dkr‖2

pD
r,k

+ ξ−2‖drb‖2

pb,k

‖dkr‖2

pD
r,k

)

≥ −log(ĪD
k ) + 1− 1

ĪD
k ξ

(
‖drb‖2

pb,k
+
‖dkr‖2

pD
r,k

)
− 1

2ĪD
k ξ

2

(
‖drb‖2

pb,k
+
‖dkr‖2

pD
r,k

)2

+
1

2ĪD
k ξ

2

((
4‖d̄rb‖2d̄Trbdrb

p̄2
b,k

− 2(‖d̄rb‖2)2pb,k
p̄3
b,k

− (‖d̄rb‖2)2

p̄2
b,k

)

+

(
4‖d̄kr‖2d̄Tkrdkr

(p̄D
r,k)

2
−

2(‖d̄kr‖2)2pD
r,k

(p̄D
r,k)

3
− (‖d̄kr‖2)2

(p̄D
r,k)

2

))
. (65)

By substituting (59), (60) and (65) into (57), one then obtains (27b). It is easy to check that

RD
k (x̄r, p̄b,k, p̄

D
r,k) = R̄D

k (x̄r, p̄b,k, p̄
D
r,k). (66)

Equation (29) can be derived in an analogous fashion; the details are skipped here. �

APPENDIX C

DERIVATION OF (34) AND (35)

Let us introduce auxiliary variables aD
r,k =

√
pD
r,k, ab,k =

√
pb,k, skr = d2

kr, srb = d2
rb, and JD

k =

ξ(
(aDr,k)2

skr
+

a2b,k
srb

). Moreover, for a given feasible point (p̄b, p̄
D
r , x̄r), we define āD

r,k =
√
p̄D
r,k, āb,k =

√
p̄b,k, s̄kr = d̄2

kr, s̄rb = d̄2
rb, and J̄D

k = ξ(
(āDr,k)2

s̄kr
+

ā2b,k
s̄rb

). We can bound RD
k

(
pb,k, p

D
r,k,xr

)
=
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RD
k

(
ab,k, a

D
r,k,xr

)
as follows

RD
k

(
ab,k, a

D
r,k,xr

)
= log

1 +
ξ2 a

2
b,k(aDr,k)2

srbskr

ξ
(aDr,k)2

skr
+ ξ

a2b,k
srb

+ 1


= log

(
1 + ξ

(aD
r,k)

2

skr
+ ξ

a2
b,k

srb
+ ξ2

a2
b,k(a

D
r,k)

2

srbskr

)
− log

(
1 + ξ

(aD
r,k)

2

skr
+ ξ

a2
b,k

srb

)

= log

(
1 + ξ

(aD
r,k)

2

skr

)
+ log

(
1 + ξ

a2
b,k

srb

)
− log

(
1 + ξ

(aD
r,k)

2

skr
+ ξ

a2
b,k

srb

)
(67)

≥ log

(
1 + ξ

2āD
r,k

s̄kr
aD
r,k − ξ

(āD
r,k)

2

s̄2
kr

skr

)
+ log

(
1 + ξ

2āb,k
s̄rb

ab,k − ξ
(āb,k)

2

s̄2
rb

srb

)

− log
(
1 + J̄D

k

)
+

J̄D
k

1 + J̄D
k

− ξ

1 + J̄D
k

(
(aD
r,k)

2

‖xr − uk‖2
+

a2
b,k

‖xr − b‖2

)
(68)

≥ log

(
1 + ξ

2āD
r,k

s̄kr
aD
r,k − ξ

(āD
r,k)

2

s̄2
kr

‖xr − uk‖2

)

+ log
(

1 + ξ
2āb,k
s̄rb

ab,k − ξ
(āb,k)

2

s̄2
rb

‖xr − b‖2

)
− log

(
1 + J̄D

k

)
+

J̄D
k

1 + J̄D
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1 + J̄D
k

(
(aD
r,k)

2

‖uk‖2 − ‖x̄r‖2 + 2(x̄r − uk)Txr
+

a2
b,k

‖b‖2 − ‖x̄r‖2 + 2(x̄r − b)Txr

)
, (69)

which is the surrogate function in (34). To obtain (68), we have applied (58) to
(aDr,k)2

skr
and

a2b,k
srb

in

the first two logarithmic terms in (67); we have also applied the first-order Taylor lower bound

of −log(1 + x) ≥ −log(1 + x̄) − x−x̄
1+x̄

to the third logarithmic term in (67). The inequality in

(69) is obtained by applying the first-order Taylor lower bound to ‖xr − uk‖2 and ‖xr − b‖2,

respectively.

The surrogate function in (35) for R̂U
k (xr, a

U
r,k) can be obtained in a similar fashion and the

details are omitted here. �

APPENDIX D

PROOF OF PROPOSITION 2

Since R̄D
k (resp. R̂D

k ) and R̄U
k (resp. R̂U

k ) have the same structure, we only consider R̄D
k and

R̂D
k in the proof. Note that R̄D

k and R̂D
k are concave functions, and thereby their Hessian matrices

are negative semi-definite, i.e., −∇2
xr
R̄D
k (xr,p) � 0 and −∇2

xr
R̂D
k (xr,p) � 0.
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By (28), the negative Hessian of R̄D
k (xr, p̄) with respect to xr can be derived as

−∇2
xr
R̄D
k (xr, p̄)

=
4d̄rbd̄

T
rb(

ξp̄b,k + 2d̄Trbdrb − ‖d̄rb‖2p̄b,k
)2 +

4d̄krd̄
T
kr(

ξp̄D
r,k + 2d̄Tkrdkr − ‖d̄kr‖2p̄D

r,k

)2

+
2

ĪD
k ξ

(
1

p̄b,k
+

1

p̄D
r,k

)
I

+
2

ĪD
k ξ

2

(
2drbd

T
rb + ‖drb‖2I

p̄2
b,k

+
2drbd

T
kr + ‖drb‖2I

p̄b,kp̄D
r,k

+
2dkrd

T
rb + ‖dkr‖2I

p̄D
r,kp̄b,k

+
2dkrd

T
kr + ‖dkr‖2I

(p̄D
r,k)

2

)
,

(70)

where I is the identity matrix and ĪD
k is given in (24) which is a function of ξ. As seen, when

ξ is large, the first two terms in the right hand side (RHS) of (70) is bounded by O(ξ−2)I , the

last four terms in the RHS of (70) is bounded by O(ξ−1)I , and the third term in the RHS of

(70) is bounded by

2

ĪD
k ξ

(
1

p̄b,k
+

1

p̄D
r,k

)
I � 2

‖d̄rb‖2
p̄b,k

+ ‖d̄kr‖2
p̄Dr,k

(
1

p̄b,k
+

1

p̄D
r,k

)
I

= 2

( ‖d̄rb‖2
p̄b,k

+ ‖d̄kr‖2
p̄Dr,k

1
p̄b,k

+ 1
p̄Dr,k

)−1

I � 2

min
{
‖d̄rb‖2, ‖d̄kr‖2

}I. (71)

Thus, the maximum eigenvalue of −∇2
xr
R̄D
k (xr, p̄) is bounded as

λmax(−∇2
xr
R̄D
k (xr, p̄)) ≤ O(ξ−1) +

2

min
{
‖d̄rb‖2, ‖d̄kr‖2

} . (72)

By (34), the negative Hessian matrix of R̂D
k (xr, p̄) w.r.t. xr is

−∇2
xr
R̂D
k (xr, p̄) =

4(
‖d̄rb‖4
ξp̄b,k

+ 2‖d̄rb‖2 − ‖drb‖2
)2drbd

T
rb +

2
‖d̄rb‖4
ξp̄b,k

+ 2‖d̄rb‖2 − ‖drb‖2
I

+
ξ

1 + J̄D
k

8pb,kd̄rbd̄
T
rb(

2d̄Trbdrb − ‖d̄rb‖2
)3

+
4(

‖d̄kr‖4
ξp̄Dr,k

+ 2‖d̄kr‖2 − ‖dkr‖2
)2dkrd

T
kr +

2
‖d̄kr‖4
ξp̄Dr,k

+ 2‖d̄kr‖2 − ‖dkr‖2
I

+
ξ

1 + J̄D
k

8pD
r,kd̄krd̄

T
kr(

2d̄Tkrdkr − ‖d̄kr‖2
)3 , (73)
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where J̄D
k is given in (36). One can see that each term in the RHS of (73) is bounded by O(1)

when ξ is large. Thus,

λmax(−∇2
xr
R̂D
k (xr, p̄)) ≤ O(1). (74)

To show (39), let xr = x̄r in (73) and take ξ →∞. We then obtain

lim
ξ→∞
−∇2

xr
R̂D
k (x̄r, p̄) =

4

‖d̄rb‖6
d̄rbd̄

T
rb +

2

‖d̄rb‖2
I +

1
p̄Dr,k
‖d̄kr‖2

+
p̄b,k
‖d̄rb‖2

8p̄b,k
‖d̄rb‖6

d̄rbd̄
T
rb

+
4

‖d̄kr‖4
d̄krd̄

T
kr +

2

‖d̄kr‖2
I +

1
p̄Dr,k
‖d̄kr‖2

+
p̄b,k
‖d̄rb‖2

8p̄D
r,k

‖d̄kr‖6
d̄krd̄

T
kr

� 2

‖d̄rb‖2
I +

2

‖d̄kr‖2
I

� 2

min
{
‖d̄rb‖2, ‖d̄kr‖2

}I. (75)

From the above lower bound and (72), we conclude that, when ξ →∞,

λmax(−∇2
xr
R̂D
k (x̄r, p̄)) ≥ λmin(−∇2

xr
R̂D
k (x̄r, p̄)) > λmax(−∇2

xr
R̄D
k (x̄r, p̄)). (76)

The proof is complete. �

REFERENCES

[1] Y. Zeng, R. Zhang, and T. J. Lim, “Wireless communications with unmanned aerial vehicles: opportunities and challenges,”

IEEE Commun. Mag., vol. 54, no. 5, pp. 36–42, May 2016.

[2] M. Mozaffari, W. Saad, M. Bennis, Y. Nam, and M. Debbah, “A tutorial on UAVs for wireless networks: applications,

challenges, and open problems,” Mar. 2018, [Online] Available at https://arxiv.org/abs/1803.00680.

[3] “Paving the path to 5G: Optimizing commercial LTE networks for drone communication,” [Online] Available

at https://www.qualcomm.com/news/onq/2016/09/06/paving-path-5goptimizing-commercial-lte-networks-drone-

communication.

[4] R. Sun, “Dual-band non-stationary channel modeling for the air-ground channel,” Ph.D. dissertation, University of South

Carolina, Jul. 2015.

[5] Y. Zeng and R. Zhang, “Energy-efficient UAV communication with trajectory optimization,” IEEE Transactions on Wireless

Communications, vol. 16, no. 6, pp. 3747–3760, June 2017.

[6] Q. Wu and R. Zhang, “Common throughput maximization in UAV-enabled OFDMA systems with delay consideration,”

Jan. 2018, [Online] Available at https://arxiv.org/abs/1801.00444.

[7] H. He, S. Zhang, Y. Zeng, and R. Zhang, “Joint altitude and beamwidth optimization for UAV-enabled multiuser

communications,” IEEE Commun. Lett.,, vol. 22, no. 2, pp. 344–347, Feb. 2018.

[8] J. Lyu, Y. Zeng, R. Zhang, and T. J. Lim, “Placement optimization of UAV-mounted mobile base stations,” IEEE

Communications Letters, vol. 21, no. 3, pp. 604–607, Mar. 2017.

[9] Q. Wu, Y. Zeng, and R. Zhang, “Joint trajectory and communication design for multi-UAV enabled wireless networks,”

IEEE Trans. Wireless Commun.,, vol. 17, no. 3, pp. 2109–2121, Mar. 2018.



32

[10] C. Zhang and W. Zhang, “Spectrum sharing for drone networks,” IEEE Journal on Selected Areas in Communications,

vol. 35, no. 1, pp. 136–144, Jan. 2017.

[11] E. Larsen, L. Landmark, and A. Kure, “Optimal UAV relay positions in multi-rate networks,” in 2017 Wireless Days, Mar.

2017, pp. 8–14.

[12] P. Zhan, K. Yu, and A. L. Swindlehurst, “Wireless relay communications with unmanned aerial vehicles: performance and

optimization,” IEEE Trans. Aerosp. Electron. Syst, vol. 47, no. 3, pp. 2068–2085, July 2011.

[13] Y. Zeng, R. Zhang, and T. J. Lim, “Throughput maximization for UAV-enabled mobile relaying systems,” IEEE Trans.

Commun., vol. 64, no. 12, pp. 4983–4996, Dec. 2016.

[14] L. Liu, S. Zhang, and R. Zhang, “Comp in the sky: UAV placement and movement optimization for multi-user

communications,” Feb. 2018, [Online] Available at https://arxiv.org/abs/1802.10371.

[15] J. Chen and D. Gesbert, “Local map-assisted positioning for flying wireless relays,” Jan. 2018, [Online] Available at

https://arxiv.org/abs/1801.03595.

[16] M. Horiuchi, H. Nishiyama, N. Kato, F. Ono, and R. Miura, “Throughput maximization for long-distance real-time data

transmission over multiple uavs,” in 2016 IEEE International Conference on Communications (ICC), May 2016, pp. 1–6.

[17] Z. Han, A. L. Swindlehurst, and K. J. R. Liu, “Optimization of MANET connectivity via smart deployment/movement of

unmanned air vehicles,” IEEE Transactions on Vehicular Technology, vol. 58, no. 7, pp. 3533–3546, Sept. 2009.

[18] A. Chattopadhyay, A. Ghosh, and A. Kumar, “Asynchronous stochastic approximation based learning algorithms for as-

you-go deployment of wireless relay networks along a line,” IEEE Transactions on Mobile Computing, vol. 17, no. 5, pp.

1004–1018, May 2018.

[19] M. Dong, K. Ota, M. Lin, Z. Tang, S. Du, and H. Zhu, “UAV-assisted data gathering in wireless sensor networks,” J.

Supercomputing, vol. 70, no. 3, pp. 1142–1155, Dec. 2014.

[20] F. Jiang and A. L. Swindlehurst, “Optimization of UAV heading for the ground-to-air uplink,” IEEE J. Sel. Areas Commun.,

vol. 30, no. 5, pp. 993–1005, Jun. 2012.

[21] A. E. A. A. Abdulla, Z. M. Fadlullah, H. Nishiyama, N. Kato, F. Ono, and R. Miura, “An optimal data collection technique

for improved utility in UAS-aided networks,” in Proc. IEEE INFOCOM, Apr. 2014, pp. 736–744.

[22] J. Gong, T.-H. Chang, C. Shen, and X. Chen, “Flight time minimization of UAV for data collection over wireless sensor

networks,” IEEE J. Sel. Areas Commun., vol. 36, no. 9, pp. 1942–1954, Sept. 2018.

[23] C. Shen, T.-H. Chang, J. Gong, Y. Zeng, and R. Zhang, “Multi-UAV interference coordiation via joint trajectory and power

control,” [online] available at: https://arxiv.org/pdf/1809.05697.pdf.

[24] Facebook, “Connecting the world from the sky,” 2014.

[25] M. Mozaffari, W. Saad, M. Bennis, and M. Debbah, “Drone small cells in the clouds: design, deployment and performance

analysis,” in 2015 IEEE Global Communications Conference (GLOBECOM), Dec. 2015, pp. 1–6.

[26] A. Al-Hourani, S. Kandeepan, and S. Lardner, “Optimal LAP altitude for maximum coverage,” IEEE Wireless Communi-

cations Letters, vol. 3, no. 6, pp. 569–572, Dec. 2014.

[27] B. R. Marks and G. P. Wright, “A general inner approximation algorithm for nonconvex mathematical programs,” Oper.

Res., vol. 26, pp. 681–683, 1978.

[28] M. Razaviyayn, M. Hong, Z.-Q. Luo, and J.-S. Pang, “Parallel successive convex approximation for nonsmooth nonconvex

optimization,” in Proc. NIPS, Montreal, Canada, 2014, pp. 1440–1448.

[29] M. Shao, Q. Li, W.-K. Ma, and A. M.-C. So, “A framework for one-bit and constant-envelope precoding over multiuser

massive MISO channels,” CoRR, vol. abs/1810.03159, 2018. [Online]. Available: http://arxiv.org/abs/1810.03159

[30] A. Beck and M. Teboulle, “A fast iterative shrinkage-thresholding algorithm for linear inverse problems,” SIAM J. Imaging

Sci., vol. 2, no. 1, pp. 183–202, 2009.

http://arxiv.org/abs/1810.03159


33

[31] C. Shen, W.-C. Li, and T.-H. Chang, “Wireless information and energy transfer in multi-antenna interference channel,”

IEEE Trans. Signal Process., vol. 62, no. 23, pp. 6249–6264, Dec. 2014.

[32] M. Hong, T.-H. Chang, X. Wang, M. Razaviyayn, S. Ma, and Z.-Q. Luo, “A block successive upper bound min-

imization method of multipliers for linearly constrained convex optimization,” arXiv, 2014, [online] available at:

https://arxiv.org/abs/1401.7079.

[33] M. Grant and S. Boyd, “CVX: Matlab software for disciplined convex programming,” June 2009,

http://stanford.edu/boyd/cvx.

[34] S. Boyd and A. Mutapcic, “Subgradient methods,” avaliable at www.stanford.edu/class/ee392o/.

[35] D. P. Bertsekas, Nonlinear Programming, 2nd Edition. Athena Scientific, 1999.

www.stanford.edu/class/ee392o/

	I Introduction
	I-A Related Works
	I-B Contributions

	II System Model and Problem Formulation
	II-A System Model
	II-B Problem Formulation

	III UAV Positioning and Power Control: Single UE Case 
	IV UAV Positioning and Power Control: Multiple User Case 
	IV-A Proposed SCA Algorithm
	IV-B Comparison with the Surrogate Function in ShenChang018
	IV-C Double-Loop Accelerated Gradient Projection

	V Simulation Results 
	V-A Convergence and Computation Time
	V-B Performance of Wireless Two-Way Relaying

	VI Conclusion 
	Appendix A: Proof of Property ??
	Appendix B:   Proof of Proposition ??
	Appendix C: Derivation of (??) and (??)
	Appendix D: Proof of Proposition ??
	References

