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Joint Antenna Selection and Hybrid Beamformer Design using
Unquantized and Quantized Deep Learning Networks

Ahmet M. Elbir and Kumar Vijay Mishra

Abstract—In millimeter wave communications, multiple-input-
multiple-output (MIMO) systems use large antenna arrays to achieve
high gain and spectral efficiency. These massive MIMO systems
employ hybrid beamformers to reduce power consumption associated
with fully digital beamforming in large arrays. Further savings in
cost and power is possible through use of subarrays. Unlike prior
works which resort to large latency methods such as optimization and
greedy search for subarray selection, we propose a deep-learning-based
approach in order to overcome the complexity issue without causing
significant performance loss. We formulate antenna selection and
hybrid beamformer design as a classification/prediction problem for
convolutional neural networks (CNNs). For antenna selection, the CNN
accepts the channel matrix as input and outputs a subarray with an
optimal spectral efficiency. The resultant subarray channel matrix is
then again fed to a CNN to obtain analog and baseband beamformers.
We train the CNNs with several noisy channel matrices that have
different channel statistics in order to achieve a robust performance
at the network output. Numerical experiments show that our CNN
framework provides an order better spectral efficiency and is 10 times
faster than the conventional techniques. Further investigations with
quantized-CNNs show that the proposed network, saved in no more
than 5 bits, is also suited for digital mobile devices.

Index Terms—Antenna selection, CNN, deep learning, hybrid beam-
forming, massive MIMO.

I. INTRODUCTION

The conventional cellular communications systems suffer from
spectrum shortage while the demand for wider bandwidth and higher
data rates is continuously increasing [1]. In this context, millimeter
wave (mm-Wave) band, formally defined with the frequency range
30-300 GHz, is a preferred candidate for fifth-generation (5G)
communications technology [2]—[5]. Compared to sub-6 GHz trans-
missions envisaged in 5G, the mm-Wave signals encounter a more
complex propagation environment that is characterized by higher
scattering, severe penetration losses, lower diffraction, and higher
path loss for fixed transmitter and receiver gains [1]]. These losses are
compensated by providing beamforming power gain through massive
number of antennas at both transmitter and receiver. Such a massive
multiple-input-multiple-output (MIMO) structure [6], [7] enhances
the signal-to-noise ratio (SNR) at the reception.

The wide mm-Wave bandwidth enables higher data rates for com-
munications. Since the Nyquist sampling rate is twice the baseband
bandwidth, mm-Wave receivers require expensive, high-rate analog-
to-digital converters (ADCs) [8]], [9]. The power consumption of an
ADC increases with the sampling rate, more so at high frequencies
[10], for a given architecture. At baseband, each full-resolution
ADC consumes 15-795 mW at 36 MHz-1.8 GHz bandwidths. In
addition, power consumed by other RF elements such as power
amplifiers and data interface circuits in conjunction with large arrays
renders it infeasible to utilize a separate radio- and intermediate-
frequency (RF-IF) chain for each element. To reduce these cost-
power-hardware overheads and yet provide reasonable performance,
hybrid beamforming architectures have been proposed for massive
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MIMO. Here, the signal is processed by both analog and digital
beamformers [|11]]-[15]].

In the analog processing section of hybrid systems, it is common to
employ phase shifters with constant modulus. Using analog switches,
which are much simpler and cheaper than the phase shifters, it is
possible to further make the overall system more energy-efficient by
using subarrays of the larger full antenna array [[16]], [17]. Optimal
selection of subarray elements reduces the power consumption of
the analog phase shifters and low-noise amplifiers (LNAs) [18]]—
[20]. Very recent works consider the problem of antenna selection
jointly with hybrid beamformer design to optimally trade-off cost
and power efficiency [[19]-[22]. In particular, [21] proposed antenna
selection and analog precoder design with low-resolution phase
shifters for multiple-input-single-output (MISO) systems. The hybrid
beamformer designs suggested in [19] and [20] involve a sub-
optimum antenna selection strategy through quadratic approximation
with smooth optimization. Similarly, the massive MIMO architecture
in [22]] employs greedy search for choosing sub-optimal subarrays.

Nearly all of these works provide sub-optimum solutions de-
spite attempting various antenna selection criteria and optimization
strategies. Even while using branch-and-bound (BAB) algorithms -
which provide good estimation of the lower and upper bounds of
regions/branches of the search space in polynomial time - obtaining
an optimum solution for massive MIMO subarray selection requires
high computational burden [23|]. In this paper, to reduce the com-
plexity (in cases where the optimum solution can still be obtained),
we introduce an approach based on deep learning (DL) to find an
optimum subarray jointly with the design of hybrid beamformers; the
optimality is in the sense of achieving maximum spectral efficiency.

As a class of machine learning techniques, DL methods have
gained much interest recently for solving many challenging problems
such as visual object recognition [24], rainfall estimation [25],
and language processing [26]. These techniques offer advantages
such as low computational complexity while solving optimization-
based or combinatorial search problems as well as the ability to
extrapolate new features from a limited set of features contained
in a training set [24]]. Very recently, DL has received significant
attention in addressing problems in communications signal processing
such as channel estimation [27]], direction-of-arrival (DoA) estimation
[28] analog beam selection [29]-[31] and beam management in
dense mm-Wave networks [32]]. At the physical layer of wireless
communications, DL has been applied for signal detection [33]] and
channel estimation [34f]. An end-to-end single-input-single-output
(SISO) communications scenario is modeled in [[34] and [35]] by using
auto-encoders. In [36], auto-encoders are employed for channel state
information (CSI) feedback. A sub-optimum method based on support
vector machines (SVMs) is proposed in [28] for selecting analog
beamforming vector. In a recent work [37]], multilayer perceptrons
(MLP) are used for precoder design in a single-user mm-Wave
scenario.

In this paper, we exploit DL to simultaneously select antenna
elements and design hybrid beamformer. This joint problem as well
as the stand-alone hybrid beamforming remain unexamined in the
previous DL works. Specifically, we design a convolutional neural



network (CNN) to achieve both tasks sequentially. The element
selection problem is cast as a classification problem [38]]. A similar
DL approach was adopted for radar antenna arrays recently in
[39]. We further incorporate the hybrid beamformer design in this
DL framework by exploiting the structure of analog beamformers
which are obtained by minimizing the cost between hybrid and
unconstrained beamformers. The optimization problem is cast jointly
with the antenna selection problem and it is solved by MATLAB-
based Manopt algorithm [40] via manifold optimization (MO) [[15].

In our formulation, a CNN accepts channel matrix as input and
provides the subarray that maximizes the spectral efficiency. Once
the antenna selection is finalized, the corresponding partial channel
matrix is fed to a second CNN which then chooses the best RF
beamformer and constructs the corresponding baseband beamformer.
To train both CNN models, different realizations of the channel
matrix are used and the input data are labeled by the selected
subarray/RF chains with the highest spectral efficiency. Even though
our proposed network structures require channel matrix as an input,
precise knowledge of this matrix is only required in the training stage
to obtain the labels of the network. In the prediction stage, where the
RF beamformers are estimated, precise channel knowledge is not
necessary. Both CNNs are trained with channel matrices generated
for different user location, channel gains and number of user clusters.
Furthermore, each realization of channel matrix in the training data is
corrupted by synthetic noise so that the performance of the learning
network does not deteriorate with noisy test inputs.

We evaluate the performance of the proposed framework over
several experiments and show that proposed CNN approach provides
significantly better performance as compared to the optimization and
greedy based techniques [9], [[14]], [37]], [41]. In order to account for
time-varying channel and user parameters, we use several channel
realizations with added noise. We train the networks with huge
training data (~240000 input samples) with noisy channel matrices.
As a result, the classification accuracy quickly reaches 100% wherein
optimum antenna selection and RF beamformer design are accom-
plished. The CNN is trained offline and, hence, all the computational
overhead is taken into account for data generation and training. The
classification and prediction time for our proposed approach is at least
10 times faster than the conventional antenna selection techniques as
well as hybrid beamformer design algorithms.

Finally, our approach is helpful in reducing the computational
burden involved in hybrid beamformers by simply feeding the channel
matrix to the network. This requires using CNNs in mobile devices
where the data are collected in digital form. Since existing deep neural
network models are computationally and memory intensive, they
cannot be deployed in devices with low memory resources and low
overhead requirements. These constraints have driven investigation
into compression of deep neural networks. One of the common
approaches is to quantize the CNN weights [42], [43]. In this
paper, we investigate the performance of the proposed framework
when the weights of the CNNs are quantized. While quantized-CNN
structures are recently studied for image classification purposes, ours
is the first work that examines quantized-CNNs for communications.
Preliminary results of our work appeared in [38] and [42f; while
a basic formulation suggested in [38] solved the joint problem for
a specific hybrid beamforming scheme, [42] proposed a quantized-
CNN approach for the same scheme but did not include antenna
selection.

Throughout the paper, we denote the identity matrix of size N x N
as In. ()7 and (-)" denote transpose and the conjugate transpose
operations, respectively. For a matrix A and a vector a, [A].; and
[A];,; denote the ith column and (7, j)th element of matrix A, [a];
means the ith element of vector a, respectively. The notation |A|

denotes the determinant of matrix A whereas |a| is the absolute value
of the scalar a. The function E{-} provides the statistical expectation
of its argument and Z{-} measures the angle of complex quantity.

II. SYSTEM MODEL FOR MM-WAVE MIMO SYSTEMS

Consider a single user mm-Wave MIMO system with Nr and
Nr transmit and receive antennas, respectively (Fig. [I). Assume that
Ng data streams are desired to be transmitted to the receiver where
the antenna selection is performed to select a subarray with Ngg
antennas out of Ng. There are NEF and NEF RF beamformers
at transmit and receive sides such that Ng < NEF < Np and
Ns < NEF < Ngps < Ng. The hybrid precoder structure applies
the baseband precoder Fpp € VT Ns (o the transmit signal
vector s € CVs, where E{ss”} = In,/Ns. Then, the signal
is passed through RF precoders Frr € CNrxNE” (constructed
using phase shifters) to N7 transmit antennas. The RF precoder
has equal-norm elements so that [Frr].i[Frr]™]ii = 1/Nr. The
power of the transmitter is constrained to ||FrrFgp||r = Ns.
The transmitted signal at RF stage is x = FrrFpps € CcNr,
Assuming a narrowband block-fading channel, the received signal
at Ngr antennas is [14], [44]

y™' = /pHFrrFgps + n, )

where y™! € CV& is the output of N antennas at the receiver, p

is average received power, n € C™® is the additive white Gaussian
noise (AWGN) with n ~ CN(0,02Ix},), and H € CVRXNT g the
channel matrix with ||H||r = NrNr.

A standard analog-digital hybrid beamformer operates on a full
array. When a subarray is employed, then beamformers must be
derived for reduced dimensions. We model the antenna selection
problem to select the best antenna subset from all possible antenna
subarrays. Throughout this paper, we use the terms “subarray” and
“subset” interchangeably; a subarray being a subset of indices (or
antenna positions) of a full array configuration. A popular scheme is
to employ a predetermined subarray with Nrgs antennas is selected
from a full array of Ng elements (Fig. [Th). Each subarray feeds
into a fully-connected phase shifter network of size NZ¥ with a
single RF chain. This has the complexity of phase shifters but the
antenna selection process is not optimized. Another common receiver
architecture feeds the antennas directly to the RF chains thereby
eliminating the phase shifters completely. Here, each RF chain is
connected to the Ngr antennas of which Ngrs elements are selected
using switches (Fig. [Tp). In this case, the entries of the combiner
matrix are either 1 or O to indicate the selected or unselected antennas,
respectively. This is the simplest structure with no phase shifters.
However, the antenna selection is not optimzed and the elements are
determined by simply choosing the largest absolute values in each
column of the channel matrix. Finally, Fig. [Tt shows a receiver that
employs a switching network with phase shifters. In this system, a
subarray with Nrg antennas is selected from a full array comprising
Npg antennas. The subarray is connected to a phase shifter network
of size NE¥ which may apply an optimization procedure for antenna
selection to achieve greater efficiency.

Our mm-Wave channel representation is based on the Saleh-
Valenzuela (SV) model that utilizes the clustered channel model [45],
[46]. Here, the channel matrix H includes the contributions of N,
scattering clusters, each of which has Ny paths. We have

H=17) aijgrn(©%)gr(0f)ar(©5)at (087), ()

¥
where @%j) (qb%”,@%j)) and @%” (qb(Tij),H(Tij)), re-
spectively, denote the angle of arrivals and angle of departures
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Receiver architectures with antenna selection for single user mmWave MIMO systems. (a) Scheme 1: Fixed subarray with fully-connected phase

shifters. (b) Scheme 2: Switching network without optimized antenna selection and no phase shifters. (c) Scheme 3: Switching network with optimized antenna

selection and phase shifters.

wherein the azimuth (elevation) angle is denoted by ¢ (0), v =
\/ N7 Nps/(NcNyay) is the normalization factor, and «;; is the
complex channel gain associated with the ith scattering cluster and
jthpathfori =1,...,Ncandj =1, ..., Npay. The antenna element
gains for receive and transmit antennas are g R(@gj )) and gT(ng )),
respectively. The steering vector representing the array response at the
transmitter (receiver) is aT(G)%j)) € Nrx1 (aR(G)%j)) € Nr x1).
The nth element of aR(G%j ) is

2

an(©f )] = oxp { -5

er(@%j))} : 3)

where pn = [%n,Yn,2n])" is the position of the nth
antenna in Cartesian coordinate system and r(@%ﬁ ))
[sin(gb%”) cos(@%”), sin(d)g;])) sin(@%J)), cos(@%]))]T.

transmit steering vector ar(©;7’) is defined similarly.

The

In practice, the estimation process of the channel matrix is a
challenging task, especially in case of a large number of anten-
nas in massive MIMO systems [47]], [48]. Additionally, the mm-
Wave channel has short coherence times , . In practice, the
estimated channel matrix could be obtained via one of the several
channel estimation techniques [12],, [46], [48]l, [50], [51]. For robust
performance against imperfect channel estimates, our proposed DL
framework feeds the deep network with several channel realizations
which are corrupted by synthetic noise in the training stage. This
is an offline process. Note that the perfect knowledge of channel
matrix H is only required’| at the training stage to obtain the labels
(e.g., hybrid beamformer matrices). During the testing stage when
the network predicts the beamformer weights, the network does
not necessarily require the perfect CSI. Our numerical experiments
demonstrate that the proposed approach can handle the corrupted
channel matrix case and exhibits satisfactory performance regarding
the achievable spectral efficiency.

In the hybrid beamformer, analog and digital beamformers are
obtained to maximize the spectral efficiency. Often, this is achieved
by exploiting the structure of the mm-Wave channel matrix [51].
Using the full antenna array at the receiver, the received signal in (II[)

'In order to achieve antenna selection and train the deep network, full
channel information of size Ng X Nt is required. This is also a common
requirement in most antenna selection algorithms [T9],, [20], (23], [52]., [53).
After antenna selection, the hybrid beamforming network requires only the
partial channel matrix of size Nrg X Nt corresponding to the selected
antennas.

is processed by analog and baseband combiners to yield
y = Wi Wiy
_ Full &y 7Full Full & ¢ 7Full
=pWip Wgr HFrpFpps+ Wgp Wgrp n,  (4)

RF | . .
where Wi ¢ CVMrXNE™ s the analog combiner with tf}lqe con-
. F
strained [[WE]. :;[WREF]: s = 1/Ng and WiE € CVe *Ns
denotes the baseband combiner matrix. Assuming that the Gaussian
symbols are transmitted through the mm-Wave channel, we define
the spectral efficiency [IT]l-[14]] achieved from the full array as

—1 H H
R = log, Iy + - AT WL Wi H
S
x FrrFppFE pE g whilwil | 5)

H H .
where AR = GZWRLT WHLT WM Wil o CNs*XNs s the
covariance matrix of the noise term in (@) after analog combining.

We now formulate the problem for subarray selection and obtaining
the corresponding analog-digital beamformer in the following section.

III. JOINT ANTENNA AND RF CHAIN SELECTION

Among the antenna selection schemes presented in the previous
section, we focus on the Scheme 3 because this architecture requires
optimization (the remaining configurations consider selecting a fixed
subarray with/without phase shifters). In particular, our goal is to
select the outputs of Ngrs antennas from the full array output
y™!. Consequently, this also requires designing transmit and receive
analog and baseband beamformers Frpr € (CNTXN%2 F, Wegrr €
CNRS><N1§F and Fgp € CN%?FXNS, Wgs € CNgFXNS. In other
words, the solution of joint antenna selection and hybrid beamformer
design satisfies

_r
Ngo2

n

maximize log, Ing + (WgBngWRFWBB) -t
B

Q. Frr,Fpg,Wgrr,Wg
H H H wH y1H
WesWerHawwFrrFeF5pFrrH (W WRrFWEE

Frr € Frr, |[FrrFsall% = Ns,
Wrr € Wrr, ||/diag{Q}|lo = Nrgs, ©)

subject to:

where Frr and WrF denote the feasible sets of analog beamform-
ers, Houpb = QH is Nrs X N7 channel matrix of the selected anten-
nas, and Q is the Nrs X Ng selection matrix whose (7, j)th entry is
either 1 or 0. Even without antenna selection, the problem in (6) is
difficult to solve because of several matrix variables Q, Frr, Wgrr



and Fpp, Wep [23], [54]. Since obtaining a solution to (@) in real-
time is deemed infeasible, we propose a deep learning approach here
to achieve an optimum solution with less computational complexity.
We first cast the antenna selection stage as a classification problem
as follows.

A. Antenna Selection

In subarray selection, we are interested in picking Ngrg out of
Ngr
Nrs
Therefore, choosing subarrays can be viewed as a classification
problem with Q4 classes. We define S as the set of all possible

Npgr elements. This yields Qa4 = possible solutions.

antenna subarray configurations, i.e., S = {S1,S2,...,S¢, }, where
Sq. = {P{*, P24, ... ,p‘]{;‘RS} includes the antenna positions of the
gath subarray configuration with g4 € Qa ={1,...,Qa}. Let yq,

be an Nrg X 1 vector containing the output signal of the selected
antennas for the gath subarray configuration of the full array output

y™ with positions S, ,. Then,

Yoa = vVPHo, FrrFpps +ng,, @)

where H,, is the Nrs x Nt channel matrix with selected antennas
and ng,, is similarly defined. At the receiver, analog and the baseband
combiners - Wrp € CNrs*NE" and Wpp € CNA' *Ns,
respectively - are applied to the received signal to produce the Ng x 1
discrete-time signal y,, = WngngqA as

Yaa = VPWEsWirH FrrFops + Wi Wipng, .  (8)
When the gath subarray is selected, the spectral efficiency [S5]] of
the mm-Wave channel is

P A—1wwH H
~ A, WipWieHg,

R(qa) = logy [Ing + Ns

XFRFFBBFgBF}f{IFHqHAWRFWBB , )

where A, = c2WHE , WHE . WgrrWgp € CVs*Ns corresponds
to the noise term of the subarray output in (7). Note that R(qa)
depends on g4 through H,,. By maximizing the spectral efficiency
in (@) over all subarray configurations, the best antenna subarray is
obtained as

Ga = argmax R(qa), (10)

74€Q4
where ga denotes the subarray index with antenna positions Sg,
which provide the maximum spectral efficiency.

While the optimization problem in (I0) yields the best subarray
configuration, it does not impose any constraint on the hybrid
beamformers. Here the problem in (I0) is cast by using unconstrained
beamformers FP* € CN7*Ns and Wh' € CVRs*Ns | These can
be obtained from the singular value decomposition (SVD) of the
Ngrs X Nt complex-valued channel matrix: Hy, = Uy, 3, VfA,
where U, € CNrs>xrank(Hay) ang v, e CNrxrank(Hay) are the
left and the right singular value matrices of the gath channel matrix,
respectively, and 3, is rank(H,, ) x rank(H,, ) matrix composed
of the singular values of H,, in descending order. By decomposing
g, and Vg, as Xy, = diag{zfli?vzfli)k Vg, = [Vl(llA)vvt(fA) )
where V) € CNT*Ns and V{2 € CN7*Nrs—Ns  one can readily
select the unconstrained precoder as FP, = VL(IIA) [[14]. Using the

unconstrained beamformer ngAt, ng“ is computed as [56]

1 H
wi = (L L

Using F9°' and WP

aa » the following problem can be written, i.e.,

N, Ji — H A
) ERHL)

PR P O tH opt)—1 O tH
maximize logy |In, + —— (WP WP WoPt H
4404 S Nso.% ( qA qA ) qA q9A

x FoPURopt HE wopt|. (11

The optimization problem in (TT) uses unconstrained beamformers
F°P*, W°P' for antenna selection and hybrid beamformer design.
However, the "best” subarray obtained from (IT) would be different if
hybrid beamformers are used in the problem. Hence, we consider the
joint problem with hybrid beamformers and write the joint antenna
selection and hybrid beamformer design problem as

- H

L p
maximize lo Int+——
qa€Qy 82 s N502 ( BBq 4

n

H H
BBqAVVRquRFqA‘NBBqA)

H H H H
X WRFqA HQAFRFqA FBBqAFBBqA FRFqA HqAWRFqA WBB(IA

subject to: Frr,, € Frr, |[Frr,, FBB,, |I% = Ns,

Wrr,, € Wrr, (12)

which requires to solve hybrid beamformer design problem for each
ga € Qa. Let us, for now, assume that the hybrid beamformers
are estimated as described in the next subsection. Then, the antenna
subarray that provides the maximum spectral efficiency is obtained
and this subarray is represented by the subarray index ga. When the
problem in (@) is solved for different channel matrices, some of the
qa values turn out to be the same for different channel matrices which
are similar to each other and the same antenna subarray provides
the maximum spectral efficiency for these channel matrices [39]]. As
a result, the number of subarrays providing the maximum spectral
efficiency, say Qa, is much less than the number of all subarray
configurations, i.e., Q_ A < Qa.In[39], a similar observation is made
for cognitive radar scenario. Therefore, we define another subset of
subarray configurations as A = {A1,...,Ags, }, which is composed
of the subarrays providing maximum spectral efficiency for different
channel matrices. In other words, Ag, includes the antenna positions
of the subarray obtained by solving (@), hence we have A C S.

For very large number of antennas, say, Nr > 64, the computation
of all possible antenna subsets is computationally prohibitive and
requires very large amount of memory. To tackle this problem, we
use close-to-optimum branch-and-bound (BAB) techniques [23]. To
further reduce the complexity, we also partition S into B non-
overlapping blocks as S® = SNa—1)+1s-+->Sn,b Where Ny is
the block size and b = 1,..., B. Then the antenna selection problem
is solved for N4 nodes at a times hence less memory is used. In
particular, the following strategy is used:

1) For b = 1, construct S®) and solve 1]

argmax, <o R(qa).
2) For b > 1, clear S®=1 from the memory and construct s®)

then solve as qff) = argmax, , s 12(¢qa) and obtain the
new best subarray index as

~(b)
=(b) . _ A
dq" = _(b—1)

qA bl

B. Hybrid Beamformer Design

as cj(:) =

if R(z"™") < R(@Y)
otherwise

13)

In (I2), antenna selection is performed E\)fy estimating the beam-
former weights for each ga. Let H,, € CNVRSXNT pe the selected
channel matrix, then the hybrid design problem can be written as

_r
Ngo?2

n

(WEsWErWrrWpp) -

maximize

log, |1 +
2 |[INg
Frr.FpB,WRrF.WBB

X WgBWgFHqAFRFFBBFgBFgFHiWRFWBB

subject to: Frp € Frp, ||FRFFBBH2]: = Ng,Wgpr € Wgrr. (14)



Above problem can be written as two decoupled optimization prob-
lems to find precoders and combiners separately [14]], [[15]. In this
case, the Euclidean distance between the unconstrained beamformers
and the hybrid beamformers is minimized. In other words, the hybrid
precoder design problem can be written as follows

minimize [|Fe2° — FrrFep||%

Frr.FpB

subject to: Frr € Frr. (15)

In a similar way, the combiner design problem can be written as
minimize
Wrr,WgB
subject to: Wgrr € Wrr,

H —1 a7 H 6
Wip = (WrrAg, Wrr)” (WrpAg, W),

W' — WrrWpg||7

dA

(16)

where Ay, = NLSH“FRFFBBFEBF%FH(Z +02In,,q, denotes
the covariance of the array output in (7) corresponding to the selected
subarray index qa.

Above optimization problems in (I3) and (I6) can be effectively
solved by MATLAB-based Manopt algorithm [40] via manifold
optimization [ISﬂ Once we obtain Frr,Fpp and Wgrr, Wgps,
the labels of the output layer of the network can be formed as

z = [vec" {LFrr},Re{vec” {Fpp}}, Im{vec’ {Fpp}},
vec" {/Wgrr},Re{vec" {Wpg}}, Im{vec’ {Wgppt}]", (17)

which is a G x 1 real-valued vector and G = Ny NEF + Npg NEF +
2Ng(NFF + NEF).

Even with the above memory-friendly approach, it is still computa-
tionally complex to search all possible antenna subsets in real-time. In
order to circumvent this problem, we design a deep learning approach
where the network is trained offline with the overhead containing the
computation of all possible subarray and RF chain combinations.
Then, the trained network can simply be employed as a classification
network to select the best antenna subarray and the corresponding RF
beamformers for the given channel matrix. We introduce the proposed
deep learning technique in the following section.

IV. TRAINING THE DL NETWORK

The proposed deep network comprises two CNNs (Fig. Q) The
first (CNNags) accepts the input of channel matrix with the goal to
select best antenna subarray ga. The second CNN (CNNgy) takes
the input of the subsequent channel matrix with selected rows to
choose RF beamformers. For both CNNs, training data are selected
from different channel matrix realizations each of which is assigned
with the corresponding output classes.

Let X be Nr x N7 x 3 input data of the network with ¢ = 3
channels. We define the first channel of the input as the absolute value
of the imperfect channel matrix H as [[X]..1]s; = |[H]: | where
H ~ CN(H,T).T € RVE*NT denotes the variance of AWGN with
its (¢,7)th entry as I'; ; = mSNR[THfliiéw/m where SNRrran denotes
the SNR for the AWGN in the traiﬂijrlg process. Similarly, the second
and the third channels are defined as the real and imaginary parts of
H,ie., [[X].:2]i; = Re{[H]i;} and [[X]..: 3]: ; = Im{[H]; ; }. We
generate N L realizations of the channel matrix where N different
channel matrices are generated with different user locations and
channel gains. Each channel matrix is generated for L. different

2The proposed antenna and RF chain selection framework can also be

applied to the uglink case where the received signal model is yU =

JPFET pEl T ULV oW g s+ FEMLY REALT 1 which is obtained
by switching the precoders Frr, Fpp and combiners Wgrr, Wpp in
(E[) and the uplink channel matrix is represented by the Np X Nk matrix
HYL = HT (1.

Algorithm 1 Training data generation for CNNas and CNNRgr.

Input: LC, Ly, N, NT, NR, NRs, SNRTRAIN~

Output: Training data Dag and DRry.
1: Initialize witht =1 fort =1,...,T = NL where L = L.Ly.
2: for 1 <n < N do
3: for 1 <l. < L. do

4 Generate H(e™ with N, = N{e)
5: for 1 <1< L, do
6: H®]; ; ~ CN(H™]; 5, ofpa)-
7: for 1 <ga <Qu do .
t ) (1) ¢ (t
8: Hflj(t:) U‘jzg(%vf,j
9: PR =V
() MO L (%)
10 wir' = (3 )
Ngo? “1popt®T (i)
+=27mIng) T Fgh )

11 Use F2 and find FY,  F. by solving (15)

. " (; RFy,> ¥ BB, 0¥ SOVINE ’

t
12: Use WEB', and find Wi W) in .
13: Compute Rf:) (ga) in (EI)
14: entlt)for ) ®
15: H((jf e@‘( ): argzn)aqu R(A) (qa)-
t t ¢ t

16: FRF<—FRF§ ,FBB<—FBBQ .

. (t) (t (t) (t)
17: Wi« Wik Wi« Wi
18: (XD :a]iy = [HO]; 4.
19: ([(XM].;2]5,; = Re{[H")]; 5} .
20: [(XO)..:8)i,5 = Im{[HO]; 5} Vij.

t t t
21: z(t) = [vecT{lF%;,}, Re{vecT{F%g}},Im{VecT{FEB)B}},
vecT {/ W 1 Re{vecT {W'!L 1}, Tm{vecT {W {1} 1}]T"
22: Construct the input-output pair (X(t), qf?) for CNN,s and
(XE{: ,z(1)) for CNNgg.

23: t<—t+1.
24: end for
25: end for
26: end for

27: Training data for CNNag and CNNRp is obtained from the collection of
the input-output pairs as
(1,1 (T
Das = “Xﬁ’i}qi’ s <x<(§>),qg ).
Drr = (X5, L,z (X5, ,z(D)).

number of cluster to enrich the training data. In addition, the channel
matrix is corrupted by synthetic noise for L, realizations where the
element-wise noise is defined by SNRtraiv. Hence, the total size of
the training input data is Nr X Nt x 3 X NL where L = L.L,,. For
each generated channel matrix, say H®™, the best antenna subarrays
with positions Ag, and the best RF beamformers Frr, Wrr are
obtained by solving (II), (I3) and (I6) offline. This gives input-
output pairs of the training data. The training process of both CNNss is
identical except that they have different input dimensions. Algorithm
[[] summarizes the steps of training data generation.

The CNNas accepts the input of size Nr X N x 3 with labels g4
whereas the input of CNNgg is of size Nrs x N7 x 3 with label z. For
each CNN, the network is composed of 14 layers. The first layer is
the input layer with appropriate size. The second, fourth and the sixth
layers are convolutional layers with 64 filters of size 2 x 2. The eight
and eleventh layers are fully connected layers with 512 units. The
tenth and thirteenth layers are dropout layers with 50% probability
placed after each fully connected layers. There are ReLU (Rectified
Linear Unit) layers after each convolutional and fully connected
layers where ReLU(z) = max(x, 0). The final layer of CNNys is the
classification layer with size Q4 which is the number of subarrays
that yield maximum spectral efficiency. In the classification layer,
a softmax function is used to obtain the probability distribution of
the classes. The output layer of CNNgF is a regression layer of
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size G x 1. The proposed network is realized in MATLAB on a PC
with 768-core GPU. The proposed network architecture is obtained
through an optimization analysis to achieve the best performance and
less computational cost.

The use of neural networks in mobile devices is also another issue
for practical considerations since a deep neural network is composed
of huge number of weights for each layers such as convolutional and
fully connected layers [43]]. The proposed CNN framework should
be applied to the channel matrix in a mobile device to obtain hybrid
beamformers where the resolution of the network parameters is of
great importance. In common CNN architectures, convolutional layers
have relatively less parameter to be optimized as compared to the
fully connected layers which have large number of neurons to be
updated in each iteration [57]. In order to obtain low resolution CNN
structure, each of the weights and bias of all layers are quantized so
that the saving in the memory is achieved and the implementation of
the CNN is eased.

To train the proposed CNN structure, N = 100 different realiza-
tions of the channel matrix which is generated for L = 800 (L. = 4
for Ne € Neauster = {3,4,5,6} and L, = 200) noisy realizations
with three noise levels, i.e., SNRrrav € {15, 20, 25}dB. Hence the
total size of the training data is Nr x Ny x 3 X 240000. In the
training process, 70% and 30% of all data generated are selected as
the training and validation datasets, respectively. Validation aids in
hyperparameter tuning during the training phase to avoid the network
simply memorizing the training data rather than learning general
features for accurate prediction with new data. The validation data
is used to test the performance of the network in the simulations for
Jr = 100 Monte Carlo trials.

V. NUMERICAL EXPERIMENTS

We evaluated the performance of the proposed CNN approach via
several experiments. In order to prevent the similarity between the

test data and the training data we also add synthetic noise to the
test data where the SNR in testing is defined similar to SNRTraN

as SNRrgst = 20 loglo(w). We used the stochastic gradient
descent algorithm with momentum [58] for updating the network
parameters with learning rate 0.01 and mini-batch size of 500 samples
for 50 epochs. As a loss function, we use the negative log-likelihood
or cross-entropy loss [24]. We select NFF = NEF = 4 for all
simulations. For each channel matrix realization, the propagation
environment is modeled with N, = 4 clusters and N,y = 5 rays for
each clusters with the angle spread of ¢ = 5° for all transmit and
receive azimuth and elevation angles which are uniform randomly
selected from the interval [—60°,60°] and [—20°, 20°] respectively.

A. Performance of Unquantized CNN

Figure 3] summarizes our assessment of the performance of unquan-
tized CNN. Here, we set N = 100, Ny = Nr = 64 and Ns = 4.
Figure 32 shows the validation loss of CNNgr against the number of
noisy channel realizations L. We observe that the loss is satisfactory
for L > 150; in our simulations, we keep L = 200. Note that
this is a common result for different number of channel realizations
N. In fact, we use N = 100 in our settings to achieve reasonable
network accuracy. To investigate the performance of deep networks
against different noise levels in the training data, we demonstrate the
validation loss of CNNgrFr and the classification accuracy of CNNag
in Fig. 3b]for different Nrs values. It is clear here that both networks
attain satisfactory network accuracy for SNRrest > 0dB. At low
SNR regimes, CNN has poor classification performance due to the
deviations between the input and the channel matrices used in the
training data. In order to make CNN more robust to noisy inputs, we
draw the training data for multiple SNRtrav levels. Nevertheless,
noise in the training data expectedly limits the performance since the
network cannot distinguish the input data if it is corrupted too much.
This issue is also reported in [39], [59] for multiple SNRtraIN case.



The channel statistics are important parameters that change in very
short time in mm-Wave channels. Hence, in the training stage, we
feed the network with channel realizations of different /V. values. To
further investigate the performance with respect to different channel
statistics, we compare the algorithms in Fig. and Fig. [3d] for
different N. and o3, respectively. The proposed CNN framework
provides robust performance against different channel statistics. The
effectiveness of the proposed techniques can be attributed to training
the network with several channel statistics and adding synthetic noise
for multiple SNRTran values.

As a result, the proposed network provides robust performance
against the changes in channel statistics without a need to be re-
trained. However, when there is a change in the full array system
parameters such as Np, Ngr, Ngrs and Ng, the network does
need to be re-trained because these parameters directly dictates the
dimensions of the network input and output layers.

B. Antenna Selection Performance

In this experiment, we present the antenna selection performance
for Ny = Nr = 256 and Ngrs = 16, and the results are given in
Fig. fa] For fair comparison, the hybrid beamforming is performed
by the MO algorithm for all the antenna selection techniques, which
are best antenna selection (BAS) with BAB algorithm [23], CNNas,
Greedy-based antenna selection (GAS) [53]], Scheme 1, which is
random antenna selection (RAS) and Scheme 2 from Fig. m Note
that BAS, CNNas and GAS aim to optimize the selected antennas
and they refer to the selection Scheme 3 demonstrated in Fig. [I]
The performance of the algorithms is also compared with the full
array performance (Ng = Ngrs = 256) which is shown for
both fully-digital (FD) and hybrid beamforming (HB). Scheme 1
(RAS) and Scheme 2 have much simpler architectures which do
not include optimization and we can see that Scheme 2 performs
the worst since it has the simplest architecture, i.e., selecting the
antennas through the absolute values of the entries of the channel
matrix. We observe that the performance CNNag is close to BAS,
which employs BAB algorithm to yield an optimum solution. Other
algorithms/schemes are suboptimal and CNNas outperforms them.
The performance of CNNas is superior in comparison with the
other algorithms/schemes which provide sub-optimum performance.
We also present the performance for different number of selected
antennas as shown in Fig. [4b] for the same settings and SNR= 10
dB. From this figure, we obtain similar observations as in Fig. [I]
demonstrating the outperformance of CNNas.

C. Hybrid Beamforming Performance

In this experiment, the spectral efficiency of our CNN-based hybrid
beamforming approach is evaluated by comparison with MO-Alt-Min
[15], SOMP [14] as well as the methods in [9] (called Wang et.al)
and [41] (called Sohrabi et.al). In addition, we compare our work
with the multilayer perceptron (MLP) approach proposed in [37]
where the MLP architecture is fed and trained with the same training
data of CNNgrr. The number of antennas are Nrp = Np = 256
and Nrs = 16 antennas are selected. For antenna selection, BAS
is used for all the hybrid beamforming algorithms except CNNRgr,
which is fed by the selected channel matrix obtained from CNNas.
In Fig. ] the spectral efficiency is presented for Ns = 1 (a) and
Ng = 4 (b) respectively. We can see that CNNgrr outperforms the
other algorithms and it provides very close performance to MO-Alt-
Min which is also used in the labeling process. The performance of
CNNRrp is attributed to the extracting features in the input data and
matching the data to labels which are obtained through an exhaustive
search algorithm.
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Fig. 4. Antenna selection performance for N = N = 256, Ng = 1: (a)
spectral efficiency vs SNR for fixed Nrg = 16 (b) spectral efficiency versus
NRs.

Most of the hybrid beamforming algorithms rely on the perfectness
of the channel matrix which is also used in the design process of
beamformers. In order to relax this condition, we use a DL approach
and train the deep network with several noisy channel data so that it
can obtain robust performance due to the changes in the channel data.
In Fig. [f] the robustness analysis is conducted for imperfect channel
matrix with respect to SNRtgsT. The same simulations settings are
used with SNR = 10dB and all algorithms are fed with the imperfect
channel matrix. As it is seen, proposed CNN approach performs
more robust performance as compared to the other algorithms. The
advantage of CNN is that it is trained with several noisy channel data
so that it can distinguish the labels for noisy inputs.

We further examine the algorithms on the performance of RF
beamformer design. In this respect, we define a cost function to mea-
sure how close the algorithms are, to the unconstrained beamformers.
We define the error between the unconstrained beamformers FOP,
WP and the estimated hybrid beamformers I R FF BB, WRFWB B
as follows

v = [ — FrpFpsllr/(NTNs), (18)
yw = [[WP' — WrrWag||#/(NrsNs). (19)
Then we present the results in Table [I| for Ng = {1,2,3} and
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Fig. 5. Spectral efficiency of various hybrid beamforming algorithms versus
SNR for (a) Ng =1 and (b) Ng = 4.

Nt = Nr = 256, Nrs = 16. It can be seen that CNN-based RF
chain selection provides less error for both precoder and combiner
design as compared to other algorithm. The performance of the
CNN is attributed to aiming the highest spectral efficiency with the
selection of the best configuration of beamformers. Note also that
the algorithms including our CNN approach achieve less vr and yw
when Ng = 3 as compared to Ns = 1 except SOMP. In contrast,
SOMP performs worse (less vr and relatively larger i) when Ng
is larger. This explains the performance loss of SOMP observed in
Fig. b as Ng increases.

D. Binarized and Quantized CNN

While considering larger CNN that has more layers and nodes,
the associated memory and computational cost could be prohibitive
for massive MIMO. This hinders deploying large CNNs in mobile
devices, which have limited memory and restricted latency to perform
tasks such as online learning and incremental learning. In this context,
compressing a deep neural network, that has attracted a lot of
attention recently [60], is highly desirable. In this paper, we adopt a
network quantization to compress and thereby accelerate the CNN.
This method compresses the original network by reducing the number
of bits required to represent each weight of convolutional and fully
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Fig. 6. Performance comparison for corrupted channel data.

TABLE I
PERFORMANCE L0OSS FOR HYBRID BEAMFORMER
DESIGN.
VF W

Ns =1 | 0010 | 0.0016
) Ng =2 0.008 | 0.0014

BAS + MO-AIlt-
S + MO-Alt-min Ng = 0.005 | 0.0015
Ng = 0.010 | 0.0060
Ng =2 0.008 | 0.0043
CNNas + CNNgp Ng = 0.005 | 0.0022
Ng = 0.032 | 0.0062
) Ng =2 0.019 | 0.0034
BAS + Sohrabi et.al Ng = 0.008 | 0.0024
Ng =1 0.043 | 0.0069
Ng =2 0.027 | 0.0048

BA -
S + Wang et.al Ng = 0.013 | 0.0028
Ng = 0.070 | 0.0037
Ng =2 0.032 | 0.0074
BAS + SOMP Ng =3 0.025 0.0165

connected layers. It has been observed that this compression can
support both pretrained and trained-from-scratch models, helps in
significantly reducing memory usage and speeds up the computations.

Network quantization in large CNNs can significantly degrade
the classification accuracy. We, therefore, investigate the minimum
number of bits required to store our proposed twin-CNN network
for an acceptable spectral efficiency. Improving the performance of
quantized or binarized CNN is an active research area. For example,
in the extreme case of binarized or 1-bit CNN, it has been shown that
networks trained with back propagation could be resilient to weight
distortions introduced by binarization [60].

We examined the performance of the CNN with quantized weights
and biases. In Fig. [7a] we present the performance of binarized-
CNN where the parameters of the network are either 0 or 1. CNN
performance is poorer than SOMP in case of hybrid beamforming. To
further investigate the effect of quantization of network parameters,
we demonstrate, in Fig. the performance of CNN versus number
of bits used to quantize the weights and biases of all layers of the
CNN. As it is seen, at least 5 bits are required for CNN to attain the
best subarray and best RF chain performance.
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TABLE 11
COMPUTATIONAL COMPLEXITY (IN SECONDS)
NRS =8
Nt CNN | MO-AltMin | Sohrabi et.al | Wang et.al | SOMP
32 0.003 0.241 0.005 0.014 0.028
128 0.004 0.632 0.014 0.073 0.147
256 0.005 1.324 0.041 0.151 0.195
Ngrs = 16
Nt CNN | MO-AltMin | Sohrabi et.al | Wang et.al | SOMP
32 0.004 0.284 0.008 0.021 0.031
128 0.010 1.171 0.027 0.084 0.112
256 0.013 4.458 0.050 0.172 0.219

E. Computational Complexity

In this experiment, we measure the computation time of our CNN
approach and compare it with other state-of-the-art algorithms. We
select Ng = 64 and Ns = 4. The results are given in Table [l with
respect to the number of BS antennas Nr when Nrs = {8,16}. As
it is seen, our CNN approach enjoys less computation time where the
complexity is due to the classification of the input data. The remaining
algorithms have relatively high run times and MO-Alt-Min has the
highest computation cost however it has better than the remaining
algorithms.

For the sake of completeness, we also calculate the total compu-
tation time for the generation of the training data where we select
Ny = Nr = 256, Ngs = 16, L = N = 100 and use three

SNRrraN levels. In this settings, it takes about two days to generate
256 x 256 x 3 x 30000 training data. When Ny = Nr = 25,
Nrs = 16, it takes only 40 minutes for 25 x 25 x 3 x 30000.
In training, the main challenge is not the time but the memory
considerations where large antenna arrays yield higher variables
of size Q4 which require large memory allocations to save (even
temporarily) the results.

VI. SUMMARY

We proposed a twin-CNN deep learning approach for joint antenna
selection and hybrid beamformer design in mm-Wave communi-
cations. Our CNN framework provides significant improvement in
the capacity as compared to the conventional beamformer design
techniques. This method does not require the precise knowledge of
the channel matrix and has significantly better performance than the
conventional techniques used in mm-Wave MIMO systems. Instead of
computing analog and baseband beamformers, the proposed approach
only requires the estimated channel matrix to feed the network
and yields the best antenna subarray and analog and baseband
beamformers. Hence, it has very low computational complexity. We
also investigated the quantized-CNN model when it needs to be
applied in a low-memory, low-overhead platform such as a mobile
phone. We show that no more than 5 bits are required to save (or
access in a cloud-based environment) the CNN in digital form.
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