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Abstract

Impact of mobility will be increasingly important in future generation wireless services and the

related challenges will need to be addressed. Sojourn time, the time duration that a mobile user stays

within a cell, is a mobility-aware parameter that can significantly impact the performance of mobile

users and it can also be exploited to improve resource allocation and mobility management methods

in the network. In this paper, we derive the distribution and mean of the sojourn time in multi-tier

cellular networks, where spatial distribution of base stations (BSs) in each tier follows an independent

homogeneous Poisson point process (PPP). To obtain the sojourn time distribution in multi-tier cellular

networks with maximum biased averaged received power association, we derive the linear contact

distribution function and chord length distribution of each tier. We also study the relation between

mean sojourn time and other mobility-related performance metrics. We show that the mean sojourn time

is inversely proportional to the handoff rate, and the complementary cumulative distribution function

(CCDF) of sojourn time is bounded from above by the complement of the handoff probability. Moreover,

we study the impact of user velocity and network parameters on the sojourn time.
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I. INTRODUCTION

A. Background and Related Work

The next generations of cellular wireless networks are expected to support communications

for highly mobile users and devices [1] with applications in new vertical sectors such as railway,

unmanned aerial vehicle (UAV), and autonomous car. Therefore, addressing the mobility related

challenges is necessary for the development of the next generation cellular networks. Impact of

user/device mobility on its performance in cellular networks can be measured through mobility-

aware performance metrics such as handoff rate, handoff probability, and sojourn time [1].

Sojourn time (or dwell time), time duration that a mobile user stays within a cell, is a key

network parameter which allows studying other important network parameters such as channel

occupancy time, new call and handoff call dropping probabilities [2]. Therefore, it is imperative

to incorporate the sojourn time distribution in resource allocation and mobility management

for improving the network performance. In general, modeling and analysis of mobility-related

parameters and performances is however challenging in multi-tier (or heterogeneous) cellular

networks (e.g. a two-tier macrocell-small cell network) since it needs to consider different aspects

such as how to model the distributions of base stations (BSs) at the different tiers, how to model

the user mobility and traffic at the different tiers, and how to model the radio access network

performance at the different tiers [3].

In this above context, [4] derived the sojourn time distribution for the hexagonal (determin-

istic) cellular networks and Poisson (random) cellular networks, where the BSs are distributed

according to a homogeneous Poisson point process (PPP). In [5], mean sojourn time of two-tier

cellular networks was approximately derived, where the coverage areas of macro cells and small

cells have regular shapes (circles) and within each macro cell multiple small cells are irregularly

deployed. [6], [7] derived the mean sojourn time in small cells of two-tier cellular networks. The

BSs of each tier are distributed following an independent homogeneous PPP. [8] also derived

the mean sojourn time in two-tier cellular networks. However, it was assumed that a handoff

occurs only when the mobile user crosses the boundary of a macro cell. Therefore, the mean

sojourn time in [8] is similar to that in a single-tier network as in [4].

Moreover, the handoff rate, i.e. the expected number of handoffs in unit time, was derived in

[4] for single-tier Poisson cellular networks and in [9] for multi-tier Poisson cellular networks.

The handoff probability, i.e. the probability that the mobile user handoffs to a new BS at the
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end of a movement period, was also studied in [10] and [11] for single-tier and multi-tier

Poisson networks, respectively. To derive the mean sojourn time (or distribution of the sojourn

time), [4], [7], [8] used the chord length distribution (or linear contact distribution function) of

Poisson Voronoi cells. However, in multi-tier networks with different transmission power and

bias factor for each tier, we need the chord length distribution (or linear contact distribution

function) of weighted Poisson Voronoi cells which is not available in the literature. For single-

tier networks, [1] used the handoff probability to derive the distribution of sojourn time in the

cell where connection is initiated. In single-tier networks, since the Voronoi cells are convex, we

can directly use the handoff probability to derive the distribution of the sojourn time. However,

in multi-tier networks, cells may not be convex. Therefore, the analytical method in [1] cannot

be used for multi-tier networks.

A handoff is considered to be unnecessary when the dwell time of the mobile user in the new

cell after the handoff is less than a predefined threshold. In [12], [13], handoff skipping schemes

are employed to avoid unnecessary handoffs. Moreover, important system parameters such as

channel occupancy time, new call and handoff call dropping probabilities depend on the sojourn

time [2]. Therefore, sojourn time is fundamental for analysis and design of the mobile cellular

networks. In [2], [12], [14]–[16], different distributions such as exponential, Erlang, gamma,

Pareto, and Weibull were used for modeling the sojourn time distribution. Due to the principal

role of the sojourn time in mobility management and resource allocation, in this paper, we derive

the sojourn time distribution in multi-tier cellular networks.

B. Contributions

To analyze the sojourn time distribution in multi-tier scenarios with PPP distributed BSs, the

existing works either assume that the mobile user is always associated to only one of the tiers,

or only focus on the small tier (in two-tier scenarios). For both the cases, the results are no

different from the single-tier scenarios. In single-tier networks with maximum averaged received

power association (nearest BS association), (Voronoi) cells are convex; however, in multi-tier

networks with maximum biased averaged received power association, cells may not be convex

depending on the transmission power and bias factor of each tier. Therefore, analysis of sojourn

time of multi-tier cellular networks is more complicated compared to the single-tier networks.

In this regard, the contributions of this paper can be summarized as follows:
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• We derive the distribution and mean of the sojourn time for multi-tier cellular networks.

We show that the mean sojourn time is inversely proportional to velocity. We also study

the impact of network parameters on the sojourn time.

• To obtain the analytical results, we derive the linear contact distribution and chord length

distribution of each tier.

• We show that the mean sojourn time is inversely proportional to handoff rate. Also, using

handoff rate and sojourn time, we calculate the ping-pong rate (i.e. rate of unnecessary

handoffs) for each tier.

• We show that the complement of the handoff probability provides an upper bound for

the complementary cumulative distribution function (CCDF) of the sojourn time. We also

discuss the scenarios where the CCDF of the sojourn time is equal to the complement of

the handoff probability.

The rest of this paper is organized as follows: In Section II, the system model is presented. In

Section III, we state the methodology for deriving the analytical results. In Sections IV and V, we

obtain the main results related to the distribution and mean of the sojourn time and also discuss

the effects of network parameters. Numerical and simulation results are provided in Section VI.

Finally, in Section VII, we conclude the paper.

II. SYSTEM MODEL AND NOTATIONS

Consider a K-tier heterogeneous cellular network with K classes of BSs and let K =

{1, 2, ..., K}. The spatial distribution of BSs of k-th tier, k ∈ {1, 2, ..., K}, follows an independent

homogeneous PPP Φk of intensity λk. Different tiers of BSs transmit at different power levels.

Pk denotes the transmission power of the k-th tier BSs.

Consider a typical mobile user which moves in a straight line with a constant velocity v.

Due to the stationarity of the homogeneous PPP, i.e. its distribution is invariant under translation

[17], we can assume that the typical mobile user is located at the origin o at time 0. Since

homogeneous PPP is isotropic, i.e. its distribution is invariant under rotation with respect to the

origin [17], we can also assume that the typical mobile user moves along the positive x-axis.

Therefore, at time t, the typical mobile user is located at x(t) = (vt, 0).

The mobile user is always associated to the BS which provides the maximum biased averaged

received power. Let us denote the serving BS at time t by BS(t). Therefore,

BS(t) = arg max
x∈Φk,∀k∈K

BkPk‖x(t)− x‖−α, (1)
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where Bk is the cell range expansion bias factor for tier-k, and α is the path-loss exponent.

Let us denote the distance between BS(0) and the mobile user at x(t) by r0(t), i.e. r0(t) =

‖BS(0)−x(t)‖. Given that at time t the mobile user is associated to a tier-k BS at distance r(t),

from (1), we have Φj

(
B
(

x(t), r(t)
βkj

))
= 0, ∀j ∈ K, where βkj =

(
BkPk
BjPj

)1/α

, B(x, r) denotes

a ball with radius r centered at x, and Φj(A) is the number of tier-j BSs in set A ⊂ R2. For

simplicity, we define r0 = r0(0).

A summary of the major notations is provided in Table I.

TABLE I

SUMMARY OF NOTATIONS

Notation Description

Φk, λk PPP of tier-k BSs, intensity of Φk

Pk Transmit power of the k-th tier BSs

x(t) Location of the mobile user at time t

v Velocity of the mobile user

BS(t) Serving BS of the mobile user at time t

Bk Cell range expansion (bias) factor for tier k

α Path-loss exponent

r0(t), r0 Distance between the initially serving BS and the mobile user at time t, r0(0)

βkj
(
BkPk
BjPj

)1/α

B(x, r) Ball with radius r centred at x

S̃ Sojourn time in the cell where connection is initiated

S Sojourn time

Hk Handoff rate from (to) a tier-k cell to (from) any other cell in the network

H Handoff rate

III. METHODOLOGY OF ANALYSIS OF SOJOURN TIME IN MULTI-TIER CELLULAR

NETWORKS

The sojourn time S is the duration that the mobile user stays within a particular serving cell

before it is handed over to another cell [18]. Analysis of sojourn time in multi-tier cellular

networks consists of the following four steps:

• Step 1: Deriving the conditional distribution of the sojourn time in the cell where connection

is initiated, given that the mobile user is initially associated to a tier-k BS.
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(a) Single-tier. (b) Two-tier.

Fig. 1. Voronoi cells in a single-tier and a two-tier cellular networks: (a) λ = 0.15, (b) λ1 = 0.05, λ2 = 0.1, and β12 = 2.

• Step 2: Deriving the linear contact distribution function, given that the mobile user is in a

tier-k cell at time 0.

• Step 3: Obtaining the chord length distribution for tier k using linear contact distribution

function.

• Step 4: Deriving the distribution of the sojourn time S for tier k.

A. Step 1 of Analysis

First we focus on the distribution of the sojourn time in the cell where connection is initiated

S̃. Specifically, we derive the CCDF of S̃, i.e.

F̄S̃(T ) = P(S̃ > T ) = P (no handoff occurs in the interval [0, T ])

= P (BS(t) = BS(0),∀t ∈ (0, T ]) . (2)

In single-tier cellular networks, Voronoi cells are convex [19] (as shown in Fig. 1(a)). A set

C is convex if the line segment between any two points in C lies in C [20]. Thus, in single-

tier cellular networks, when the mobile user is connected to the same BS at time 0 and T ,
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Fig. 2. System model.

i.e. when BS(T ) = BS(0), the serving BS at any time between 0 and T is also BS(0), i.e.

BS(t) = BS(0), ∀t ∈ (0, T ). Hence, for single-tier cellular networks, (2) can be simplified as

F̄S̃(T ) = P (BS(T ) = BS(0)) 1. (3)

However, for multi-tier cellular networks, Voronoi cells may not be convex depending on the

values of βkj , k, j ∈ K (as shown in Fig. 1(b)). Therefore, even when BS(T ) = BS(0), there

may exist a time t between 0 and T for which BS(t) 6= BS(0). To derive the CCDF of S̃

for multi-tier cellular networks, we must use (2), which makes the analysis of sojourn time in

multi-tier cellular networks more complicated compared to the single-tier networks. Actually,

single-tier scenario can be considered as a special case of multi-tier scenarios. Moreover, note

that, (3) provides an upper bound for (2).

Given that the mobile user is initially connected to a tier-k BS, the CCDF of S̃ can be obtained

by

F̄S̃(T | tier = k) = P (BS(t) = BS(0),∀t ∈ (0, T ] | tier = k)

=
1

π

∫ ∞
0

∫ π

0

P (BS(t) = BS(0),∀t ∈ (0, T ] | r0, θ, tier = k) fR(r0 | tier = k)dθdr0, (4)

1 P (BS(T ) 6= BS(0)) is the probability that the mobile user is handed off to a new BS after the movement period of T ,

and it is called handoff probability in the literature. According to (3), in single-tier networks, the CCDF of the sojourn time is

equal to the complement of the handoff probability.
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where θ is the angle between the serving BS at time 0 and direction of the movement (as shown

in Fig. 2). θ is uniformly distributed in [0, π]. fR(r0 | tier = k) is the probability density function

(PDF) of the serving link distance at time 0, given that BS(0) belongs to tier-k. According to

[21],

fR(r0 | tier = k) =
1

P(tier = k)
2λkπr0 exp

{
−
∑
j∈K

λjπβ
2
jkr

2
0

}
, (5)

where P(tier = k) is the probability that BS(0) belongs to tier-k which is given by [21]:

P(tier = k) =
λk∑

j∈K λjβ
2
jk

. (6)

Using the association strategy (1), we get

P (BS(t) = BS(0),∀t ∈ (0, T ] | r0, θ, tier = k)

= P

(⋂
j∈K

Φj

(
B
(

x(t),
r0(t)

βkj

)
\ B
(

0,
r0

βkj

))
= 0,∀t ∈ (0, T ] | r0, θ, tier = k

)
, (7)

where B
(

0, r0
βkj

)
is excluded since we know there is no tier j BS closer than r0

βkj
to the typical

mobile user at time 0. Let us define

Akj(r0, θ, v, T, βkj) =

{⋃
t

B
(

x(t),
r0(t)

βkj

)
| t ∈ [0, T ], r0(t) =

√
r2

0 + v2t2 − 2r0vt cos θ

}
. (8)

Using Akj(r0, θ, v, T, βkj), we can write

P (BS(t) = BS(0),∀t ∈ (0, T ] | r0, θ, tier = k)

= P

(⋂
j∈K

Φj

(
Akj(r0, θ, v, T, βkj) \ B

(
0,
r0

βkj

))
= 0 | r0, θ, tier = k

)
(a)
=
∏
j∈K

P
(

Φj

(
Akj(r0, θ, v, T, βkj) \ B

(
0,
r0

βkj

))
= 0 | r0, θ, tier = k

)
(b)
=
∏
j∈K

exp

{
−λj

∣∣∣∣Akj(r0, θ, v, T, βkj) \ B
(

0,
r0

βkj

)∣∣∣∣} , (9)

where |A| denotes the area of A, (a) follows from the independence of different tiers’ point

processes, and (b) is obtained by using the void probability of PPP. In Fig. 3, Akj(r0, θ, v, T, βkj)

is illustrated for three different cases: a) βkj < 1, b) βkj = 1, and c) βkj > 1. To derive the

distribution of S̃, we need to calculate the area of Akj(r0, θ, v, T, βkj) for all three cases. Further

discussion about Akj(r0, θ, v, T, βkj) is provided in the next section.
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(a) βkj = 0.8.
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(b) βkj = 1. (c) βkj = 1.2.

Fig. 3. Akj(20, π/3, 5, 20, βkj). (a) βkj < 1, (b) βkj = 1, and (c) βkj > 1. Red circles correspond to B
(

0, r0
βkj

)
and

B
(

x(T ), r0(T )
βkj

)
.

B. Step 2 of Analysis

Given that, at time 0, the mobile user is associated to a tier-k BS, the origin is almost

surely contained in the interior of a tier-k Voronoi cell. In this paper, we define linear contact

distribution function as the probability that a line segment ` containing the origin with length

r and random orientation crosses the cell boundaries. Therefore, given origin o is inside a tier-

k cell, linear contact distribution function H`(z | tier = k) is equal to the probability that

intersection of user’s trajectory with length z and the cell boundaries is nonempty. Using the

conditional CCDF of S̃, we can derive the linear contact distribution function as

H`(z | tier = k) = 1− P(S̃ >
z

v
| tier = k) = 1− F̄S̃(

z

v
| tier = k). (10)

C. Step 3 of Analysis

So far, we have considered the sojourn time in the cell where connection is initiated (S̃).

Distribution of the sojourn time (S), for tier-k, can be obtained using the chord length distribution.

Due to the stationarity of our model, chord length distribution for tier-k, denoted by FL(z | tier =

k), can be computed as follows [22]:

FL(z | tier = k) = 1− E[L | tier = k]
d

dz
H`(z | tier = k), (11)

where E[L | tier = k] is the mean length of the chords lying in tier-k cells, and is obtained by

[23]

E[L | tier = k] = lim
z→0

z

H`(z | tier = k)
(12)
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D. Step 4 of Analysis

Finally, we can characterize the sojourn time distribution for tier-k using the results from

previous step. In particular, the mean and CCDF of the sojourn time in tier-k are

E[S | tier = k] =
1

v
E[L | tier = k], (13)

F̄S(T | tier = k) = 1− FL(vT | tier = k). (14)

IV. FIRST STEP OF SOJOURN TIME ANALYSIS: DERIVATION OF |Akj(r0, θ, v, T, βkj)|

As mentioned in the previous subsection, the first step of sojourn time analysis requires

calculation of |Akj(r0, θ, v, T, βkj)| (area of Akj(r0, θ, v, T, βkj)). In this regard, we consider

three cases: I) βkj < 1, II) βkj > 1, and III) βkj = 1.

A. Case I: βkj < 1

The following proposition helps us to derive the area of Akj(r0, θ, v, T, βkj) for this case.

Proposition 1. When βkj < 1, Akj(r0, θ, v, T, βkj) = B
(

x(0), r0
βkj

)
∪ B

(
x(T ), r0(T )

βkj

)
.

Proof: See Appendix A.

Note that, depending on radii of the two circles, r0
βkj

and r0(T )
βkj

, and the distance between their

centres, i.e. vT , three different situations can happen when βkj < 1:

Situation 1: When r0(T )
βkj
≥ r0

βkj
+ vT , we have B

(
x(0), r0

βkj

)
⊂ B

(
x(T ), r0(T )

βkj

)
, which yields

Akj(r0, θ, v, T, βkj) = B
(

x(T ), r0(T )
βkj

)
.

Situation 2: When r0
βkj
≥ r0(T )

βkj
+ vT , we have B

(
x(T ), r0(T )

βkj

)
⊂ B

(
x(0), r0

βkj

)
, which yields

Akj(r0, θ, v, T, βkj) = B
(

x(0), r0
βkj

)
.

Situation 3: When r0(T )
βkj

< r0
βkj

+vT and r0
βkj

< r0(T )
βkj

+vT ,Akj(r0, θ, v, T, βkj) = B
(

x(0), r0
βkj

)
∪

B
(

x(T ), r0(T )
βkj

)
. An example of which is illustrated in Fig. 3(a).

Using this information, now we can compute |Akj(r0, θ, v, T, βkj)| when βkj < 1.

|Akj(r0, θ, v, T, βkj)| =


π r0(T )2

β2
kj
, if 2r0

cosθ+βkj
1−β2

kj
≤ vT

π
r20
β2
kj
, if vT ≤ 2r0

cosθ−βkj
1−β2

kj

π
r20
β2
kj

+ π r0(T )2

β2
kj
− V

(
r0
βkj
, r0(T )
βkj

, vT
)
, if 2r0

cosθ−βkj
1−β2

kj
< vT < 2r0

cosθ+βkj
1−β2

kj

(15)
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(a) t = 2, 2.2. (b) t = 0, 1, 2, 3, 4, 5, 6, 7, 8.

Fig. 4. B
(

x(t), r0(t)
βkj

)
at different time instants. Union of these circles from t = 0 till t = 8 forms Akj(20, π/3, 5, 8, 1.2).

where V
(
r0
βkj
, r0(T )
βkj

, vT
)

is the area of intersection of two circles with radii r0
βkj

and r0(T )
βkj

whose

centers are separated by vT , i.e., V
(
r0
βkj
, r0(T )
βkj

, vT
)

=

r2
0

β2
kj

arccos

(
r2

0 + β2
kjv

2T 2 − r0(T )2

2βkjr0vT

)
+
r0(T )2

β2
kj

arccos

(
r0(T )2 + β2

kjv
2T 2 − r2

0

2βkjr0(T )vT

)

−1

2

√(
r0

βkj
+
r0(T )

βkj
+ vT

)(
r0

βkj
+
r0(T )

βkj
− vT

)(
r0

βkj
− r0(T )

βkj
+ vT

)(
− r0

βkj
+
r0(T )

βkj
+ vT

)
.

(16)

B. Case II: Bkj > 1

For this case, to derive the area of Akj(r0, θ, v, T, βkj), first we study the intersection of

B
(

x(t), r0(t)
βkj

)
and B

(
x(t+ dt), r0(t+dt)

βkj

)
as dt → 0 (Fig. 4(a)). From triangle equations, we

have

r0(t+ dt)2 = r2
0 + v2(t+ dt)2 − 2r0v(t+ dt) cos θ = r0(t)2 + v2dt2 + 2vdt(vt− r0 cos θ). (17)

Since |vt− r0 cos θ| ≤ r0(t),

r0(t)2 + v2dt2 − 2r0(t)vdt ≤ r0(t+ dt)2 ≤ r0(t)2 + v2dt2 + 2r0(t)vdt. (18)

Dividing r0(t)− vdt ≤ r0(t+ dt) ≤ r0(t) + vdt by βkj yields

r0(t)

βkj
− vdt

(a)

≤ r0(t)

βkj
− vdt

βkj
≤ r0(t+ dt)

βkj
≤ r0(t)

βkj
+
vdt

βkj

(b)

≤ r0(t)

βkj
+ vdt,
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where (a) and (b) are obtained using βkj > 1. Therefore, as dt → 0, B
(

x(t), r0(t)
βkj

)
and

B
(

x(t+ dt), r0(t+dt)
βkj

)
partially overlap (boundaries of B

(
x(t), r0(t)

βkj

)
and B

(
x(t+ dt), r0(t+dt)

βkj

)
intersect at two points), and we have∣∣∣∣B(x(t),

r0(t)

βkj

)
\ B
(

x(t+ dt),
r0(t+ dt)

βkj

)∣∣∣∣ = π
r0(t)2

β2
kj

− V
(
r0(t)

βkj
,
r0(t+ dt)

βkj
, vdt

)
= π

r0(t)2

β2
kj

− arccos

(
r0 cos θ − vt
βkjr0(t)

+
β2
kj − 1

2βkj

vdt

r0(t)

)
r0(t)2

β2
kj

− arccos

(
vt− r0 cos θ

βkjr0(t+ dt)
+
β2
kj + 1

2βkj

vdt

r0(t+ dt)

)
r0(t+ dt)2

β2
kj

+
1

2

√√√√2vdt

βkj

(
r0(t)− vt− r0 cos θ

βkj

)
+ v2dt2

(
1− 1

β2
kj

)

×

√√√√2vdt

βkj

(
r0(t) +

vt− r0 cos θ

βkj

)
− v2dt2

(
1− 1

β2
kj

)

=
2v

β2
kj

[√
β2
kjr0(t)2 − (vt− r0 cos θ)2 − arccos

(
vt− r0 cos θ

βkjr0(t)

)
(vt− r0 cos θ)

]
dt+O(dt2),

(19)

where the last result is proved in Appendix B.

Moreover, we can derive the intersection points of these two circles from their equations in

Cartesian coordinate system, i.e.,

B
(

x(t),
r0(t)

βkj

)
: [x− vt]2 + y2 =

r0(t)2

β2
kj

,

B
(

x(t+ dt),
r0(t+ dt)

βkj

)
: [x− v(t+ dt)]2 + y2 =

r0(t+ dt)2

β2
kj

.

Combining these equations and solving for x results in

x = v

(
t+

dt

2

)(
1− 1

β2
kj

)
+
r0 cos θ

β2
kj

,

which indicates that, for βkj > 1, the boundaries’ intersection points move along the positive

x-axis as t increases (Fig. 4(b)). Using this result, we can write∣∣∣∣∣
n⋃
i=0

B
(

x(t+ idt),
r0(t+ idt)

βkj

)∣∣∣∣∣ = π
r0(t+ ndt)2

β2
kj

+
n−1∑
i=0

∣∣∣∣B(x(t+ idt),
r0(t+ idt)

βkj

)
\ B
(

x(t+ (i+ 1)dt),
r0(t+ (i+ 1)dt)

βkj

)∣∣∣∣ (20)
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Let the time interval [0, T ] be partitioned by points ti = idt, i = 0, ..., T
dt

. We can calculate

the area of Akj(r0, θ, v, T, βkj) by setting t = 0 in (20), i.e.,

|Akj(r0, θ, v, T, βkj)| = lim
dt→0

∣∣∣∣∣∣
T
dt⋃
i=0

B
(

x(idt),
r0(idt)

βkj

)∣∣∣∣∣∣
= π

r0(T )2

β2
kj

+ lim
dt→0

T
dt
−1∑

i=0

∣∣∣∣B(x(idt),
r0(idt)

βkj

)
\ B
(

x((i+ 1)dt),
r0((i+ 1)dt)

βkj

)∣∣∣∣
(a)
= π

r0(T )2

β2
kj

+ lim
dt→0

T
dt
−1∑

i=0

2v

β2
kj

[√
β2
kjr0(ti)2 − (vti − r0 cos θ)2 − arccos

(
vti − r0 cos θ

βkjr0(ti)

)
(vti − r0 cos θ)

]
dt+O(dt2)

(b)
= π

r0(T )2

β2
kj

+
2v

β2
kj

∫ T

0

√
β2
kjr0(t)2 − (vt− r0 cos θ)2 − arccos

(
vt− r0 cos θ

βkjr0(t)

)
(vt− r0 cos θ)dt,

(21)

where (a) is obtained by using (19) and (b) follows from the Riemann integral.

C. Case III: βkj = 1

For this case, similar to Appendix A, we can prove Akj(r0, θ, v, T, 1) = B (x(0), r0) ∪

B (x(T ), r0(T )). Since |r0 − vT | ≤ r0(T ) ≤ r0 + vT , B (x(0), r0) and B (x(T ), r0(T )) partially

overlap. Therefore,

|Akj(r0, θ, v, T, βkj)| = π
r2

0

β2
kj

+ π
r0(T )2

β2
kj

− V
(
r0

βkj
,
r0(T )

βkj
, vT

)
, (22)

where βkj = 1 and V
(
r0
βkj
, r0(T )
βkj

, vT
)

is given in (16).
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D. Closed-form Expression for |Akj(r0, θ, v, T, βkj)|

Theorem 1. Area of Akj(r0, θ, v, T, βkj) can be obtained by

|Akj(r0, θ, v, T, βkj)| = |Akj(r0, θ, vT, 1, βkj)| =

π g(vT,1)2

β2
kj

+ 2vT
β2
kj

1∫
0

√
β2
kjg(vT, u)2 − (vTu− r0 cos θ)2 − arccos

(
vTu−r0 cos θ
βkjg(vT,u)

)
(vTu− r0 cos θ)du,

if (βkj > 1)

π
r20
β2
kj

+ π g(vT,1)2

β2
kj
− V

(
r0
βkj
, g(vT,1)

βkj
, vT

)
,

if (βkj = 1) or
(
βkj < 1 and 2r0

cosθ−βkj
1−β2

kj
< vT < 2r0

cosθ+βkj
1−β2

kj

)
π
r20
β2
kj
, if

(
βkj < 1 and vT ≤ 2r0

cosθ−βkj
1−β2

kj

)
π g(vT,1)2

β2
kj

, if
(
βkj < 1 and 2r0

cosθ+βkj
1−β2

kj
≤ vT

)
,

(23)

where g(vT, u) = r0(Tu) =
√
r2

0 + v2T 2u2 − 2r0vTu cos θ and V
(
r0
βkj
, g(vT,1)

βkj
, vT

)
is given in

(16).

Proof: The proof follows from combining (15), (21), and (22). For, βkj > 1, we have used

change of variable t
T

= u.

It is worth mentioning that, according to Theorem 1, in multi-tier networks, tier-k cells are

convex, if BkPk ≤ BjPj (or equivalently, βkj ≤ 1), ∀j ∈ K. Therefore, in this case, we can

derive the sojourn time distribution of tier-k similar to the single-tier scenario using (3) (instead

of (2)). This is the reason why some works in the literature only focus on the sojourn time in

small cells of two-tier networks.

V. MAIN RESULTS ON SOJOURN TIME AND HANDOFF RATE AND EFFECTS OF NETWORK

PARAMETERS

A. Conditional CCDF and Mean of Sojourn Time

Since B
(

0, r0
βkj

)
⊂ Akj(r0, θ, v, T, βkj), we can further simplify (9) as

P (BS(t) = BS(0),∀t ∈ (0, T ] | r0, θ, tier = k) =

exp

{
−
∑
j∈K

λj

(
|Akj(r0, θ, vT, 1, βkj)| − π

r2
0

β2
kj

)}
, (24)
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The CCDF of the sojourn time of a connection in a cell where it is initiated, S̃ can be obtained

by substituting (5) and (24) in (4).

F̄S̃(T | tier = k) =

1

P(tier = k)

∫ ∞
0

∫ π

0

2λkr0 exp

{
−
∑
j∈K

λj |Akj(r0, θ, vT, 1, βkj)|

}
dθdr0, (25)

where P(tier = k) is given in (6), and |Akj(r0, θ, vT, 1, βkj)| is given in Theorem 1.

As discussed before, in Step 2, we use (25) to derive the linear contact distribution function

given that the mobile user is in a tier-k cell at time 0, i.e.

H`(z | tier = k) = 1− F̄S̃(
z

v
| tier = k) =

1− 1

P(tier = k)

∫ ∞
0

∫ π

0

2λkr0 exp

{
−
∑
j∈K

λj |Akj(r0, θ, z, 1, βkj)|

}
dθdr0. (26)

To derive the chord length distribution in tier-k cells, according to (11), we need d
dz
H`(z |

tier = k) and E[L | tier = k]. From (26), we have

d

dz
H`(z | tier = k) =

1

P(tier = k)

∫ ∞
0

∫ π

0

2λkr0

(∑
j∈K

λj
d

dz
|Akj(r0, θ, z, 1, βkj)|

)

× exp

{
−
∑
j∈K

λj |Akj(r0, θ, z, 1, βkj)|

}
dθdr0, (27)
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where

d

dz
|Akj(r0, θ, z, 1, βkj)| =

π 2(z−r0 cos θ)

β2
kj

+ 2
β2
kj

1∫
0

√
β2
kjg(z, u)2 − (zu− r0 cos θ)2 − arccos

(
zu−r0 cos θ
βkjg(z,u)

)
(zu− r0 cos θ)du

+ 2z
β2
kj

1∫
0

√
β2
kjg(z, u)2 − (zu− r0 cos θ)2 u(zu−r0 cos θ)

g(z,u)2
− arccos

(
zu−r0 cos θ
βkjg(z,u)

)
udu,

if (βkj > 1)

π 2(z−r0 cos θ)

β2
kj

+

β2kj−1

β2
kj

r20√
4β2
kjr

2
0−((β2

kj−1)z+2r0 cos θ)
2 +

β2kj+1−2 cos2 θ

β2
kj

r20−
β2kj−1

β2
kj

r0z cos θ√
4β2
kjg(z,1)2−((β2

kj+1)z−2r0 cos θ)
2

− arccos

(
(β2
kj+1)z−2r0 cos θ

2βkjg(z,1)

)
2(z−r0 cos θ)

β2
kj

+

√
−(β2

kj−1)z+2r0(βkj−cos θ)
(β2
kj−1)z+2r0(βkj+cos θ)

(β2
kj−1)z+r0(βkj+cos θ)

2β2
kj

+

√
(β2
kj−1)z+2r0(βkj+cos θ)

−(β2
kj−1)z+2r0(βkj−cos θ)

−(β2
kj−1)z+r0(βkj−cos θ)

2β2
kj

if (βkj = 1) or
(
βkj < 1 and 2r0

cosθ−βkj
1−β2

kj
< z < 2r0

cosθ+βkj
1−β2

kj

)
0, if

(
βkj < 1 and z ≤ 2r0

cosθ−βkj
1−β2

kj

)
π 2(z−r0 cos θ)

β2
kj

, if
(
βkj < 1 and 2r0

cosθ+βkj
1−β2

kj
≤ z
)

.

(28)

E[L | tier = k] is also provided in the following theorem.

Theorem 2. The mean length of the chords lying in tier-k cells is as

E[L | tier = k] = π

(∑
j∈K λjβ

2
jk

)1/2∑
j∈K λjI(βkj)

,

where

I(β) =


1
β2

∫ π
0

β2+1−2 cos2 θ√
β2−cos2 θ

dθ, if β ≥ 1

1
β2

∫ π−arccos(β)

arccos(β)
β2+1−2 cos2 θ√

β2−cos2 θ
dθ, if β < 1

. (29)

Proof: See Appendix C.

Using these results, the mean and the CCDF of the sojourn time are

E[S | tier = k] =
π

v

(∑
j∈K λjβ

2
jk

)1/2∑
j∈K λjI(βkj)

, (30)

F̄S(T | tier = k) = E[L | tier = k]
d

dz
H`(z | tier = k)

∣∣∣
z=vT

. (31)
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Fig. 5. I(β) and F(β) for β ≥ 1.

B. Handoff Rate

In [9], rates of different handoff types in multi-tier cellular networks are provided. For k, j ∈ K,

the type k-j handoff rate Hkj , defined as the mean number of handoffs made from a tier-k cell

to a tier-j cell in unit time, is2

Hkj =
v

π

λkλjF(βkj)(∑
i∈K λiβ

2
ik

)3/2
, (32)

where

F(β) =
1

β2

∫ π

0

√
β2 + 1− 2β cos θdθ. (33)

Therefore,

Hk =
v

π
λk

∑
j∈K λjF(βkj)(∑
i∈K λiβ

2
ik

)3/2
(34)

is the mean number of handoffs from (to) a tier-k cell to (from) any other cell in the network.

In Fig. 5, we can see I(β) = F(β) for β ≥ 1. Since F( 1
β
) = β3F(β) and I( 1

β
) = β3I(β), we

can conclude I(β) = F(β) for any β > 0. Using this result, the relation between mean sojourn

time and handoff rate for tier-k is as follows:

E[S | tier = k] =
P(tier = k)

Hk

. (35)

2 Hkj in (32) is obtained by further simplifying the result in [9]. Specifically, we have used βij = βik
βjk

besides F( 1
β

) =

β3F(β).
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An important metric in mobility analysis is the fraction of time the mobile user stays in tier-k

cells during a movement period since it considers both handoff rate and sojourn time.

Corollary 1. In high velocity scenarios or mobility models with low direction switch rate, the

fraction of time the mobile user stays in tier-k, during the movement period, is P(tier = k).

Proof: Let us denote the number of times that the mobile user enters a tier-k cell during

the movement period by Nk, k ∈ K. Also, t(k)
i denotes the i-th dwell time in the tier-k cell,

where i = 1, ...,Nk and k ∈ K. The fraction of time that the mobile user stays in tier-k can be

obtained by∑Nk
i=1 t

(k)
i∑

j∈K
∑Nj

i=1 t
(j)
i

=

∑Nk
i=1 t

(k)
i

Nk
× Nk∑

j∈K
∑Nj

i=1 t
(j)
i

(a)
= E[S | tier = k]×Hk

(b)
= P(tier = k),

where (a) is obtained since we have assumed user crosses a large number of cell boundaries

during a movement period, i.e. vT is large compared to the average cell size. (b) also follows

from (35).

C. Unconditional CCDF and Mean of Sojourn Time

So far we have focused on F̄S(T | tier = k) and E[S | tier = k], i.e. the CCDF and average

of sojourn time in a tier-k cell. In the following corollaries, we derive the unconditional CCDF

and mean.

Corollary 2. In high velocity scenarios or mobility models with low direction switch rate, the

CCDF of sojourn time, during the movement period, can be obtained by

F̄S(T ) =
∑
k∈K

F̄S(T | tier = k)
Hk

H

where H =
∑

k∈KHk is the mean number of handoffs in unit time.

Proof: Using the same notation as in the proof of Corollary 1, we can write

F̄S(T ) = E [1(S > T )] =

∑
k∈K

∑Nk
i=1 1(t

(k)
i > T )∑

j∈KNj

=
∑
k∈K

∑Nk
i=1 1(t

(k)
i > T )

Nk
× Nk∑

j∈K
∑Nj

i=1 t
(j)
i

×
∑

j∈K
∑Nj

i=1 t
(j)
i∑

j∈KNj
.
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Corollary 3. The mean sojourn time during a movement period can be obtained by

E [S] =
1

H
=
π

v

(∑
k∈K

λk

∑
j∈K λjF(βkj)(∑
i∈K λiβ

2
ik

)3/2

)−1

.

Proof: The mean sojourn time can be obtained by following the same approach as in proof

of Corollary 2.

D. Effect of Network Parameters

In this subsection, we study the effect user velocity, transmit power, bias factor, and BS

intensity on the distribution and mean of the sojourn time.

Proposition 2. The CCDF and the mean of the sojourn time decrease as the mobile user’s

velocity increases.

Proof: This can be understood from the definition of the sojourn time. (This can also be

proven from the derived analytical results.)

Proposition 3. In multi-tier networks, the sojourn time of k-th tier increases as transmit power

or bias factor of tier-k increases, while sojourn time in other tiers decreases. In single-tier

networks, sojourn time is independent of transmit power and bias factor.

Proof: Assume that a user at location y ∈ R2 is served by a tier-k BS at x, i.e, y is in the

cell of x. Therefore, from (1), we have

BkPk‖y− x‖−α ≥ BkPk‖y− z‖−α, z ∈ Φk, (36)

BkPk‖y− x‖−α ≥ BjPj‖y− z‖−α, j ∈ K \ {k}, and z ∈ ∪j∈K\{k}Φj. (37)

From these equations, when B′kP
′
k ≥ BkPk, we obtain

B′kP
′
k‖y− x‖−α ≥ B′kP

′
k‖y− z‖−α, z ∈ Φk,

B′kP
′
k‖y− x‖−α ≥ BjPj‖y− z‖−α, j ∈ K \ {k}, and z ∈ ∪j∈K\{k}Φj,

i.e. y is still in the cell of x after increasing BkPk. Therefore, in multi-tier networks, the size of

the k-th tier cells increases as transmit power or bias factor of tier-k increases. Similarly, we can

show that the size of other tiers’ cells decreases with increasing transmit power or bias factor of

tier-k. On the other hand, in single-tier networks, according to (36), cell sizes are independent



20

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

Time (t)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
C

C
D

F

(a) CCDF of S̃.

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

Time (t)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

C
C

D
F

(b) CCDF of S.

Fig. 6. Distribution of S̃ and S in a two-tier cellular network (for λ1 = 0.002, λ2 = 0.005, β12 =
(
1
2

)1/4, and v = 5).

of transmit power and bias factor. Finally, using these results and the fact that the sojourn time

is directly proportional to the size of cells, we can obtain Proposition 3.

Proposition 4. In multi-tier networks, when the BS intensity of tier-k increases, the sojourn time

for other tiers decreases.

Proof: According to the superposition property of PPP [17], increasing λk to λ′k is similar

to adding a new tier of BSs with intensity λ′k − λk, transmission power Pk, and bias factor Bk.

Therefore, the size of cells of other tiers decreases when the BS intensity of k-th tier increases.

VI. NUMERICAL AND SIMULATION RESULTS

A. Distribution of Sojourn Time

For a two-tier cellular network, in Fig. 6(a), the distribution of the sojourn time S̃ in the cell

where the connection is initiated is illustrated for tier-k, k ∈ {1, 2}. In Fig. 6(b), the distribution

of (conditional and unconditional) S, for this network, is provided. As can be seen, the simulation

results match the derived analytical results. According to Fig. 6, at high velocities, the sojourn

time for tier-k stochastically dominates the sojourn time of tier-j when BkPk > BjPj , i.e.

βkj > 1.
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Fig. 7. Sojourn time and complement of the handoff probability in a three-tier network. For tier-1, λ1 = 0.01 and B1P1 = 10,

for tier-2, λ2 = 0.005 and B2P2 = 50, and for tier-3, λ3 = 0.001 and B3P3 = 100. α = 4 and v = 5.

In practice, when a mobile user crosses a cell boundary, it starts a Time to Trigger (TTT)

timer. The mobile user does not make a handoff to the new BS, if it leaves the new BS’s cell

before the end of TTT timer [6]. The derived results for handoff rates, in the literature, usually

assume TTT is 0, i.e. the handoff rates provided (in [4] and [9] for example) are actually the

mean number of intersections between the user trajectory and cell boundaries per unit time. In

practice, the handoff rate for tier-k is HkP(S > TTT | tier = k) = HkF̄S(TTT | tier = k), where

Hk is given in (34). When the network parameters are as in Fig. 6, H1 = 0.13 and H2 = 0.41.

For this network, with TTT = 0.2, the handoff rate for tier-one is 0.12 and for tier-two is 0.39.

Although the difference between Hk and the handoff rate for these parameters is negligible, it

is noticeable for high velocity scenarios.

Moreover, using the distribution of sojourn time, we can study the ping-pong rate (unnecessary

handoff rate). If, after a handoff, the time duration that the mobile user is inside the new cell

be less than a threshold Tp, the handoff is considered unnecessary [6]. Therefore, for tier-k, the

ping-pong rate can be obtained by [6]

Hk (P(S < Tp | tier = k)− P(S < TTT | tier = k)) =

Hk (P(S > TTT | tier = k)− P(S > Tp | tier = k)) .

For TTT = 0.2 and Tp = 0.5, for tier-one, the ping-pong rate is less than 0.01 and for tier-two,

the ping-pong rate is 0.03.
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Fig. 8. Mean sojourn time with respect to velocity. We have compared the results for a two-tier cellular network with λ1 = 0.002,

λ2 = 0.005, and β12 =
(
1
2

)1/4 with two single-tier networks.

As discussed earlier, we obtain the distribution of S̃ in multi-tier networks from (2). For convex

cells, (2) can be further simplified as (3) which is the complement of the handoff probability.

Therefore, we can use (3) to derive the CCDF of the sojourn time in single-tier networks and

also in multi-tier networks for the tier with the smallest BP (multiplication of bias factor and

transmission power). However, for other tiers in multi-tier networks, (3) provides an upper bound

for the CCDF of the sojourn time. This is also illustrated in Fig. 7 for a three-tier network. It

is worth mentioning that the gap between the CCDF of the sojourn time and its upper bound

(obtained from (3)) increases as the intensity of tiers with lower BP increases.

B. Mean Sojourn Time

In Fig. 8, the mean sojourn time for a two-tier cellular network with λ1 = 0.002 and λ2 = 0.005

is illustrated as a function of velocity. We compare the results for the two-tier network with two

single-tier scenarios where the mobile user is associated to only one of the tiers. When the

number of tiers increases, through increased spectral reuse, users can transmit with higher data

rates. However, there is more undesired overhead transmission due to the higher handoff rate

(lower mean sojourn time). The sojourn time distribution is helpful in mobility management

where the mobile user can skip unnecessary handoffs with a negligible spectral efficiency loss

[13].
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Fig. 9. Effect of network parameters on the mean sojourn time in a two-tier cellular network with λ1 = 0.002, B1P1 = 100,

α = 4, and v = 5. a) Effect of increasing transmission power (or bias factor) when λ2 = 0.005. b) Effect of increasing BS

intensity when B2P2 = 50.

In Fig. 9(a), the effect of transmit power (or bias factor) on the mean sojourn time in a two-tier

cellular network is illustrated. As discussed in Proposition 3, the mean sojourn time of tier-two

increases as transmit power (or bias factor) of tier-two increases, while mean sojourn time of

other tier decreases. As can be seen, the (unconditional) mean sojourn time in the network does

not change with increasing transmit power or bias factor of tier-two. In Fig. 9(b), the effect of BS

intensity on the mean sojourn time is shown. As can be seen, the mean sojourn time for all tiers

decreases with increasing the BS intensity of tier-two. This is also mentioned in Proposition 4.

VII. CONCLUSION

We have derived the distribution and mean of the sojourn time of multi-tier cellular networks.

The existing works assume that a mobile user is always associated to only one of the tiers, or

focus on the sojourn time in small cells (for two-tier scenario). Since in both the cases the cells

are convex, the sojourn time distribution (or mean) can be easily obtained similar to single-

tier scenarios by using the chord length distribution in Poisson Voronoi tessellation. However,

in multi-tier networks with maximum biased averaged received power association we need the

chord length distribution in weighted Poisson Voronoi tessellation, which is not available in the

literature. In this paper, we have derived the linear contact distribution function in weighted

Poisson Voronoi tessellation from which we obtained the chord length distribution.
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Fig. 10. A geometric illustration for proof of Proposition 1.

We have studied the relation between mean sojourn time and other mobility-related perfor-

mance metrics. Specifically, We have shown that mean sojourn time is inversely proportional

to the handoff rate. Also, the complementary cumulative distribution function of sojourn time

is upper bounded by complement of the handoff probability. In addition, we have studied the

impact of user velocity and network parameters on the distribution and mean of the sojourn

time. The sojourn time distribution can be used to derive the ping-pong rate which is important

in mobility management where the mobile user can skip unnecessary handoffs with a negligible

spectral efficiency loss. Moreover, it can be used for studying channel occupancy time which

can be exploited for improving resource allocation.

APPENDIX A: PROOF OF PROPOSITION 1

From (8), we have B
(

x(0), r0
βkj

)
∪ B

(
x(T ), r0(T )

βkj

)
⊂ Akj(r0, θ, v, T, βkj). To complete the

proof we need to show that Akj(r0, θ, v, T, βkj) ⊂ B
(

x(0), r0
βkj

)
∪ B

(
x(T ), r0(T )

βkj

)
.

Consider a point y ∈ B
(

x(t), r0(t)
βkj

)
, 0 ≤ t ≤ T . Let us represent y in polar coordinates as

(ζ, ϕ), where ζ is the distance between y and the origin (x(0)) and ϕ is the angle made between

the line segment from the origin to y and the positive x-axis (user’s trajectory) (Fig. 10). Using

triangle equations, we have ‖y − x(t)‖ =
√
ζ2 + v2t2 − 2ζvt cosϕ. Since y ∈ B

(
x(t), r0(t)

βkj

)
,

0 ≤ t ≤ T ,

ζ2 + v2t2 − 2ζvt cosϕ ≤ r0(t)2

β2
kj

=
r2

0 + v2t2 − 2r0vt cos θ

β2
kj

.
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Rewriting the above inequality gives

ζ2 − r2
0

β2
kj

≤

(
1

β2
kj

− 1

)
v2t2 + 2vt

(
ζ cosϕ− r0 cos θ

β2
kj

)
, 0 ≤ t ≤ T.

For βkj < 1 (0 < 1
β2
kj
− 1), the right hand side of the above inequality is a convex function with

respect to t. When x ∈ [a, b], for a convex function f , we have f(x) ≤ max{f(a), f(b)}. Using

this property of convex functions yields,

ζ2 − r2
0

β2
kj

≤ max

{
0,

(
1

β2
kj

− 1

)
v2T 2 + 2vT

(
ζ cosϕ− r0 cos θ

β2
kj

)}
.

Therefore, depending on the parameters, we have

ζ2 − r2
0

β2
kj

≤ 0, or ζ2 − r2
0

β2
kj

≤

(
1

β2
kj

− 1

)
v2T 2 + 2vT

(
ζ cosϕ− r0 cos θ

β2
kj

)
. (A.1)

We can rewrite the inequalities in (A.1) as

ζ2 ≤ r2
0

β2
kj

, or ζ2 + v2T 2 − 2ζvT cosϕ ≤ r2
0 + v2T 2 − 2r0vT cos θ

β2
kj

. (A.2)

ζ2 ≤ r20
β2
kj

is equivalent to ‖y− x(0)‖ ≤ r0
βkj

, and ζ2 + v2T 2 − 2ζvT cosϕ ≤ r20+v2T 2−2r0vT cos θ

β2
kj

is

equivalent to ‖y− x(T )‖ ≤ r0(T )
βkj

. Thus, y ∈ B
(

x(0), r0
βkj

)
∪ B

(
x(T ), r0(T )

βkj

)
.

APPENDIX B: PROOF OF (19)

Before proving (19), we provide the Taylor series expansion of arccos and arcsin. They help

us to derive the final result in (19).

The arcsin function has a Taylor expansion:

arcsin(x) =
∞∑
n=0

(2n)!

22n(n!)2

x2n+1

2n+ 1
, (B.1)

By taking derivative with respect to x from both sides of (B.1), we get

1√
1− x2

=
∞∑
n=0

(2n)!

22n(n!)2
x2n. (B.2)

Using arccos(x) = π
2
− arcsin(x), we can write

arccos(x) =
π

2
−
∞∑
n=0

(2n)!

22n(n!)2

x2n+1

2n+ 1
. (B.3)



26

When dx→ 0,

arccos(x+ dx) =
π

2
−
∞∑
n=0

(2n)!

22n(n!)2

(x+ dx)2n+1

2n+ 1

=
π

2
−
∞∑
n=0

(2n)!

22n(n!)2

x2n+1 + (2n+ 1)x2ndx+O(dx2)

2n+ 1

=
π

2
−
∞∑
n=0

(2n)!

22n(n!)2

x2n+1

2n+ 1
−
∞∑
n=0

(2n)!

22n(n!)2
x2ndx+O(dx2)

(a)
= arccos(x)− dx√

1− x2
+O(dx2), (B.4)

where (a) is obtained using (B.2) and (B.3).

From (B.4), we obtain

arccos

(
r0 cos θ − vt
βkjr0(t)

+
β2
kj − 1

2βkj

vdt

r0(t)

)
=

arccos

(
r0 cos θ − vt
βkjr0(t)

)
−

(
β2
kj − 1

)
vdt

2
√
β2
kjr0(t)2 − (vt− r0 cos θ)2

+O(dt2)
(a)
=

π − arccos

(
vt− r0 cos θ

βkjr0(t)

)
−

(
β2
kj − 1

)
vdt

2
√
β2
kjr0(t)2 − (vt− r0 cos θ)2

+O(dt2), (B.5)

where (a) follows from arccos(−x) = π − arccos(x).

Using r0(t+dt) = r0(t)
(

1 + vdt
r0(t)2

(vt− r0 cos θ) +O(dt2)
)

, when dt→ 0, (B.4), and Taylor

expansion of (1 + x)−1 also yields

arccos

(
vt− r0 cos θ

βkjr0(t+ dt)
+
β2
kj + 1

2βkj

vdt

r0(t+ dt)

)
=

arccos

(
vt− r0 cos θ

βkjr0(t)
− (vt− r0 cos θ)2

r0(t)2

vdt

βkjr0(t)
+
β2
kj + 1

2βkj

vdt

r0(t)
+O(dt2)

)
=

arccos

(
vt− r0 cos θ

βkjr0(t)

)
− vdt√

β2
kjr0(t)2 − (vt− r0 cos θ)2

(
β2
kj − 1

2
+ 1− (vt− r0 cos θ)2

r0(t)2

)
(B.6)

From binomial series expansion, we also get√√√√2vdt

βkj

(
r0(t)− vt− r0 cos θ

βkj

)
+ v2dt2

(
1− 1

β2
kj

)
×

√√√√2vdt

βkj

(
r0(t) +

vt− r0 cos θ

βkj

)
− v2dt2

(
1− 1

β2
kj

)
=

2vdt

β2
kj

√
β2
kjr0(t)2 − (vt− r0 cos θ)2 +O(dt2)

(B.7)
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Therefore, when dt→ 0,∣∣∣∣B(x(t),
r0(t)

βkj

)
\ B
(

x(t+ dt),
r0(t+ dt)

βkj

)∣∣∣∣ = π
r0(t)2

β2
kj

−

π − arccos

(
vt− r0 cos θ

βkjr0(t)

)
−

(
β2
kj − 1

)
vdt

2
√
β2
kjr0(t)2 − (vt− r0 cos θ)2

 r0(t)2

β2
kj

−

arccos

(
vt− r0 cos θ

βkjr0(t)

)
− vdt√

β2
kjr0(t)2 − (vt− r0 cos θ)2

(
β2
kj − 1

2
+ 1− (vt− r0 cos θ)2

r0(t)2

)
×r0(t+ dt)2

β2
kj

+
vdt

β2
kj

√
β2
kjr0(t)2 − (vt− r0 cos θ)2 +O(dt2). (B.8)

Finally, (19) can be obtained by substituting (17) in (B.8).

APPENDIX C: PROOF OF THEOREM 2

We can derive E[L | tier = k] using (12), i.e,

E[L | tier = k] = lim
z→0

z

H`(z | tier = k)

(a)
= lim

z→0

1
d
dz
H`(z | tier = k)

, (C.1)

where (a) follows from L’Hospital’s rule.

Since |Akj(r0, θ, 0, 1, βkj)| = π
r20
β2
kj

, we have

d

dz
H`(z | tier = k)

∣∣∣
z=0

=
1

P(tier = k)

∫ ∞
0

∫ π

0

2λkr0

(∑
j∈K

λj
d

dz
|Akj(r0, θ, z, 1, βkj)|

∣∣∣
z=0

)
exp

{
−
∑
j∈K

λjπβ
2
jkr

2
0

}
dθdr0

=
1

P(tier = k)

∫ ∞
0

2λkr0

(∑
j∈K

λj

∫ π

0

d

dz
|Akj(r0, θ, z, 1, βkj)|

∣∣∣
z=0

dθ

)
exp

{
−
∑
j∈K

λjπβ
2
jkr

2
0

}
dr0.

(C.2)

(Note that in the above equations we have used βjk = 1
βkj

.)

By setting z = 0 in (28), we get

d

dz
|Akj(r0, θ, z, 1, βkj)|

∣∣∣
z=0

=

2r0
β2
kj

[√
β2
kj − cos2 θ − cos θ arccos

(
cos θ
βkj

)]
,

if (βkj ≥ 1) or (βkj < 1 and arccos(βkj) < θ < π − arccos(βkj))

0, if (βkj < 1 and θ ≤ arccos(βkj))

−2πr0 cos θ
β2
kj

if (βkj < 1 and π − arccos(βkj) ≤ θ)

.
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Therefore, ∫ π

0

d

dz
|Akj(r0, θ, z, 1, βkj)|

∣∣∣
z=0

dθ = 2r0I (βkj) . (C.3)

Substituting (C.3) in (C.2), we obtain

d

dz
H`(z | tier = k)

∣∣∣
z=0

=

∑
j∈K λjI (βkj)

P(tier = k)

∫ ∞
0

4λkr
2
0 exp

{
−
∑
j∈K

λjπβ
2
jkr

2
0

}
dr0

(a)
=

∑
j∈K λjI (βkj)

π
(∑

j∈K λjβ
2
jk

)1/2
, (C.4)

where (a) follows from change of variable
∑

j∈K λjπβ
2
jkr

2
0 = t. Finally, Theorem 2 is derived

by substituting (C.4) in (C.1).
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