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Abstract—Energy-efficient design and secure communications
are of crucial importance in wireless communication networks.
However, the energy efficiency achieved by using physical layer
security can be limited by the channel conditions. In order
to tackle this problem, an intelligent reflecting surface (IRS)
assisted multiple input single output (MISO) network with inde-
pendent cooperative jamming is studied. The energy efficiency
is maximized by jointly designing the transmit and jamming
beamforming and IRS phase-shift matrix under both the perfect
channel state information (CSI) and the imperfect CSI. In order
to tackle the challenging non-convex fractional problems, an
algorithm based on semidefinite programming (SDP) relaxation
is proposed for solving energy efficiency maximization problem
under the perfect CSI case while an alternate optimization
algorithm based on S-procedure is used for solving the problem
under the imperfect CSI case. Simulation results demonstrate
that the proposed design outperforms the benchmark schemes in
term of energy efficiency. Moreover, the tradeoff between energy
efficiency and the secrecy rate is found in the IRS-assisted MISO
network. Furthermore, it is shown that IRS can help improve
energy efficiency even with the uncertainty of the CSI.

Index Terms—Energy efficiency, intelligent reflecting surface,
physical-layer security, cooperative jamming, beamforming opti-
mization, robust design.

I. INTRODUCTION

RECENTLY, the fifth-generation (5G) wireless communi-
cation networks have achieved great advancement, and

their commercialization is forthcoming [2]. Meanwhile, the
sixth-generation (6G) wireless networks have been attracting
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increasing attention from both academia and industry [3].
They aim for realizing ultra-high spectrum and energy effi-
ciency, ultra-dense user connectivity, and very low latency.
Particularly, energy efficiency is of crucial importance in the
6G wireless communication network since diverse energy-
intensive communication services are emerging and the re-
duction of the greenhouse gas emission caused by commu-
nication technologies is imperative [4], [5]. Extensive works
have formulated energy efficiency optimization frameworks
and designed energy-efficient resource allocation schemes in
different networks [6].

Besides energy efficiency, secure communications are also
very important in the 6G wireless networks since the com-
munication environments are increasingly complicated and
both the security and privacy of user information need to be
protected [7]. To this end, there exist two major categories
for secure communication techniques. One category focuses
on traditional cryptographic techniques and the other one is
the physical layer security [8]. Physical layer security has
received great attention in recent years. It can achieve secure
communications without extra overhead caused by protecting
the security key [9]. However, the secrecy rate achieved by
the mutual information difference between the legitimate user
and the eavesdropper is limited as it depends on the difference
between the channel condition from the base station to the
legitimate user and that from the base station to the eaves-
droppers [10]. In order to address this issue, many promising
techniques have been considered, including artificial noise
(AN) and cooperative jammer (CJ) [11].

Lately, due to its potential of simultaneously improving en-
ergy efficiency and achieving secure communications, intelli-
gent reflecting surface (IRS) has attracted significant attention
from research community. IRS consists of a large number
of low-cost passive reflecting elements with the adjustable
phase shifts [12]. By properly adjusting the phase shifts
of the IRS’s elements, their reflected signals can combine
with those from other paths coherently to enhance the link
achievable rate at the receiver and decrease the rate at the
eavesdroppers [13]. Moreover, since the IRS does not employ
any transmit radio frequency (RF) chains, energy consumption
only comes from reflective elements phase adjustment, which
is usually very low [14]. Thus, IRS is promising to increase the
energy efficiency of the wireless communication network and
improve the system security [15]. Furthermore, it was shown
that the secure performance can be significantly improved by

ar
X

iv
:2

01
2.

04
84

3v
1 

 [
cs

.I
T

] 
 9

 D
ec

 2
02

0



2

cooperative jamming [16]. Thus, it is envisioned that IRS-
assisted cooperative jamming is promising to further improve
the secrecy rate of the legitimate users.

Note that most of the existing works that focus on IRS-
assisted secure communication networks assumed that the
channel state information of the link from the IRS to the
eavesdropper can be perfectly obtained [17], [18]. However, in
practice, it is extremely difficult to obtain perfect CSI of the
link from the IRS to eavesdropper. The reasons are as follows.
On one hand, the existence of channel estimation errors and
quantization errors can result in imperfect CSI estimation [9].
On the other hand, since the locations of the eavesdroppers are
unknown and there is no cooperation between the legitimate
user and the eavesdroppers, perfect CSI is almost impossible
to obtain [19]. Imperfect CSI can significantly deteriorate the
beamforming and IRS performance. Thus, it is of crucial
importance to design robust secure beamforming and phase
shift matrix for IRS assisted cooperative jamming (CJ) com-
munication networks.

Motivated by the above-mentioned facts, in this paper,
robust secure beamforming and phase shift matrix are designed
for an IRS assisted MISO network with an independent
cooperative jamming user. The energy efficiency maximization
framework is formulated. To the author’s best knowledge,
this is the first work that considers robust beamforming and
cooperative jamming design in IRS-assisted MISO networks
with CJ and that studies the energy efficiency maximization
problems in this type of network.

A. Related Work and Motivation

Optimal beamforming design plays an important role in the
improvement of secure performance in wireless communica-
tion networks by using physical layer security. The related
works can be classified into three categories, namely, secure
beamforming design in conventional MISO networks with CJ
under perfect CSI [20]-[26], robust secure beamforming design
in conventional MISO networks with CJ under imperfect CSI
[27]-[33], and secure beamforming design in IRS-assisted
secure wireless networks [38]-[44].

For the conventional MISO network secure communication
with perfect CSI, the beamforming and jamming design were
jointly optimized to achieve different objectives, e.g., the
secrecy rate maximization of users [20]-[23], the minimization
of energy consumption [24], and the system efficiency maxi-
mization [25], [26]. Specifically, in [20], the authors exploited
the CJ for multiple users via broadcast channels to enhance
the secure performance with the help of a friendly jammer.
The optimal CJ was designed to keep the achieved SINR at
the eavesdroppers below the threshold to guarantee that the
transmission from the base station to the legitimate users is
confidential. To achieve a higher secrecy rate performance,
in [21], Park et al. investigated a single relay assisted secure
communication network. By using CJ to prevent the eaves-
dropper from intercepting the source message, they proposed
three jamming power allocation strategies to minimize the
outage probability of the secrecy rate. Different from the single
relay system, a wireless network with multiple relays was
considered in [22]. A two-slot cooperative relaying scheme

was proposed to maximize the secrecy rate. The access method
is another key element for increasing the system secrecy rate.
The authors in [23] studied the secrecy rate maximization
problem in an orthogonal frequency division multiple (OFDM)
system with a potential eavesdropper. With the assistance
of a cooperative jammer, the approaches they proposed can
significantly improve the secrecy rate by jointly optimizing
the transmit power and time allocation. While the works in
[20]-[23] aim to achieve a higher secrecy rate, they only
consider one performance metric therefore may not be able
to achieve a good tradeoff between conflicting performance
goals such as high rate and low energy consumption. Recently,
the authors in [24] considered secure resource allocations
for OFDM networks under scenarios with and without CJ.
The joint optimization problem of subcarrier assignments and
power allocations subject to a limited power budget at the
relay was solved to maximize the secrecy sum-rate and save
energy. Different from the works in [20]-[24], energy-efficient
secure communication was considered in [25]. By using two
jamming strategies, namely, beamforming and cooperative di-
versity, they demonstrated that a cooperative diversity strategy
is desirable. Significant energy efficiency can be achieved
by selectively switching between the two strategies. Besides
the strategy selection, the mode switch can also improve the
energy efficiency. In [26], the authors proposed an intermittent
jamming strategy where a jammer alternates between jamming
and non-jamming modes during the legitimate transmission.
By jointly measuring security requirements and energy costs,
they formulated and solved an optimization problem with
respect to the jamming duration proportion and jamming
power.

In practice, the perfect CSI is not always available at the
transmitter. The secure network designs presented above are
not suitable for imperfect CSI cases. Thus, to achieve robust
design of the secure communication network, the beamforming
design problems with channel estimation error have been con-
sidered [27]-[33]. The authors in [27] studied robust transmis-
sion schemes with a single eavesdropper for MISO networks.
Both the cases of direct transmission and CJ were investi-
gated with imperfect CSI for the eavesdropper links. Robust
transmission covariance matrices were obtained by solving the
worst-case secrecy rate maximization. For the MISO system
with multiple eavesdroppers, Ma et al. in [28] investigated a
robust quality-of-service (QoS)-based and secrecy rate-based
secure transmission design. By jointly optimizing the transmit
beamforming vector and the covariance matrix of jamming
signals under individual power constraints, they proposed an
algorithm for each problem through semidefinite relaxation
(SDR). In [29], the authors aimed to minimize the total
transmit power by jointly designing the beamforming vector
at the transmitter and AN covariance at jammer under the
reliability and secrecy constraints for all the possible distribu-
tions of CSI errors. Su et al. in [30] proposed a novel robust
beamforming strategy for the direct transmission NOMA and
cooperative jamming NOMA to minimize the worst-case sum
power subject to secrecy rate constraint. In [31], Feng et al.
investigated cooperative secure beamforming for simultaneous
wireless information and power transfer (SWIPT) in AF relay
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networks with imperfect CSI. They proposed a joint cooper-
ative beamforming (CB) and energy signal (ES) scheme to
maximize the secrecy rate under both the power constraints
and the wireless power transfer constraint. In [32], Chu et
al. studied a MISO secrecy network with CJ and SWIPT to
maximize the minimum harvested energy subject to the total
power constraints while guaranteeing the minimum secrecy
rate. By incorporating the norm-bound channel uncertainty
model, they proposed a joint design of the robust secure
transmission scheme which outperforms the separate AN-
aided or CJ-aided schemes. By considering the secrecy rate
and consumed energy of the robust secure communication
network simultaneously, the tradeoff between them can be
investigated to achieve the maximum energy efficiency. In
[19], a MISO cognitive radio downlink network with SWIPT
was studied. The tradeoff was elucidated between the secrecy
rate and the harvesting energy under the max-min fairness
criterion. The joint design of the beamforming vector and the
artificial noise covariance matrix were investigated in [33] for
the MISO multiple-eavesdropper SWIPT systems. The secrecy
energy efficiency maximization problem was formulated and
two suboptimal solutions were proposed based on the heuristic
beamforming techniques.

Recently, the IRS-assisted MISO secure network has at-
tracted increasingly elevated attention. The beamforming and
phase shift matrix design schemes for different objectives were
proposed in [34]-[44]. For the multi-user network, in [34],
the authors investigated the symbol-level precoding in IRS-
assisted multiuser MISO systems to minimize the transmit
power while guaranteeing the information transmissions. In
[35], the authors considered the downlink multigroup multicast
communication systems assisted by an IRS. By optimizing the
precoding matrix and the reflection coefficients, the sum rate
of all the multicasting groups was maximized. For the multi-
IRS deployment problems, in [36], the deploying strategies
for IRS were investigated for a single-cell multiuser system
aided by multiple IRSs. It was shown that the IRS-aided
system outperforms the full-duplex relay-aided counterpart
system and that the deployment strategies and the elements
of IRS have significant influence on the achievable spatial
throughput. In [37], the authors analyzed the impact of the
deployment of IRS on the downlink throughput and showed
that IRS density can significantly enhance the signal power
at the expense of only a marginally increasing interference.
To investigate the secrecy rate gain brought by IRS, in [38],
Yu et al. considered an IRS-assisted secure MISO wireless
system. To maximize the secrecy rate, both the beamformer
and the IRS phase shift matrix were jointly optimized based
on the block coordinate descent (BCD) and minimization
maximization techniques. By combining the AN technique, in
[39], Xu et al. studied resource allocation design to maximize
the system sum secrecy rate. By jointly optimized the phase
shift matrix, the beamforming vectors, and the AN covari-
ance matrix, the authors developed an efficient suboptimal
algorithm based on alternating optimization, successive convex
approximation, SDR, and manifold optimization. In [40], by
jointly optimizing the beamformers at the BS and reflecting
coefficients at the IRS, the authors formulated a minimum-

secrecy-rate maximization problem under various practical
constraints that captured the scenarios of both continuous and
discrete reflecting coefficients of the reflecting elements. Since
IRS can not only help increase the secrecy rate but also
save more energy for the network, the joint optimization of
rate and power was also studied. By considering the power
consumption, in [41], the authors focused on maximizing the
system secrecy rate subject to the source transmission power
constraint and the unit modulus constraints imposed on phase
shifts at the IRS. Furthermore, in [42], the authors proposed a
power-efficient scheme to optimize the secure transmit power
allocation and the surface reflecting phase shift to minimize
the transmit power subject to the secrecy rate constraint. In
[43], the authors proposed different methods to minimize the
system’s energy consumption in cases of rank-one and full-
rank access point (AP)-IRS links. In [44], secure wireless
information and power transfer with the IRS was proposed for
a MISO system. Under the secrecy rate and the reflecting phase
shifts of IRS constraints, the secure transmit beamforming at
the access point and phase shifts at IRS were jointly optimized
to maximize the harvested power of the energy harvesting
receiver.

Although beamforming design problems in CJ assisted
secure MISO networks [20]-[26], IRS-enabled secure commu-
nication systems [38]-[44] under perfect CSI, and robust beam-
forming design problems in CJ assisted secure MISO networks
under the imperfect CSI [27]-[33] have been investigated,
few studies have been conducted for beamforming, friendly
jamming and phase shift matrix design in IRS assisted wireless
MISO networks. Moreover, energy efficiency optimization
based on perfect CSI proposed in the above-mentioned works
are not applicable to the imperfect CSI since the channel
estimated errors can have a big impact on the performance
of both base station and friendly jammer. Furthermore, with
imperfect CSI, the application of IRS into the MISO network
with friendly jamming can face more challenges that have not
been considered in the works mentioned above. Thus, in order
to improve energy efficiency performance and achieve robust-
ness against the uncertainty introduced by the imperfect CSI, it
is of crucial importance to study robust beamforming, friendly
jamming, and phase shift matrix design problems in IRS-aided
MISO networks. These problems are normally challenging to
tackle due to two reasons. There exists dependence among
different variables that makes the problems non-convex. The
imperfect CSI model further increases the complexity of the
problems by introducing the uncertainty constraints to the
optimization problems.

B. Contribution and Organization

Our preliminary work in [1] only considered the energy
efficiency maximization problem under the perfect CSI model.
Motivated by the above-mentioned observations, in this paper,
the energy efficiency maximization problems are studied in an
IRS-assisted MISO network with cooperative jamming under
both perfect and imperfect CSI models. The corresponding
robust design to address channel uncertainty is also provided.
The major contributions of this paper are summarized as
follows.
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1) We investigate the joint design of information
beamforming, cooperative jamming, and phase shift
matrix to maximize the energy efficiency in an IRS-
assisted secure network with eavesdroppers under
the perfect CSI model. The problem is challenging
to solve due to its non-convexity and coupling of the
beamforming vector with the IRS phase shift matrix.
An alternating optimization algorithm is proposed
to solve the non-convex fractional problem by using
SDR.

2) For the IRS aided MISO network under imperfect
CSI model, the estimated channel error results in the
uncertainty to the system and brings more difficul-
ties for beamforming and phase shift matrix design
compared with the perfect CSI case. To deal with
this uncertainty, the bounded channel error model is
considered and the S-procedure method is applied
for optimizing the robust beamforming and IRS
phase shift matrix to maximize the energy efficiency.

3) The simulation results show that the proposed
method with the perfect CSI can achieve the highest
energy efficiency among all the benchmark methods.
Moreover, it is found that there is a tradeoff between
secrecy rate and the consumed energy. Furthermore,
it is shown that the exploitation of IRS is benefi-
cial for improving energy efficiency even under the
imperfect CSI case.

The rest of the paper is organized as follows. In Section
II, the system model is provided. In Section III, the energy
efficiency maximization problem under perfect CSI and its
solution are presented. In Section IV, the energy efficiency
maximization problem under the imperfect CSI case is studied.
Simulation results are given in Section V. Finally, the paper is
concluded in Section VI.

Notation: CM×N denotes the M × N complex-valued
matrices space. CN (µ, σ2) denotes the distribution of complex
Gaussian random variable with mean µ and variance σ2. For
a square matrix X, the trace of X is denoted as Tr(X) and
rank(X) denotes the rank of matrix X. ∠(x) denotes the phase
of complex number x. Matrices and vectors are denoted by
boldface capital letters and boldface lower case letters. [x]+

denotes the maximum between 0 and x.
II. SYSTEM MODEL

As shown in Fig. 1, an IRS assisted wireless communication
system is considered. A multi-antenna base station transmits
the confidential information to a single-antenna legitimate
user. At the same time, K eavesdroppers (Eves) are trying
to intercept the information from the base station. In order to
improve the security, a friendly jammer intentionally issues
the jamming signals. It is assumed that both the base station
and the jammer are equipped with N antennas, and the IRS
has M reflecting elements. Each Eve is equipped with a single
antenna.

The base band equivalent channel from the base station to
the IRS, base station to the user, and base station to the kth Eve
are denoted as HB,I ∈ CM×N , hB,U ∈ C1×N , and hB,E,k ∈
C1×N , respectively. The baseband equivalent channel from the
Jammer to the IRS, Jammer to user, and Jammer to Eve k

k

K

B,Uh

B,E,k
h

I,UhB,I
H

J,Ug

I,Ug

I,E,kg

J,IG

J,E,k
g

I,E,k
h

Fig. 1. An IRS-aided MISO wireless network with a friendly jammer.

are denoted as GJ,I ∈ CM×N , gJ,U ∈ C1×N , and gJ,E,k ∈
C1×N , respectively. The channel from the IRS to the user
and Eve k are denoted as hI,U , hI,E,k, gI,U , and gI,E,k,
respectively, each of which is a 1 ×M complex vector. The
performance achieved under the perfect CSI case can serve
as an upper bound for the proposed secure communication
design. According to the works in [53], [54], the Eves may be
legitimate users in the past but cannot access the confidential
information in the current communication process or the base
station does not want to send confidential information to those
users. To guarantee the communication security, the system has
to treat those receivers as potential eavesdroppers. Therefore,
the perfect CSI of those Eves can be acquired.

It is assumed that the channel information between the IRS
and the user is available at both the base station and the
jammer. However, since eavesdroppers normally try to hide
their existence from the base station, it is difficult to obtain
the perfect CSI between Eves and base station. In practice,
the CSI knowledge of the links from the IRS to Eves is not
accurate. This can also be caused by channel estimation and
quantization errors. In order to develop a robust scheme under
the imperfect CSI case, the worst case channel uncertainty
model is considered. The bounded CSI error models for the
channel vector hI,E,k, and gI,E,k are given as

hI,E,k =hI,E,k + ∆hI,E,k, HI,E,k (1a)

={∆hI,E,k ∈ CM×1 : ∆hHI,E,k∆hI,E,k ≤ ξ2
I,E,k},

gI,E,k =gI,E,k + ∆gI,E,k, GI,E,k (1b)

={∆gI,E,k ∈ CM×1 : ∆gHI,E,k∆gI,E,k ≤ ξ2
J,E,k},

where hI,E,k, and gI,E,k are the estimated values of the
channel vectors hI,E,k, and gI,E,k, respectively. HI,E,k, and
GI,E,k denote the uncertainty regions of hI,E,k, and gI,E,k,
respectively. ∆hI,E,k, and ∆gI,E,k represent the channel
estimation errors. ξI,E,k, and ξJ,E,k are the radius of the
uncertainty region HI,E,k, and GI,E,k, respectively [19].

In this paper, the IRS adjusts its elements to maxi-
mize the combined incident signal for the legitimate user.
The diagonal phase-shift matrix can be denoted as Θ =
diag(exp(jθ1), exp(jθ2), · · · , exp(jθM )), wherein its main
diagonal, θm ∈ [0, 2π), denotes the phase shift on the
combined incident signal by its mth element, m = 1, 2, ...,M
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[46].
The transmitted signal from the base station to the user is

given as xB = f1s1 and the jamming signal from the jammer is
given as xJ = f2s2, where s1 ∼ CN (0, 1) and s2 ∼ CN (0, 1)
denote the independent information and jamming signal, re-
spectively. f1 ∈ CN×1 and f2 ∈ CN×1 denote the beamform-
ing and jamming precode vectors, respectively. Let P1,max

and P2,max denote the maximum transmit power available
at base station and jammer. We have (fH1 f1) ≤ P1,max and
(fH2 f2) ≤ P2,max. The signal received at legitimate user and
Eve k can be respectively given as

yU = (hHB,U + hHI,UΘHB,I)f1s1

+ (gHJ,U + gHI,UΘGJ,I)f2s2 + nU ,
(2)

and
yE,k = (hHB,E,k + hHI,E,kΘHB,I)f1s1

+ (gHJ,E,k + gHI,E,kΘGJ,I)f2s2 + nE,k,
(3)

where nU and nE,k ∼ CN (0, σ2) are the complex additive
white Gaussian noise (AWGN). Thus, the signal of interfer-
ence plus noise ratio (SINR) of the legitimate user and Eve k
can be given as

γU =
|(hHB,U + hHI,UΘHB,I)f1|2

|(gHJ,U + gHI,UΘGJ,I)f2|2 + σ2
, (4)

and

γE,k =
|(hHB,E,k + hHI,E,kΘHB,I)f1|2

|(gHJ,E,k + gHI,E,kΘGJ,I)f2|2 + σ2
. (5)

The achievable secrecy rate is defined as
RS = [RU−RE ]+ = [B log2(1+γU )−max

k∈K
B log2(1+γE,k)]+.

(6)
The energy consumed by the base station and the jammer

consists of the transmit power and the circuit power consump-
tion PBS and PG. The power consumed by the IRS is denoted
as PIRS . Thus, the total power consumed in the system can
be given as

Ptot = ζ(fH1 f1 + fH2 f2) + PBS + PG + PIRS , (7)
where ζ is the amplifier coefficient.

According to [46], the energy efficiency is defined as

η =
[B log2(1 + γU )−maxk∈K B log2(1 + γE,k)]+

ζ(fH1 f1 + fH2 f2) + PBS + PG + PIRS
. (8)

In order to maximize the energy efficiency, the beamforming
and jamming vectors and the phase shift matrix are jointly
optimized. Since the energy efficiency maximization problem
is extremely challenging under the imperfect CSI case, the
problem is firstly studied under the perfect CSI case in order
to provide some meaningful insights in Section III. Based
on the results obtained in Section III, the energy efficiency
maximization problem is further studied under the imperfect
CSI in Section IV.

III. SYSTEM DESIGN WITH PERFECT CSI

In this section, the energy efficiency maximization problem
with perfect CSI is studied by jointly optimizing the beam-
forming vector, jamming vector, and phase shift matrix. An
alternating algorithm is proposed to tackle the challenging
non-convex problem.

A. Problem Formulation

Under the perfect CSI model, the energy efficiency maxi-
mization problem is formulated as

P1 : max
f1,f2,Θ

η

s.t. fH1 f1 ≤ P1,max, fH2 f2 ≤ P2,max, (9a)
Rs ≥ Rth, (9b)
| exp(jθm)| = 1, (9c)

where Rth is the minimum required secure rate threshold.
It is evident that problem P1 is non-convex due to the frac-
tional structure of the objective function and the non-convex
constraints. In order to tackle it, an alternating algorithm is
proposed to solve this problem.

The problem P1 is non-convex due to the coupling of the
beamforming vector, jamming vector and IRS phase shift
matrix. By introducing wH = [w1, w2, · · · , wM ], one has
hHI,jΘHB,I = wHHI,j , where wm = exp(jθm), HI,j =

diag(hHI,j)HB,I , j ∈ {U, (E, k)}. The interference from the
jammer can be denoted as gHI,jΘGJ,I = wHGI,j , where
GI,j = diag(gHI,j)GJ,I , j ∈ {U, (E, k)}. Thus, the SINRs

of user and Eve k are given as γj =
a0|wHHjf1|2
a0|wHGjf2|2+1

, j ∈

{U, (E, k)}, where a0 = 1/σ2, Hj =

[
HI,j

hB,j

]
, Gj =[

GI,j

gJ,j

]
, wH = exp(jw)[wH , 1] and w is an arbitrary phase

rotation. The problem can be transformed into

P1.1 : max
f1,f2,w

1

Ptot
{ B

ln 2
ln(1 +

a0|wHHU f1|2

a0|wHGU f2|2 + 1
)

−max
k∈K

B

ln 2
ln(1 +

a0|wHHE,kf1|2

a0|wHGE,kf2|2 + 1
)}

s.t. (9a), (9c),

B

ln 2
ln(1 +

a0|wHHU f1|2

a0|wHGU f2|2 + 1
)

−max
k∈K

B

ln 2
ln(1 +

a0|wHHE,kf1|2

a0|wHGE,kf2|2 + 1
) ≥ Rth.

(10a)
The problem P1.1 is yet still non-convex. In order to tackle it,

the beamforming and jamming vectors can be optimized for a
given w, and then w can be optimized for the obtained optimal
f1 and f2. This process iteratively continues till convergence.

B. Optimizing the Beamforming for a Given w

In this section, we solve the problem P1.1 to achieve the
optimal secure transmit beamformer f1 and jammer vector f2
for a given w. Let h

H

U = wHHU , gHU = wHGU , h
H

E,k =

wHHE,k, and gHE,k = wHGE,k. The problem P1.1 can be
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transformed into

P1.2 : max
f1,f2

1

Ptot
{ B

ln 2
ln(1 +

a0|h
H

U f1|2

a0|gHU f2|2 + 1
)

−max
k∈K

B

ln 2
ln(1 +

a0|h
H

E,kf1|2

a0|gHE,kf2|2 + 1
)}

s.t.

B

ln 2
ln(1 +

a0|h
H

U f1|2

a0|gHU f2|2 + 1
)

−max
k∈K

B

ln 2
ln(1 +

a0|h
H

E,kf1|2

a0|gHE,kf2|2 + 1
) ≥ Rth,

(11a)

fH1 f1 ≤ P1,max, f
H
2 f2 ≤ P2,max. (11b)

Let |hHj f1|2 = Tr(Hjf1f
H
1 ) and |gHj f2|2 = Tr(Gjf2f

H
2 ).

By defining Hj = hjh
H

j , Gj = gjg
H
j , j ∈ {U, (E, k)},

F1 = f1f
H
1 and F2 = f2f

H
2 , one has F1 � 0, F2 � 0 and

rank(F1) = rank(F2) = 1. The rank-1 constraint makes the
problem difficult to solve. Thus, we apply the SDR method to
relax the constraints. The problem P1.2 is thus expressed as

P1.3 : max
F1,F2

1

Ptot
(
B

ln 2
ln(1 +

a0Tr(HUF1)

a0Tr(GUF2) + 1
)

−max
k∈K

B

ln 2
ln(1 +

a0Tr(HE,kF1)

a0Tr(GE,kF2) + 1
))

s.t. (F1,F2) ∈ F , (12a)

B

ln 2
ln(1 +

a0Tr(HUF1)

a0Tr(GUF2) + 1
)

−max
k∈K

B

ln 2
ln(1 +

a0Tr(HE,kF1)

a0Tr(GE,kF2) + 1
) ≥ Rth,

(12b)

where F = {(F1,F2)|Tr(F1) ≤ P1,max, Tr(F2) ≤
P2,max, F1 � 0, F2 � 0}. However, the problem P1.3 is
still a non-convex problem due to the objective function and
the non-convex second constraint with respect to F1 and F2.
To solve this, the following lemma is applied [51].

Lemma 1: By introducing the function φ(t) = −tx+ln t+
1 for any x > 0, one has

− lnx = max
t>0

φ(t). (13)

The optimal solution can be achieved at t = 1/x. The upper
bound can be given by using Lemma 1 as φ(t). By setting
x = a0Tr(GUF2) + 1, and t = tU , one has

RU
ln 2

B
= [ln(a0Tr(HUF1) + a0Tr(GUF2) + 1)

− ln(a0Tr(GUF2) + 1)] = max
tU>0

φu(F1,F2,tU ),

(14)

where φU (F1,F2,tU ) = ln(a0Tr(HUF1) + a0Tr(GUF2) + 1)
−tU (a0Tr(GUF2) + 1) + ln tU + 1.

In the same way, let x = a0Tr(HE,kF1)+a0Tr(GE,kF2)+
1 and t = tE,k, one has

RE,k
ln 2

B
= [ln(a0Tr(HE,kF1) + a0Tr(GE,kF2) + 1)

− ln(a0Tr(GE,kF2) + 1)]

= min
tE,k>0

φE,k(F1,F2,tE,k),

(15)

where φE,k(F1,F2,tE,k) = tE,k(a0Tr(HE,kF1) +
a0Tr(GE,kF2) + 1) − ln(a0Tr(GE,kF2) + 1) − ln tE,k − 1.
By using Sion’s minimax theorem [52], the problem given by
eq. (16) can be transformed into

P1.4 max
F1,F2,tU ,tE,k

φU (F1,F2,tU )−maxk φE,k(F1,F2tE,k)
ln 2
B (Tr(F1 + F2) + PBS + PG + PIRS)

s.t. (F1,F2) ∈ F , (16a)

φU (F1,F2,tU )−max
k

φE,k(F1,F2,tE,k) ≥ Rth
ln 2

B
,

(16b)
tU , tE,k ≥ 0. (16c)

According to Lemma 1, the optimal values of tU and
tE,k can be achieved when t∗U = (a0Tr(GUF2) + 1)−1 and
t∗E,k = (a0Tr(HE,kF1) + a0Tr(GE,kF2) + 1)−1. Here, a
slack variable l ≥ maxk∈K φE,k is introduced. Thus, the
optimization problem P1.4 for F1 and F2 based on t∗U and
t∗E,k can be given as

P1.5 max
F1,F2

φU (F1,F2,t
∗
U )− l

ln 2
B (ζTr(F1 + F2) + PBS + PG + PIRS)

s.t. (F1,F2) ∈ F , (17a)

φU (F1,F2,t
∗
U )− l ≥ Rth

ln 2

B
, (17b)

φE,k(F1,F2,t
∗
E,k) ≤ l. (17c)

The objective function of P1.5 is now a concave function
over a convex function, and the constraints are all convex,
since φU (F1,F2,t

∗
U ) is concave and φE,k(F1,F2, t

∗
E,k) is

convex. It is a single ratio maximization problem and can
be solved with the Dinkelbach’s method [47][48]. Using the
Dinkelbach’s method [49], P1.5 can be solved by iteratively
solving the following problem, given as

P1.6 max
F1,F2

φU (F1,F2,t
∗
U )− l − ln 2

B
η∗1(ζTr(F1 + F2)

+ PBS + PG + PIRS)

s.t. (17a), (17b), (17c),

where η∗1 is a non-negative parameter. P1.6 is convex and can
be solved by using a standard convex optimization tool [53].

After the F1 and F2 are obtained, if rank(F1) =
rank(F2) = 1, f1 and f2 can be obtained from F1 = f1fH

1

and F2 = f2fH
2 by performing the eigenvalue decomposition.

Otherwise, the Gaussian randomization can be used for recov-
ering the approximate f1 and f2 [53]. Thus, the problem P1.2

can be solved by alternately updating (tU , tE,k) and (f1, f2),
which is summarized in Algorithm 1.

C. Optimizing w with (f1, f2)

After obtaining the beamforming vectors f1 and f2, by
setting hW,U = HU f1, gW,U = GU f2, hW,E,k = HE,kf1, and
gW,E,k = GE,kf2, the SINR of user and eavesdroppers can be
denoted as γj =

a0|wHhW,j |2
a0|wHgW,j |2+1

, j ∈ {U, (E, k)}. Similar to
the previous section, let W = wwH , HW,j = hW,jh

H
W,j and

GW,j = gW,jg
H
W,j . The problem of P1 can be transformed
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into

P2.1 : max
W

1

Ptot
{ B

ln 2
ln(1 +

a0Tr(HW,UW)

a0Tr(GW,UW) + 1
)

−max
k∈K

B

ln 2
ln(1 +

a0Tr(HW,E,kW)

a0Tr(GW,E,kW) + 1
)}

s.t. (9b), (9c).

By applying Lemma 1 with SDR and introducing the variable
lW ≥ maxk∈K φW,E,k, the problem P2.1 can be transformed
into

P2.2 : max
W,tW,U ,tW,E,k

1
ln 2
B Ptot

[φW,U (W, tW,U )− lW ]

s.t. φW,E,k(W, tW,E,k) ≤ lW , (20a)

φW,U (W, tW,U )− lW ≥
ln 2

B
Rth, (20b)

W � 0,Wmm = 1, m = 1, 2, ...,M, (20c)
where
φW,U = ln(1 + a0Tr(GW,U + HW,U )W)

− tW,U (a0Tr(GW,UW) + 1) + ln tW,U + 1,
(21)

and
φW,E,k =tW,E,k(1 + a0Tr(GW,E,k + HW,E,k)W)

− ln(a0Tr(GW,UW) + 1)− ln tW,E,k − 1.
(22)

Since the objective function is a concave-convex fractional
function, By using the Dinkelbach’s method [49], P2.2 can be
solved by iteratively solving the following problem, given as

P2.3 : max
W,tW,U ,tW,E,k

φW,U (W, tW,U )− lW −
ln 2

B
η∗2Ptot

s.t. φW,E,k(W, tW,E,k) ≤ lW , (23a)

φW,U (W, tW,U )− lW ≥
ln 2

B
Rth, (23b)

W � 0,Wmm = 1, m = 1, 2, ...,M, (23c)

The problem P2.3 is a convex problem and can be solved by
using the standard convex optimization tool. After the optimal
W is obtained, tW,U and tW,E,k can be given as t∗W,U =
(a0Tr(GW,UW) + 1)−1 and t∗W,E,k = (1 + a0Tr(GW,E,k +
HW,E,k)W)−1. After obtaining W, the w can be given
by eigenvalue decomposition if rank(W) = 1, otherwise,
the Gaussian randomization can be used for recovering the
approximate w [53]. The reflection coefficients can be given
by wm = ∠( wm

wM+1
), m = 1, 2, ..,M . The overall optimization

algorithm for solving P0 is summarized in Algorithm 1, where
δ is the threshold and T is the maximum number of iterations.

D. Convergence Analysis

For the convergence of the proposed algorithm, similar
to [15], the proof is given as follows. Let (Wk,Fk1 ,F

k
2)

denote the feasible solution in the kth iteration, and let
J1.4 denote the objective function of P1.4. It can be seen
that for the given Wk+1 and Wk from two iterations,

one has J1.4(Wk+1,Fk+1
1 ,Fk+1

2 )
(a)

≥ J1.4(Wk+1,Fk1 ,F
k
2)

(b)

≥ J1.4(Wk,Fk1 ,F
k
2), where (a) holds because for the given

Wk+1 in Algorithm 1, (Fk+1
1 ,Fk+1

2 ) are the optimal solutions
of problem P1.4, and (b) holds because from the objective
function of P2.1, we have ln[1 + a0Tr(HuF1H

H
u Wk+1) +

Tr(GuF2G
H
u Wk+1)] − tW,U [a0Tr(GuF2G

H
u Wk+1) +

1] + ln tW,U + 1 = ln[1 + a0Tr(HH
u Wk+1HuF1) +

Tr(GH
u Wk+1GuF2)]− ln(a0Tr(GH

u Wk+1GuF2) + 1)
≥ln[1 + a0Tr(HH

u WkHuF1) + Tr(GH
u WkGuF2)]

− ln(a0Tr(GH
u WkGuF2) + 1). Similarly, one has

RE,k(Wk+1,Fk1 ,F
k
2) ≤ RE,k(Wk,Fk1 ,F

k
2). Therefore,

the objective function of problem P1.4 is non-decreasing over
the iterations in the proposed algorithm, and the objective
value of P1.4 is finite due to the limited resource in the
system. Thus, the proposed method is able to converge to a
stationary point. A similar proof can be obtained for P2.1.

When the obtained solutions F1, F2, and W are not rank-
one matrices, based on Gaussian randomization, a set of
ζ1 ∼ CN (0,F1), ζ2 ∼ CN (0,F2), and ζ3 ∼ CN (0,W)
are generated. Then, the feasibility of P1 is checked with
ζi, i ∈ {1, 2, 3}, and the monotonicity is also checked by
comparing the current results with the results from the pre-
vious iteration. Via independently generating enough feasible
ζi, i ∈ {1, 2, 3}, the optimal value of problem P1 can be
approximated by the best ζi among all random vectors with
an arbitrary small bias ε > 0 [55].

The proposed method can provide a sub-optimal solution
when the Gaussian randomization is applied. In Section V,
we will compare the proposed method with the existing
maximum ratio transmission (MRT) beamforming method to
verify the superiority of our proposed scheme in terms of
energy efficiency.

IV. SYSTEM DESIGN WITH IMPERFECT CSI

In this section, based on the results obtained in Section
III, the energy efficiency maximization problem is extended
into the case that the CSIs of the links from the IRS to the
Eves are imperfect. The beamforming and jamming vectors
and the phase shift matrix are jointly optimized to maximize
the energy efficiency.

A. Problem Formulation

By considering the imperfect CSI model between the Eves
and IRS, the energy efficiency maximization problem can be
formulated as

P3 : max
f1,f2,Θ

η

s.t. fH1 f1 ≤ P1,max, fH2 f2 ≤ P2,max, (24a)
Rs ≥ Rth, ∆hI,E,k ∈ HI,E,k,∆gI,E,k ∈ GI,E,k,

(24b)
| exp(jθm)| = 1. (24c)

Motivated by the method used for solving P1, the problem
P3 can be also solved by using an alternating optimization
method.

B. Optimizing the Beamforming with a Given Θ

In this section, we solve the problem P3 to achieve the
optimal secure transmit beamforming vector f1 and jamming
vector f2 for a given Θ.

Let HB,W = ΘHB,I and GJ,W = ΘGJ,I to simplify the

formulas. By setting HB,E,k,X =

[
HB,W

hHB,E,k

]
, GJ,E,k,X =[

GJ,W

gHJ,E,k

]
, and introducing hI,E,k,X=hI,E,k,X+∆hI,E,k,X ,
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gI,E,k,X = gI,E,k,X + ∆gI,E,k,X , where hI,E,k,X =[
hI,E,k

1

]
, ∆hI,E,k,X =

[
∆hI,E,k

0

]
, gI,E,k,X =[

gI,E,k
1

]
, and ∆gI,E,k,X =

[
∆gI,E,k

0

]
, respectively,

the SINR of Eve k can be reformulated as γE,k =
|(hH

I,E,k,XHB,E,k,X)f1|2

|(gH
I,E,k,XGJ,E,k,X)f2|2+σ2 . The problem P3 can be transformed

into

P3.1 : max
f1,f2 Ptot

{ B
ln 2

ln(1 +
|wHHU f1|2

|wHGU f2|2 + σ2
)

−max
k∈K

B

ln 2
ln(1 +

|(hHI,E,k,XHB,E,k,X)f1|2

|(gHI,E,k,XGJ,E,k,X)f2|2 + σ2
)}

s.t. fH1 f1 ≤ P1,max, fH2 f2 ≤ P2,max, (25a)

B

ln 2
ln(1 +

|wHHU f1|2

|wHGU f2|2 + σ2

−max
k∈K

B

ln 2
ln(1 +

|(hHI,E,k,XHB,E,k,X)f1|2

|(gHI,E,k,XGJ,E,k,X)f2|2 + σ2
)

≥ Rth, ∆hI,E,k,X ∈ HI,E,k,∆gI,E,k,X ∈ GI,E,k.
(25b)

Similar to the method used in Section III, by defining
F1 = f1f

H
1 and F2 = f2f

H
2 , one has F1 � 0, F2 � 0

and rank(F1) = rank(F2) = 1. The rank-1 constraint makes
problem hard to be solved. By applying the SDR method to
relax the rank-1 constraints [50], the problem P3.1 can be
transformed into

P3.2 : max
F1,F2

1

Ptot

( B
ln 2

[ln(Tr(HUF1) + Tr(GUF2) + σ2)

− ln(Tr(GUF2) + σ2)]

−max
k∈K

B

ln 2
[ln(hHI,E,k,XHB,E,k,XF1H

H
B,E,k,XhI,E,k,X

+ gHI,E,k,XGJ,E,k,XF2G
H
J,E,k,XgI,E,k,X + σ2)

− ln(gHI,E,k,XGJ,E,k,XF2G
H
J,E,k,XgI,E,k,X + σ2)]

)
s.t. (F1,F2) ∈ F , (26a)
B

ln 2
[ln(Tr(HUF1) + Tr(GUF2) + σ2)− ln(Tr(GUF2) + σ2)]

−max
k∈K

B

ln 2
[ln(hHI,E,k,XHB,E,k,XF1H

H
B,E,k,XhI,E,k,X

+ gHI,E,k,XGJ,E,k,XF2G
H
J,E,k,XgI,E,k,X

+ σ2)− ln(gHI,E,k,XGJ,E,k,XF2G
H
J,E,k,XgI,E,k,X + σ2)]

≥ Rth,∆hI,E,k,X ∈ HI,E,k, ∆gI,E,k,X ∈ GJ,E,k,
(26b)

where F = {(F1,F2)|Tr(F1) ≤ P1,max, Tr(F2) ≤
P2,max, F1 � 0, F2 � 0)}. Lemma 1 can be applied to
solve the non-convexity caused by the second term in objective
function and constraint (26b).

Let xE,k = hHI,E,k,XHB,E,k,XF1H
H
B,E,k,XhI,E,k,X +

gHI,E,k,XGJ,E,k,XF2G
H
J,E,k,XgI,E,k,X +σ2 and t = tE,k, the

Algorithm 1: Alternating Algorithm for Solving P0

1) Input settings:
δ, Rth, P1,max, P2,max > 0, and T .

2) Initialization:
tU (0), tE,k(0), tW,U (0), tW,E,K(0), w(0), η(0);

3) Optimization:
DDD for τ1=1:T

solve P1.6 with (w∗(τ1 − 1));
obtain the solution f∗1 (τ1), f

∗
2 (τ1);

solve P2.3 with (f∗1 (τ1), f
∗
2 (τ1));

obtain the solution w∗(τ1);
calculate energy efficiency η(τ1);
if ‖η(τ1)− η(τ1 − 1)‖ ≤ δ;

the optimal energy efficiency η∗ is obtained;
end

DDD end
4) Output:
{f∗1 , f∗2 ,w∗} and energy efficiency η∗.

transmit rate of Eve k can be denoted as

RE,k
ln 2

B
= ln(hHI,E,k,XHB,E,k,XF1H

H
B,E,k,XhI,E,k,X

+ gHI,E,k,XGJ,E,k,XF2G
H
J,E,k,XgI,E,k,X + σ2)

− ln(gHI,E,k,XGJ,E,k,XF2G
H
J,E,k,XgI,E,k,X + σ2)

= min
tE,k≥0

φE,k(F1,F2, tE,k),

(27)
where φ(tE,k) = tE,k(hHI,E,k,XHB,E,k,XF1H

H
B,E,k,XhI,E,k,X

+gHI,E,k,XGJ,E,k,XF2G
H
J,E,k,XgI,E,k,X + σ2)

+ ln(gHI,E,k,XGJ,E,k,XF2G
H
J,E,k,XgI,E,k,X + σ2) −

ln(tE,k)− 1. Therefore, the problem P3.2 can be transformed
into

P3.3 : max
F1,F2

max
tU

1
ln 2
B Ptot

[φU (F1,F2, tU )

−min
tE,k

φE,k(F1,F2, tE,k)]

s.t. (F1,F2) ∈ F , (28a)
max
tU

φU (F1,F2, tU )−min
tE,k

φE,k(F1,F2, tE,k) ≥ Rth,

∆hI,E,k,X ∈ HI,E,k,∆gI,E,k,X ∈ GJ,E,k.
(28b)

By using Sion’s minimax theorem [52], and introducing the
slack variable l ≥ maxk∈K φE,k, the problem P3.3 can be
further transformed into

P3.4 max
F1,F2,tU ,tE,k

φU (F1,F2,tU )− l
ln 2
B (Tr(F1 + F2) + PBS + PG + PIRS)

s.t. (F1,F2) ∈ F , tU , tE,k ≥ 0, (29a)

φU (F1,F2,tU )− l ≥ Rth
ln 2

B
, (29b)

φE,k(F1,F2,tE,k) ≤ l, (29c)
∆hI,E,k,X ∈ HI,E,k, ∆gI,E,k,X ∈ GI,E,k. (29d)

However, the problem is still difficult to be solved due to
the uncertainty of the CSI from the IRS to the Eves. We
introduce the slack variable ψB,E,k, and ψJ,E,k to deal with
this uncertainty.

hHI,E,k,XHB,E,k,XF1H
H
B,E,k,XhI,E,k,X ≤ ψB,E,k, (30a)

gHI,E,k,XGJ,E,k,XF2G
H
J,E,k,XgI,E,k,X ≥ ψJ,E,k. (30b)
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Then we have φE,k ≤ tE,k(ψB,E,k+ψJ,E,k+σ2)−ln(ψJ,E,k+
σ2)− ln(tE,k)−1. The problem P3.4 can be transformed into

P3.5 max
F1,F2,tU ,tE,k,ψB,E,k,ψJ,E,k

1
ln 2
B Ptot

[φU (F1,F2,tU )− l]

s.t. (29a), (29b), (30a), (30b),

tE,k(ψB,E,k + ψJ,E,k + σ2)− ln(ψJ,E,k + σ2) (31a)
− ln(tE,k)− 1 ≤ l,∀k. (31b)

P3.5 can be solved by alternately solving (tU , tE,k) and
(F1,F1). First, with the given (t∗U , t

∗
E,k), to solve the problem

P3.5 for (F1,F1), the S-Procedure is applied.

Lemma 2: Let fi(z) = zHAiz+2<(bHi z)+ci, i ∈ {1, 2},
where z ∈ CM×1, Ai ∈ CM×M , bi ∈ CM×1, and ci ∈ R.
Then, the expression f1(z) ≤ 0 ⇒ f2(z) ≤ 0 holds if and
only if there exists a λ ≥ 0 such that

λ

[
A1 b1

bH1 c1

]
−
[

A2 b2

bH2 c2

]
� 0, (32)

which assumes that there exists a vector z such that f(z) < 0
[19]. By applying Lemma 2, let hE,k,X = HH

B,E,k,XhI,E,k,X
and gE,k,X = GH

J,E,k,XgI,E,k,X , the constraint (30a)-(30b)
can be transformed into (33) and (34).

Then, similar to the previous section, by introducing the
variable η∗3 , the optimization problem P3.5 for F1 and F2

based on tU and tE,k can be given as

P3.6 max
F1,F2,ψB,E,k,ψJ,E,k,λB,E,k,λJ,E,k

φU (F1,F2,tU )

− l − ln 2

B
η∗Ptot

s.t. (29a), (29b), (30a), (33), (34).

The problem P3.6 is a convex problem since the objective
function and the constraints are all convex. It can be solved
by using a standard convex optimization tool.

After F1 and F2 are obtained, if rank(F1) = rank(F2) =
1, f1 and f2 can be obtained from F1 = f1fH

1 and F2 =
f2fH

2 by applying the eigenvalue decomposition. Otherwise,
the Gaussian randomization can be used for recovering the
approximate f1 and f2. After f1 and f2 are obtained, according
to Lemma 1, the optimal value of tU can be achieved when

t∗U = (Tr(GUF2) + σ2)−1. (36)
To optimize tE,k, the following problem should be solved.
max
tE,k

− tE,k( max
∆hI,E,k,X

hHI,E,k,XHB,E,k,XF1H
H
B,E,k,XhI,E,k,X

+ min
∆gJ,E,k,X

gHI,E,k,XGJ,E,k,XF2G
H
J,E,k,XgI,E,k,X

+ σ2) + ln(tE,k) + 1.
(37)

This needs to first solve the following problems, given as,
Γ1,k = max

∆hI,E,k,X

hHI,E,k,XHB,E,k,XF1H
H
B,E,k,XhI,E,k,X

(38a)

s.t. ∆hHI,E,k,X∆hI,E,k,X ≤ ξ2
I,E,k, (38b)

and
Γ2,k = min

∆gJ,E,k,X

gHI,E,k,XGJ,E,k,XF2G
H
J,E,k,XgI,E,k,X + σ2

(39a)

s.t. ∆gHI,E,k,X∆gI,E,k,X ≤ ξ2
J,E,k. (39b)

For notational simplification, we denote
HI,E,k,XF1H

H
I,E,k,X = F1,k,X . Then, the Lagrangian

function of problem (38) can be given as

L1,k = (h
H

I,E,k,X + ∆hHI,E,k,X)F1,k,X(hI,E,k,X + ∆hI,E,k,X)

+ µ1,k(ξ2
I,E,k −∆hHI,E,k,X∆hI,E,k,X),

(40)
where µ1,k is the Lagrange multiplier. L1,k is convex respect
to ∆hI,E,k,X . The Karush-Kuhn-Tucker (KKT) condition can
be applied to solve this problem. Thus, one has

Γ1,k = tr[F1,k,X(hI,E,k,Xh
H

I,E,k,X + ξ2
I,E,kI

+ 2ξI,E,k

√√√√h
H

I,E,k,XF1,k,XhI,E,k,X

tr(F1,k,X)
I)].

(41)

Similarly, letting GJ,E,k,XF2G
H
J,E,k,X = F2,k,X , one has

Γ2,k = tr[F2,k,X(gI,E,k,XgHI,E,k,X + ξ2
J,E,kI

− 2ξJ,E,k

√
gHI,E,k,XF2,k,XgI,E,k,X

tr(F2,k,X)
I)].

(42)

The closed-form expression for solution for tE,k can be given
as

t∗E,k = (Γ1,k + Γ2,k + σ2)−1. (43)

Thus, the problem P3.1 can be solved by alternately updating
(tU , tE,k) and (f1, f2), which is summarized at Algorithm 2.

C. Optimizing w with Given (f1, f2)

After obtaining f1 and f2, by setting HB,E,k,F =[
diag(HB,If1)H

hHB,E,kf1

]
, and GJ,E,k,F =[

diag(GJ,If2)H

gHJ,E,kf2

]
, the SINR of Eve k can

be given as

γE,k =
hHI,E,k,XHB,E,k,FWHH

B,E,k,FhI,E,k,X

gHI,E,k,XGJ,E,k,FWGH
J,E,k,FgI,E,k,X + σ2

, ∀k ∈ K,

(44)
where W = wwH , W � 0, and Rank(W) = 1. The problem
of P3 can be transformed into

P4.1 : max
W

1

Ptot

[ B
ln 2

ln(1 +
Tr(HW,UW)

Tr(GW,UW) + σ2
)

−max
k∈K

B

ln 2
ln(1

+
hHI,E,k,XHB,E,k,FWHH

B,E,k,FhI,E,k,X

gHI,E,k,XGJ,E,k,FWGH
J,E,k,FgI,E,k,X + σ2

)
]

s.t. W � 0,Rank(W) = 1,Wm,m = 1, m = 1, 2, ...,M,
(45a)

Rs ≥ Rth, ∆hI,E,k ∈ HI,E,k,∆gI,E,k ∈ GI,E,k.
(45b)
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[
λB,E,kI−HB,E,k,XF1H

H
B,E,k,X −HB,E,k,XF1H

H
B,E,k,XhI,E,k,X

−hHI,E,k,XHB,E,k,XF1H
H
B,E,k,X ψB,E,k − λB,E,kξ2

I,E,k − h
H

E,k,XF1hE,k,X

]
� 0, (33)

[
λJ,E,kI + GJ,E,k,XF2G

H
J,E,k,X GJ,E,k,XF2G

H
J,E,k,XgI,E,k,X

gHI,E,k,XGJ,E,k,XF2G
H
J,E,k,X −λJ,E,kξ2

J,E,k − ψJ,E,k + gHE,k,XF2gE,k,X

]
� 0. (34)

Similar to the previous section, by applying Lemma 1 with
SDR and introducing the variable tW,U , tW,E,K , and lW ≥
maxk∈K φW,E,k, the problem P4.1 can be transformed into

P4.2 : max
W,tW,U ,tW,E,k

1
ln 2
B Ptot

[φW,U (W, tW,U )− lW ]

s.t. φW,U (W, tW,U )− lW ≥
ln 2

B
Rth, (46a)

φW,E,k(W, tW,E,k) ≤ lW , (46b)
∆hI,E,k ∈ HI,E,k,∆gI,E,k ∈ GI,E,k, (46c)
W � 0,Wmm = 1, m = 1, 2, ...,M, (46d)
tW,U > 0, tW,E,k > 0, k = 1, ...,K, (46e)

where
φW,E,k =tW,E,k(gHI,E,k,XGJ,E,k,FWGH

J,E,k,FgI,E,k,X + σ2

+ hHI,E,k,XHB,E,k,FWHH
B,E,k,FhI,E,k,X)

− ln(gHI,E,k,XGJ,E,k,FWGH
J,E,k,FgI,E,k,X + σ2)

− ln tW,E,k − 1.
(47)

To solve the uncertainty channel constraints, we introduce the
variables ψWB,E,k and ψWJ,E,k, which are given as

hHI,E,k,XHB,E,k,FWHH
B,E,k,FhI,E,k,X ≤ ψWB,E,k,

gHI,E,k,XGJ,E,k,FWGH
J,E,k,FgI,E,k,X ≥ ψWJ,E,k.

(48)

Thus, problem P4.2 can be transformed into

P4.3 : max
W,tW,U ,tW,E,k,ψW

B,E,k,ψ
W
J,E,k

[φW,U (W, tW,U )− lW ]
ln 2
B Ptot

s.t. (46a), (46c), (46d),

tW,E,k(ψWJ,E,k + σ2 + ψWB,E,k)− ln(ψWJ,E,k + σ2)
(49a)

− ln(tW,E,k)− 1 ≤ lW , (49b)

hHI,E,k,XHB,E,k,FWHH
B,E,k,FhI,E,k,X ≤ ψWB,E,k,

(49c)
∆hI,E,k ∈ HI,E,k,
gHI,E,k,XGJ,E,k,FWGH

J,E,k,FgI,E,k,X ≥ ψWJ,E,k,
(49d)

∆gI,E,k ∈ GI,E,k.
By using Lemma 2, letting hE,k,F = HH

B,E,k,FhI,E,k,X
gE,k,F = GH

J,E,k,FgJ,E,k,X , and introducing the variable η∗4 ,
the problem P4.3 can be transformed as P4.4. The problem P4.4

is a convex problem with respect to W or (tW,U , tW,E,k) when
other variables are fixed and can be solved by using a standard
convex optimization tool. After obtaining W, w can be given
by eigenvalue decomposition if rank(W) = 1; otherwise,
the Gaussian randomization can be used for recovering the
approximate w. With the optimal W, one has

t∗W,U = (Tr(GW,UW) + σ2)−1. (51)

Algorithm 2: Alternating Algorithm for Solving P3

1) Input settings:
δ, Rth, P1,max, P2,max > 0, and T .

2) Initialization:
tU (0), tE,k(0), tW,U (0), tW,E,K(0), w(0), η(0);

3) Optimization:
DDD for τ2=1:T

solve P3.1 with (w∗(τ2 − 1));
obtain the solution f∗1 (τ2), f

∗
2 (τ2);

solve P4.1 with (f∗1 (τ2), f
∗
2 (τ2));

obtain the solution w∗(τ2)
calculate energy efficiency η(τ2);
if ‖η(τ2)− η(τ2 − 1)‖ ≤ δ;

the optimal energy efficiency η∗ is obtained;
end

DDD end
4) Output:
{f∗1 , f∗2 ,w∗} and energy efficiency η∗.

And tW,E,k can obtained by solving the following problems.
max
tW,E,k

−tW,E,k( min
∆gJ,E,k,X

gHI,E,k,XGJ,E,k,FWGH
J,E,k,FgI,E,k,X

+ max
∆hI,E,k,X

hHI,E,k,XHB,E,k,FWHH
B,E,k,FhI,E,k,X + σ2)

+ ln tW,E,k + 1.
(52)

Let HB,E,k,FWHH
B,E,k,F = WB,k,X , and

GJ,E,k,FWGH
J,E,k,F = WJ,k,X . The solution for tW,E,k can

be given as
t∗W,E,k = (ΓW,1,k + ΓW,2,k + σ2)−1, (53)

ΓW,1,k and ΓW,2,k are respectively given as

ΓW,1,k = tr[WB,k,X(hI,E,k,Xh
H

I,E,k,X + ξ2
I,E,kI

+ 2ξI,E,k

√√√√h
H

I,E,k,XWB,k,XhI,E,k,X

tr(WB,k,X)
I)],

(54)

and
ΓW,2,k = tr[WJ,k,X(gI,E,k,XgHI,E,k,X + ξ2

J,E,kI

− 2ξJ,E,k

√
gHI,E,k,XWJ,k,XgI,E,k,X

tr(WJ,k,X)
I)].

(55)

The overall optimization algorithm for solving P3 is summa-
rized in Algorithm 2, where δ is the threshold and T is the
maximum number of iterations.

V. SIMULATION RESULTS

In this section, simulation results are provided to verify
the proposed algorithms. We consider a three-dimensional
Cartesian coordinate system. The simulation settings are based
on the work in [12], [53]. The locations of the base station,
the Jammer, the IRS, and the legitimate user are respectively
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P4.4 : max
W,tW,U ,tW,E,k,ψW

B,E,k,ψ
W
J,E,k,λ

W
B,E,k,λ

W
J,E,k

φW,U (W, tW,U )− lW −
ln 2

B
η∗4Ptot

s.t. (46a), (46c), (46d), (49a),[
λWB,E,kI−HB,E,k,FWHH

B,E,k,F −HB,E,k,FWHH
B,E,k,FhI,E,k,X

−h
H

I,E,k,XHB,E,k,FWHH
B,E,k,F −λWB,E,kξ2

I,E,k + ψWB,E,k − h
H

E,k,FWhE,k,F

]
� 0, (50a)[

λWJ,E,kI + GJ,E,k,FWGH
J,E,k,F GJ,E,k,FWGH

J,E,k,FgI,E,k,X
gHI,E,k,XGJ,E,k,FWGH

J,E,k,F −λWJ,E,kξ2
J,E,k − ψWJ,E,k + gHE,k,FWgE,k,F

]
� 0. (50b)

set as (5, 0, 20), (5, 0, 15), (0, 100, 2), (3, 100, 0) and the
locations of 5 different Eves are set as (2, 105, 0), (2, 102.5, 0),
(2, 100, 0), (2, 97.5, 0), (2, 95, 0), respectively [53]. The chan-

nels are generated by the model hi,j =
√
G0d

−ci,j
i,j gi,j , where

G0 = −30 dB is the path loss at the reference point. di,j ,
ci,j and gi,j denote the distance, path loss exponent, and
fading between i and j, respectively, where i ∈ {B, J, I}
and j ∈ {U, (E, k)} [45]. The path loss exponents are set
as cB,U = cB,E,k = cJ,U = cJ,E,k = 5, cB,J = cG,J = 3.5,
cJ,U = 2, and cJ,E,k = 3. We consider that the vertical
location of the IRS is higher than those of the user and Eves.
In this case, a less scattered environment is expected and one
has cB,I ≤ cB,i, cJ,I ≤ cJ,i, i ∈ {B, (E, k)}. For the path
loss exponents between IRS and the receivers, since IRS is
deployed to support the legitimate user, it is assumed that the
path loss between IRS and user is smaller than that of Eves,
one has cI,U ≤ cI,E,k. The bandwidth B is normalized to
1. The other parameters are set as ξI,E,k = ξJ,E,k = 10−4,
P1,max = P2,max = Pmax, σ2 = −105 dBm, ζ = 1,
PBS = PG = 23 dBm, PIRS = 20 dBm, and δ = 10−7.

Our proposed scheme for the perfect CSI model is marked
as ‘Efficiency-IRS’. The proposed scheme for the imperfect
CSI model is marked as ‘Robust-IRS’. We consider five cases
as benchmarks to compare with our proposed method. The
first benchmark optimizes the transmit rate, which is marked
as ‘Rate-IRS’. The second benchmark minimizes the transmit
power, which is marked as ‘Power-IRS’. The third benchmark
without IRS is marked as ‘Efficiency-NoIRS’. The fourth
benchmark is the method that has IRS but no phase adjustment,
which is marked as ‘Efficiency-NoAngle’. The fifth benchmark
is the method that is based on the maximum ratio transmission
(MRT) method for beamforming design under perfect CSI case
[56] and is marked ‘MRT-IRS’.

Fig. 2 shows the energy efficiency versus the maximum
transmit power achieved by different designs. The minimum
secrecy rate threshold is set as Rth = 0.5 Bits/Hz/s. It
is observed that the energy efficiency achieved by the pro-
posed method with the perfect CSI is the best among all
the schemes. This indicates that our proposed IRS assisted
cooperative jamming scheme is efficient in improving en-
ergy efficiency and achieving secure communications. The
system energy efficiency of the proposed method under the
imperfect CSI condition is smaller than those achieved with
the ‘Efficiency-IRS’ method, ‘MRT-IRS’ method, ‘Efficiency-
Noangle’ method, and ‘Rate-IRS’ method at the beginning.
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Fig. 2. Energy efficiency versus the maximum transmit power.
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Fig. 3. Secrecy rate versus the maximum transmit power.

This is because even without the phase optimization, IRS can
help to increase the energy efficiency with the perfect CSI.
Under the imperfect CSI, the energy efficiency degrades com-
pared to that achieved under the perfect CSI case due to the
CSI uncertainty. However, compared with the method without
IRS, the ‘Robust-IRS’ method can still achieve a higher energy
efficiency. This further indicates that the application of IRS is
effective to improve energy efficiency even under the imperfect
CSI.

It is worth noting that the system efficiencies obtained
by the proposed method, the benchmark ‘Efficiency-NoIRS’,
and ‘Efficiency-NoAngle’ all increase first with Pmax and
finally converge. For these methods, when the available power
is limited, the increase of the secrecy rate is beneficial for
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the system to obtain a higher energy efficiency with only a
slightly more power consumption. However, when the power
availability is sufficient, e.g., Pmax is larger than 23 dBm in
this setting, further increase of the secrecy rate causes repaid
elevation of the energy consumption, which leads to a decrease
in energy efficiency. Similarly, the energy efficiency of the
‘Rate-IRS’ method first increases with the transmit power
and then gradually decreases. The reason is that this method
aims to maximize the secrecy rate without the constraint
on the power consumption. Thus the study shows that there
is a tradeoff between the energy efficiency and the secrecy
rate. The energy efficiency of the ‘Power-IRS’ method first
slightly decreases and then keeps at a low level. The reason
is that this method aims to minimize power consumption,
and thus it achieves the minimum secrecy rate Rth to save
energy. In this case, both the energy efficiency and secrecy rate
are relatively low. The energy efficiency of the ‘MRT-IRS’
method keeps increasing with Pmax until reaching the highest
efficiency, which is lower than that obtained with ‘Efficiency-
IRS’ method. This validates the superiority of the proposed
design.

Fig. 3 shows the achievable secrecy rate versus the max-
imum available transmits power Pmax. The secrecy rate ob-
tained by the proposed scheme is comparable with the ‘Rate-
IRS’ scheme when Pmax is smaller than 23 dBm. When
Pmax is larger than 23 dBm, the ‘Rate-IRS’ method continues
to use all the available energy to increase the achievable
secrecy rate. The ‘MRT-IRS’ method shows a similar trend
with the ‘Efficiency-IRS’ method but achieves a lower rate at
the optimal level, which validates the observation in Fig. 2.
However, the proposed scheme maintains the secrecy rate at
a stable level in order to achieve the maximum energy effi-
ciency. Similar trends can also be observed from the ‘Robust-
IRS’ method, ‘Efficiency-NoIRS’ method, and ‘Efficiency-
NoAngle’ method. The secrecy rate achieved by the ‘Power-
IRS’ method first decreases and then stabilizes at the lowest
level in order to save energy. The achievable secrecy rate of
‘Robust-IRS’ stabilizes at a lower level than other methods
because based on the estimated channel quality, this algorithm
needs to decrease the transmission rate to achieve the optimal
energy efficiency under this setting. The curves in Fig. 3
indicate that with the aided IRS, our proposed method with
the perfect CSI can achieve a higher secrecy rate and obtain
the maximum energy efficiency.

Fig. 4 presents the power consumption for different methods
versus Pmax. The results of all the methods in Fig. 4 are
consistent with what have been shown in Fig. 2 and Fig. 3. It
is worth noting that the power consumption by the proposed
method with the perfect CSI and imperfect CSI are almost the
same and both are quite low. This indicates that even with
channel estimation errors, the ‘Robust-IRS’ method can still
use less energy to achieve a higher rate, which demonstrates
the advantage of the exploitation of IRS in improving energy
efficiency.

Fig. 5 shows the energy efficiency versus the minimum
secrecy rate threshold Rth. The maximum available transmit
power is set to Pmax = 36 dBm. The energy efficiency
achieved by the proposed method is the best among all the
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Fig. 4. Power consumption versus the maximum transmit power.

schemes. This indicates that the IRS assisted cooperative
jamming can help guarantee the secrecy rate requirement and
achieve the maximum energy efficiency. The energy efficiency
of the proposed method, and the ‘Efficiency-NoAngle’ method
initially maintain at a stable level and then decreases with the
increase of Rth. When the minimum secrecy requirement is
low, a higher rate can help the system to obtain a higher energy
efficiency. However, when Rth is larger than the optimal
rate, the system has to consume excessive energy to increase
the secrecy rate in order to meet the minimum secrecy rate
constraint, which causes the decrease of the energy efficiency.

In Fig. 5, the curves of the ‘Efficiency-NoIRS’ method,
the ‘Robust-IRS’ method, the ‘MRT-IRS’ method, and the
‘Efficiency-NoAngle’ method vanish when Rth is larger than
1.5 Bits/Hz/s, 2 Bits/Hz/s, 2.5 Bits/Hz/s, and 3 Bits/Hz/s,
respectively. The reason is that there is no feasible solution that
can meet a higher Rth in those regions even with the maximum
available transmit power. Moreover, the energy efficiency of
the ‘Power-IRS’ method first increases and the curve starts
to decrease when Rth is larger than 3 Bits/Hz/s, When the
secrecy rate is smaller than 3 Bits/Hz/s, the increase of the
secrecy rate can bring more performance gains (say rate gain)
than the energy consumption. Thus, it results in the increase
of the system energy efficiency. However, when the secrecy
rate becomes larger and larger, the power cost for increasing
the secrecy rate goes higher than the benefits that it brings to
the system, which causes a lower energy efficiency. This also
indicates that there is a tradeoff between energy efficiency
and the secrecy rate. The energy efficiency of ‘Rate-IRS’
stays at a constant level. This can be explained by the fact
that the system uses all the available power to maximize
the secrecy rate without considering the achievable energy
efficiency. Thus, the curve does not change with the increase
of Rth.

A comparison of the achievable secrecy rate versus the rate
threshold Rth is presented in Fig. 6. The secrecy rates obtained
by the proposed method, the ‘Efficiency-NoIRS’ method, and
the ‘Efficiency-NoAngle’ method are first maintained at the
stable level to guarantee the maximum energy efficiency.
After Rth is larger than the optimal rate, the secrecy rate
constraint enforces a linear increase of the rate with Rth.
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Fig. 5. Energy efficiency versus the secrecy rate threshold.
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Fig. 6. Achievable secrecy rate versus the secrecy rate threshold.

Similar to the reason for Fig. 5, the missing points are caused
by lack of feasible solutions for the two benchmark schemes
in certain Rth regions. With the assistance of the IRS, the
system can use a smaller transmit power to achieve a higher
secrecy rate. Additionally, the secrecy rate of the ‘Power-IRS’
method increases with the Rth linearly, which also verifies
the observation in Fig. 5. For the ’Robust-IRS method, the
system efficiency and secrecy rate are both higher than those of
the ‘Efficiency-NoIRS’ method and the ‘Efficiency-NoAngle’
method under this setting, which indicates that even with
imperfect CSI, the proposed method can still achieve a better
performance than the method without IRS under perfect CSI.
The secrecy rate achieved by the ‘Rate-IRS’ method is the
largest among all the methods and remains constant.

Fig. 7 shows the energy efficiency versus the relative
distance between the user and IRS. The curves for all the
methods with IRS decrease with the increase of the distance.
This is because the increase of the distance results in the
increase of the path loss and the reduction of the power
gain from the reflecting path through the IRS. Therefore,
the achievable secure rate and energy efficiency both are
decreased. It is also seen that the ‘Efficiency-IRS’ method still
has the highest performance among all the methods, which
validates the superiority of our proposed design.

Fig. 8 shows the achievable secure rate versus the relative
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Fig. 7. Energy efficiency versus the relative distance of UE-IRS.
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Fig. 8. Secrecy rate versus the relative distance of UE-IRS.

distance. The trend is consistent with that shown in Fig. 7. It is
worth noting that although the secrecy rate of the ‘Robust-IRS’
method is lower than that obtained with ‘Efficiency-NoIRS’
method due to the uncertainty under the imperfect CSI, the
energy efficiency of the ‘Robust-IRS’ is still larger than that
achieved with the ‘Efficiency-NoIRS’ method. This further
demonstrates the efficiency of the proposed robust design.

Fig. 9 shows energy efficiency versus the number of reflect-
ing elements on the IRS. It is seen that the higher the number
of the reflecting elements on the IRS, the better the energy
efficiency obtained in the IRS- assisted network. The reason
is that a better performance can be achieved by employing a
higher number of reflecting elements to enhance the desired
signals for the legitimate user. The increasing gain of the
proposed method is higher than those obtained with other
benchmarks, which demonstrates that the proposed scheme can
effectively exploit the IRS to assist the secure transmission.

Fig. 10 shows the impact of the number of IRS elements
on the achievable secure rate. It can be observed that both the
‘Rate-IRS’ method and the ‘Efficiency-IRS’ method achieve
evident improvement on the secure rate. Compared with Fig.
9, it is worth noting that energy efficiency of the ‘Rate-IRS’
method is also increased. The reason is that the diversity gain
can be achieved by increasing the number of the reflecting
elements.
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Fig. 9. Energy efficiency versus the number of elements on IRS.
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Fig. 10. Secrecy rate versus the number of elements on IRS.

VI. CONCLUSIONS

In this paper, an IRS-assisted MISO wireless communica-
tion network was considered with the independently coopera-
tive jamming in order to achieve secure communications. The
energy efficiency was maximized by jointly optimizing the
beamforming, jamming precode vectors, and IRS phase shift
matrix under both perfect and imperfect CSI conditions. Two
alternating algorithms were proposed to solve the challenging
non-convex fractional optimization problems. It was shown
that our proposed method outperforms other schemes in terms
of energy efficiency. Although there is a tradeoff between
the secrecy rate and energy efficiency, the application of IRS
can effectively improve the energy efficiency even under the
imperfect CSI case. The proposed alternating algorithm can
be extended to the multi-IRS multi-UE MIMO communication
network and the research will be done in our future works.
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