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Abstract

Relying on the propagation of modulated radio-frequency (RF) signals, we can achieve simultaneous

wireless information and power transfer (SWIPT) to support low-power communication devices. In

this paper, we studied a unary coding controlled SWIPT system by considering a practical M-QAM.

Markov chains are exploited for characterising coherent binary information source and for modelling the

generation process of modulated symbols. Therefore, both mutual information between the unary coded

information source and destination and average energy harvesting performance of the SWIPT receiver

are analysed in semi-closed-form. With the aid of the genetic algorithm, the sub-optimal codeword

distribution of coded information source is obtained by maximising the average energy harvesting

performance, while satisfying the requirement of the mutual information. Simulation results show that

a higher-level unary code and a lower-order M-QAM results in higher WPT performance, when the

maximum transmit power of the modulated symbol is fixed.

Index Terms

Simultaneous wireless information and power transfer (SWIPT), unary coding, modulation, Markov

chain, genetic algorithm
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I. Introduction

A. Background

In 5G and B5G, a huge number of communication devices result in a more crowded and more

energy-sensitive network [1]. Moreover, many miniature-sized, battery-powered and batteryless

devices play important roles for environmental monitoring [2]. In order to prolong the lifetime of

these devices and reduce their maintenance cost, they are enabled to harvest energy from ambient

environment [3]. However, uncontrollable and unpredictable energy harvesting processes limit

communication performance of battery-powered and batteryless devices.

By contrast, radio frequency (RF) signal based wireless power transfer (WPT) [4] is capable of

providing controllable and on-demand energy supply services to battery-powered and batteryless

devices without extra hardware implementation at RF signal emitters, such as base stations (BSs).

However, coordinating both wireless information transfer (WIT) and WPT in the same spectral

bands imposes a lot of challenges on transceiver design, interference management and resource

allocation, which yields researches on simultaneous wireless information and power transfer

(SWIPT) [5]. Distinctive WIT and WPT services compete for various resources in time-domain

[6], power-domain [7], frequency domain [8] and spatial domain [9] to deliver their quality of

services (QoS).

However, current research [6]–[11] on SWIPT mainly focus on design of front-ends, while

largely ignoring the impact of coding and modulation on SWIPT performance. The tradeoff

between WIT and WPT also resides in modulation and coding design of a SWIPT system [12].

For instance, the WPT performance can be improved by designing appropriate codebooks and by

increasing the transmit probabilities of the modulated symbols carrying higher transmit power.

However, the WIT performance would be degraded.

B. Related Works

Plenty of existing works in SWIPT investigated transceiver design, resource allocation and

networking. For an instance, Qi et. al [13] studied non-orthogonal-multi-access (NOMA) based

SWIPT in IoT, where a robust beamformer was designed in order to maximize the weighted
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sum rate and to minimize the total power consumption. Yu et. al [14] considered a distributed

antenna aided SWIPT system by considering composite fading channels, where the energy

efficiency performance is maximised. In [15], Chen et. al investigated a SWIPT aided mobile

edge computing (MEC) system in full-duplex cellular networks, where users offload their partial

computation tasks to a base station (BS). By exploiting SWIPT, these users may also be charged

when they download computation results from the BS. When we lack terrestrial infrastructure,

unmanned aerial vehicles (UAVs) are capable of transmitting wireless power to batteryless

devices, while user associations [16] and workload scheduling [4] are optimised for improving

both WPT and WIT performance. Moreover, in the network layer, Zhao et. al studied optimal

hybrid access point (H-AP) deployment schemes in a smart city to enable SWIPT for mobile

users. Shiming et. al [17] considered a SWIPT aided routing problem in a multi-hop energy-

constrained wireless network, where energy harvested by a node can be an energy compensation

for data forwarding.

However, analyses of WIT performance are based on the classic Shannon-Hartley channel

capacity [14]–[16], which assumes Gaussian distributed transmit signals. This is far from practice,

since modulated signals are practically transmitted with finite alphabet. The overestimated WIT

performance may occupy more resources, which hence reduces attainable WPT performance in

practice. Recently, very few works discussed the modulation and coding design for SWIPT. In

[18], Zhao et. al studied a joint interleaving and modulation design in a NOMA-SWIPT system,

where the energy interleaver and the constellation rotator were optimally designed for ensuring

constructive combination of signals targeting different users. Chaehun et. al [19] proposed a

multi-tone amplitude modulation scheme and the receiver architecture for SWIPT, where the

energy harvested amount and the symbol error rate (SER) at the receiver were both improved.

Other existing works about modulation design were studied in amplitude [20], frequency [21]

or the tone index of multisine waveforms [22].

Coding design for SWIPT has also been studied in recent years. For instance, the SWIPT

performance of the nonlinearity low density parity check (LDPC) code [23], run-length-limited

(RLL) code [24] and subblock-constrained code [25] were analysed and optimised, respectively.
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Kim et. al [26] analysed the rate-energy tradeoff by considering the case of the finite codelength.

Hu et. al [27] adopted finite blocklength codes for achieving ultra-reliable low latency in a SWIPT

aided relaying system. The reliability is maximized by considering both PS and TS protocols

at a receiver. Moreover, the end-to-end WIT rate is maximised in a SWIPT aided cooperative

communication system by adopting a rateless code [28]. In [29], Hu et. al studied an unary coding

controlled SWIPT system, where the input distribution of unary codewords was optimised, in

order to maximize WPT performance by considering infinite and finite battery capacity, while

satisfying WIT requirement.

However, the impact of modulation [18]–[22] and that of coding on SWIPT performance [23]–

[29] were separately studied. In fact, binary codewords generated by a SWIPT encoder cannot

solely determine the SWIPT performance. The binary signs have to be mapped onto modulated

symbols carrying different amount of energy, which results in various WPT performance. Differ-

ent modulators also have various bit-error-rate (BER) performance, which results in distinctive

WIT performance. For instance, in [29], the unary code controlled SWIPT is only feasible for

on-off-keying (OOK) based modulator, where a binary sign ‘1’ is represented by the presence

of a RF signal, but ‘0’ is represented by the absence of RF signals.

C. Contributions

Unary coding [29]–[31] has been widely adopted in modern wireless communication systems

due to its low encoding and decoding complexity. Its flexible codeword structure is suitable

to achieve SWIPT to low-power communication devices. Therefore, we aim for optimising

the codeword distribution of an encoded binary information source for maximising the SWIPT

performance, when the binary codewords are modulated by a practical M-QAM based modulator.

Our novel contributions are then summarised as follows:

• A complete transceiver is studied, which includes a unary coding based SWIPT encoder, a

M-QAM based modulator, a multiple-antenna aided transmitter and a power-splitting based

SWIPT receiver.
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• Discrete Markov chains are exploited for characterising the correlation among the binary

signs generated by the SWIPT encoder and for modelling the transmit pattern of the

modulated symbols.

• Both mutual information between the encoded information source and destination as well

as energy harvested by the SWIPT receiver are analysed in semi-closed-form.

• The codeword distribution of the SWIPT encoder is obtained by exploiting the genetic

algorithm, which maximises the average energy harvested by the SWIPT receiver, while

guaranteeing a specific mutual information requirement.

• Our theoretical analysis and sub-optimal design are validated by numerical results by

considering various unary coding and modulation schemes. The tradeoff between WIT and

WPT performance is also demonstrated.

The rest of the paper is organised as follows: The SWIPT transceiver architecture is introduced

in Section II, which is followed by our Markov chain based modelling in Section III. Both the

WIT and WPT performance is analysed in Section IV, while the unary coding design is obtained

in Section V. After presenting the numerical results in Section VI, we finally conclude our paper

in Section VII. Some important mathematical notations are summarised in TABLE. I.

Notations: C denotes the set of complex numbers. The scalar variable is denoted in the form

of x, while the vector and the matrix are denoted in the form of x and X, respectively. X∗ (or

x∗) denotes the conjugate transpose of the matrix X (or the vector x). Moreover, |x| represents

the absolute value of a complex variable x, while ||x|| denotes the 2-norm of the vector x.

II. SystemModel and transceiver Architecture

A SWIPT transceiver is illustrated in Fig. 1, which includes a SWIPT transmitter, a wireless

channel and a SWIPT receiver. The SWIPT transmitter should be equipped with these functional

modules, which are described as follows:

• SWIPT encoder. The original messages generated by an information source X is encoded

into binary codewords by a SWIPT encoder, which constitutes a binary coded information
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TABLE I
The description of the notations

Notations The meaning of notations
X information source
X coded information source
Y information destination
Y coded information destination
XL binary sequence generated by X
χ j j-th message of X
χk k-th codeword of X

Pr x codeword distribution
Pr c state transition probabilities of coded information source
Pr s state transition probabilities of modulators

sm m-th modulated symbol in M-QAM
ζm binary sequence corresponding to sm

ζm,n n-th binary sign in ζm

λ(b)
m backward run-length of ’1’ of sm

λ
( f )
m forward run-length of ’1’ of sm

ξ minimum Euclidean distance in a modulation constellation
κt,m transmit power of sm

κr,m receive power of sm

Pt average transmit power
Pr average receive power
εs symbol error rate
εb bit error rate

Information 

source

SWIPT 

encoder
Modulator

Baseband

-to-RF 

converter

Power 

splitter  

Demodulator
SWIPT 

decoder

Information 

destination

Independence

matching
Rectifier

Battery

(super capacitor)

h

RF-to-

baseband 

converter

S

az



covz

…
…

x y Ey

Iy

Fig. 1. Transceiver architecture

source X. The unary coding technique is used for the SWIPT encoder, since it’s more

friendly for low-power devices.

• Modulator. A digital modulator maps the binary sequences onto a range of modulated
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symbols S. Traditional M-QAM modulator is conceived at the SWIPT encoder.1

• Baseband-to-RF converter. The baseband-to-RF converter is responsible for converting the

baseband signals to the RF band. An appropriate beamformer is adopted by the multi-

antennas transmitter, in order to maximize the received power at the receiver.

After passing the baseband-to-RF converter, the wireless signals are transmitted by Nt antennas.

A Rayleigh block fading based multiple-input-single-output (MISO) channel is assumed between

the SWIPT transmitter and receiver. The channel coefficient is expressed as

h = Ωg, (1)

where Ω is the large scale fading caused by path loss, g = [g1, · · · , gNt] ∈ C
1×Nt represents the

multipath fading of the MISO channel.

The SWIPT receiver has the following main functional modules:

• Power splitter. The power splitter enables the SWIPT receiver to operate energy harvesting

and information decoding simultaneously by splitting the received RF signals into two

portions according to a power splitting ratio ρ.

• WIT modules. One portion of the received signal is converted to the baseband signal yI by an

RF-to-baseband converter. The signal yI is then demodulated by a digital demodulator into

binary sequences, which constitutes a coded information destination Y. The resultant binary

sequences are then decoded into messages by an information decoder, which constitutes the

final information destination Y.

• WPT modules. The other portion of the received signals flow into an energy harvesting cir-

cuit, including an independence matching and a rectifier. The RF signal is then transformed

to direct current (DC). The DC energy is finally stored in a battery or a super-capacitor.

The signal received by the single antenna of the SWIPT receiver is expressed as

y = hwx + za, (2)

1Note that any modulator is applicable in the following analysis. Without loss of generality, we select M-QAM, since it is
widely adopted in modern digital communication systems.
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where x is the transmit RF signal corresponds to the baseband modulated symbol s having a

maximum transmit power Pmax, w is the transmitter beamforming vector, and za represents the

complex additive-white-Gaussian-noise (AWGN) imposed on the receive antenna, which has a

zero mean and a variance of σa/2 per dimension. The maximum ratio based beamformer [32]

has been proved to be optimal in a Nt × 1 MISO system, where we have w = h∗/||h||. A portion

of
√
ρ of the received RF signal is exploited for energy harvesting, which is expressed as

yE =
√
ρ(Ω||g||x + za), (3)

Moreover, the other portion
√

1 − ρ is relied upon for information demodulation and decoding,

which is expressed as

yI =
√

1 − ρ(Ω||g||x + za) + zcov, (4)

where zcov represents the AWGN imposed on the RF-to-baseband module, which has a zero

mean and a variance of σcov/2 per dimension.

III. Markov Chains for Coding andModulation

A. Markov Modelling for Unary Coded Information Source

Assuming that the original information source X randomly generates a message chosen from

a message book {χ1, · · · , χJ}, a message is then encoded by one of the unary codewords chosen

from a codebook {χ1, · · · , χK}. The k-th unary codeword χk has k − 1 binary signs ‘1’ followed

by a binary sign ‘0’. If we denote the probability distribution of the original messages as

{p(χ1), · · · , p(χJ)}, the codeword distribution is Pr x = {p(χ1), · · · , p(χK)}, where p(χk) =∑J
j=1 Pr(χk|χ j)p(χ j) and Pr(χk|χ j) represents the probability that the original message χ j is mapped

onto the codeword χk.

The resultant coded information source X may generate a binary sequence XL = {X1, · · · , XL}

having a length of L. We define a range of states CL = {C1, · · · ,CL} for the coded information

source X, where Cl represents the run-length of ‘1’ after the transmission of the l-th binary

sign in XL. Since the run-length of ‘1’ has a maximum of (K − 1) when the K-level unary

May 5, 2020 DRAFT



9

0 1 K-2 K-1…
0p

2Kp 

11 1Kp  
21 Kp 

1p

11 p

01 p

Fig. 2. Markov chain for a K-level unary coded information source X

code is conceived, we have Cl ∈ {0, · · · , k, · · · ,K − 1} for ∀l = 1, · · · , L. Generally, there is

always a definite mapping relationship between XL and the corresponding state sequence CL.

For example, if we have L = 8 and X8 = {0, 1, 1, 0, 1, 1, 1, 1}, the corresponding state sequence

should be C8 = {0, 1, 2, 0, 1, 2, 3, 4}. The state transitions follow the Markov property, as portrayed

in Fig. 2. We define pk = Pr{Cl+1 = k + 1|Cl = k} (k = 0, · · · ,K − 1) as the transition probability

from the state Cl = k to the state Cl+1 = k + 1, which is expressed as

pk =
p(χk+2) + · · · + p(χK)

p(χk+1) + p(χk+2) + · · · + p(χK)
, k = 0, · · · ,K − 2. (5)

If the current state is Cl = k (k = 0, · · · ,K −2), the coded information source X outputs a binary

sign ‘1’ with a probability of pk, and it then transits to a new state of Cl+1 = k + 1. X outputs a

binary sign ‘0’ with a probability of 1− pk, and it then transits to the state Cl+1 = 0. Specifically,

when the current state is Cl = K − 1, X must output a binary sign ‘0’, since the run-length of

‘1’ reaches its maximum. The state transition probabilities Pr c(k′|k) = Pr{Cl+1 = k′|Cl = k} of

the coded information source X are then formulated as:

Pr c(k′|k) =



pk, k ≤ K − 2, k′ = k + 1,

1 − pk, k ≤ K − 2, k′ = 0,

1, k = K − 1, k′ = 0,

0, otherwise,

(6)

which is also illustrated in Fig. 2.

Let us denote the state transition probabilities as a K × K matrix Pr c, whose element in

the k-th row and in the k′-th column represents the probability of Pr c(k′ − 1|k − 1). Therefore,
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TABLE II
Mapping relationship between binary sequences and symbols and their characteristics for 16-QAM

m ζm λ(b)
m (←) λ

( f )
m (→) m ζm λ(b)

m (←) λ
( f )
m (→)

1 0
→

00
←

0 0 0 9 1
→

00
←

0 0 1

2 0
→

00
←

1 1 0 10 1
→

00
←

1 1 1

3 0
→

01
←

0 0 0 11 1
→

01
←

0 0 1

4 0
→

01
←

1 2 0 12 1
→

01
←

1 2 1

5 0
→

10
←

0 0 0 13 1
→

10
←

0 0 2

6 0
→

10
←

1 1 0 14 1
→

10
←

1 1 2

7 0
→

11
←

0 0 0 15 1
→

11
←

0 0 3

8 0
→

11
←

1 3 0 16 1
→

11
←

1 4,5,· · · 4

stationary distribution πc is then derived by solving the following equations
πc = πc · Pr c,
K∑

k=1
πc,k = 1,

(7)

where πc,k is the k-th element in πc representing the stationary probability of Cl = k − 1.

B. Markov Analysis of Transmitted Symbols

By conceiving M-QAM as the digital modulator at the transmitter, the binary sequences

generated by the SWIPT encoder are modulated as different symbols by obeying the Gray

mapping rule. Given the m-th symbol sm (m = 1, · · · ,M) in the M-QAM constellation, its

corresponding binary sequence is denoted as ζm = {ζm,1, · · · , ζm,n, · · · , ζm,N} (n = 1, · · · ,N),

where ζm is the binary formation of the decimal number (m − 1) and N = log2(M).

Given a specific symbol sm and its corresponding binary sequence ζm, we define λ(b)
m as the

number of successive binary sign ‘1’ counting from ζm,N in a backward direction. For ∀m =

1, · · · ,M − 1, we have λ(b)
m < N, since there is at least a single sign ‘0’ in the sequence ζm.

For the symbol sM, we have λ(b)
M ∈ {N,N + 1, · · · ,K − 1} if K − 1 ≥ N, which depends on the
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binary sequences of previously transmitted symbols. Furthermore, we define λ( f )
m as the number

of successive binary sign ‘1’ counting from ζm,1 to ζm,N in a forward direction. The mapping

relationship of the symbols in 16-QAM and their corresponding binary sequences ζm, λ(b)
m , λ( f )

m

are exemplified in TABLE. II.

Two cases of (a) K = 4,N = 4 and (b) K = 6,N = 4 are exemplified in Fig. 3 in order to

help readers understand all these concepts. For instance, in Fig. 3(a), the binary sequence of the

modulated symbol s12 is ζ12 = 1011. Its backward run of ‘1’ of its sub-sequence {ζ12,3, ζ12,4} = 11

has a length of λ(b)
12 , while the forward run of ‘1’ of the sub-sequence {ζ12,1} = 1 has a length

of λ( f )
12 . Observe from Fig. 3(a) that the maximum run-length of ‘1’ is K − 1 = 3 < N =

4, which indicates that the sequence ζ16 and the corresponding symbol s16 are never output.

Transmissions of a pair of consecutive modulated symbols also follow the Markov property, due

to the correlation among binary signs output by the coded information source. By contrast, in

the case of Fig. 3(b), we have K − 1 = 5 > N = 4. Therefore, the binary sequence ζ16 can be

output by the coded information source X. Observe from Fig. 3(b) that the backward run-length

λ(b)
16 of ‘1’ of the binary sign ζ16 also depends on the previous sequence ζ14 in this example

and its corresponding value is λ(b)
16 = 5. In this case, the probability that ζ4 is output after ζ16

also depends on ζ14. As a result, when we have K − 1 ≥ N, state transitions no longer obey the

Markov property, since a state of the modulator transmitting a symbol does not only depend on

its adjacent peer, but also depend on more previous ones. Therefore, in the following discussions

on deriving the transmit probabilities of modulated symbols, we consider two cases of K−1 < N

and K − 1 ≥ N, respectively.

1) Case 1 : K − 1 < N. We define δm,n as the backward run-length of ‘1’ starting from the

binary sign ζm,n, which can be expressed as

δm,n =


ζm,n ∗ (δm′,N + 1) = ζm,n ∗ (λ(b)

m′ + 1), n = 1,

ζm,n ∗ (δm,n−1 + 1), 1 < n ≤ N,
(8)

where ζm′ is the previous transmitted binary sequence before ζm.

Further, a Markov chain having M states, each of which corresponds to a specific symbol
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01010110001110111010

1 23 4

6 6( )sζ 77 ( )sζ
44 ( )sζ 112 2( )sζ

111 1( )sζ

.........

( )

6 1b 

( )

6 0f 

)

7

( 0b 

)

7

( 0f 

)

4

( 2b 

)

4

( 0f 

)

12

( 2b 

)

12

( 1f 

)

11

( 0b 

)

11

( 1f 

...(a)K=4,N=4

101011011111001110011110

110 0( )sζ
114 4( )sζ 116 6( )sζ

...

)

11

( 0b 

)

11

( 1f 

)

14

( 1b 

)

14

( 2f 

)

16

( 5b 

)

16

( 4f 

)

4

( 2b 

)

4

( 0f 

)

10

( 1b 

)

10

( 1f 

...
(b)K=6,N=4

12 3 4 56

115 5( )sζ
)

15

( 0b 

)

15

( 3f 

111 1( )sζ 44 ( )sζ

Fig. 3. Example of transmit binary sequences with two cases of K = 4,N = 4 and K = 6,N = 4.

1s 2s 3s Ms………...
2 1Pr _ s( | )s s

1 2Pr _ s( | )s s

3 2Pr _ s( | )s s

2 3Pr _ s( | )s s

1 1Pr _ s( | )s s

2 2Pr _ s( | )s s
Pr _ s( | )M Ms s

1Pr _ s( | )Ms s

3 4Pr _ s( | )s s

4 3Pr _ s( | )s s

1Pr _ s( | )Ms s

Fig. 4. Markov chain for the case of K − 1 < N.

sm (m = 1, · · · ,M), is output by the digital modulator, which is exemplified in Fig. 4. Given a

specific time-slot, the Markov chain stays at the state sm′ . In the next time-slot, the probability

of state sm′ transiting to state sm is expressed as

Pr s(sm|sm′) =


0, λ(b)

m′ + λ
( f )
m > K − 1,

Pr c(δm,1|λ
(b)
m′ )

∏N−1
n=1 Pr c(δm,n+1|δm,n), λ(b)

m′ + λ
( f )
m ≤ K − 1.

(9)
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( )
11,

bs
 ( )

22,
bs


( )
33,

bs


( )
11,

b
MM

s
 

………...
( ) ( )

122, 1,
Pr _ s( | )b bs s

 

( ) ( )
211, 2,

Pr _ s( | )b bs s
 

( ) ( )
3 23, 2,

Pr _ s( | )b bs s
 

( ) ( )
2 32, 3,

Pr _ s( | )b bs s
 

( ) ( )
1 11, 1,

Pr _ s( | )b bs s
 

( ) ( )
1 11, 1,

Pr _ s( | )b b
M MM M

s s
   

1
( ) ( )

11, 1,
Pr _ s( | )b

M
b

M
s s

 

( ) ( )
3 43, 4,

Pr _ s( | )b bs s
 

( ) ( )
4 34, 3,

Pr _ s( | )b bs s
 

( ) ( )
1 11, 1,

Pr _ s( | )b b
MM

s s
  

,M Ns , 1M Ks , 1M Ns  ……

… …

…
… …

…

, 1 ,Pr _ s( | )M N M Ns s

…

, , 1Pr _ s( | )M N M Ns s 

, 2 , 1Pr _ s( | )M N M Ns s 

, 1 , 2Pr _ s( | )M N M Ns s 

, ,Pr _ s( | )M N M Ns s

, , 1Pr _ s( | )M N M Ks s 

( )
1

,1,
Pr _ s( | )b M Ns s

 ( )
1

, 1,
Pr _ s( | )bM Ns s


( )

1
, 1 1,

Pr _ s( | )b
MMKMs s
 

Fig. 5. Markov chain for the case of K − 1 ≥ N.

The transition probability matrix of this Markov chain is denoted as Pr s having the size

of M × M, whose element on the m′-th row and the m-th column represents the state transition

probability Pr s(sm|sm′). Then, the stationary probability vector πs of all possible states is

obtained by solving the following equations
πs = πs · Pr s,

M∑
m=1

πs,m = 1.
(10)

The stationary probability τm of the symbol sm being transmitted is expressed as τm = πs,m,

where πs,m represents the m-th element in πs.

2) Case 2: K − 1 ≥ N. When we have K − 1 ≥ N, we cannot use a similar Markov chain as

we did in Case 1, where the Markov property cannot be satisfied, as exemplified in Fig. 3. We

have to redefine the states for retrieving the Markov property.

Different from the Markov chain of the case K − 1 < N, we denote each state as sm,q, where

q = λ(b)
m . As discussed before, when we have m < M, the binary sequence ζm has a definite value

of λ(b)
m . Therefore, a modulated symbol sm may correspond to a specific state sm,q. However,

if we have m = M, the backward run-length λ(b)
M of ‘1’ can be {N,N + 1, · · · ,K − 1}, which
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depends on the previous transmitted binary sequence. Therefore, the modulated symbol sM may

correspond to K − N different states of sM,q (q = N,N + 1, · · · ,K − 1). Given a state sm′,q′ ,

the backward run-length of ‘1’ of the binary sequence ζm′ is already known as q′. Then, the

transition probability from the state sm′,q′ to sm,q is readily obtained according to the Markov

analysis of the unary code. Therefore, the transition between two adjacent states sm′,q′ and sm,q

obeys the Markov property. The Markov chain for the case of K − 1 ≥ N is illustrated in Fig. 5,

while the state transition probability Pr s(sm,q|sm′,q′) is derived as follows:

• Case 2-1: m < M. Since the backward run-length of sign ‘1’ is determined for every state,

the state transition probability Pr s(sm,q|sm′,q′) can be obtained similar to Case 1, which is

formulated as

Pr s(sm,q|sm′,q′) =


0, q′ + λ

( f )
m > K − 1,

Pr c(δm,1|q′)
∏N−1

n=1 Pr c(δm,n+1|δm,n), q′ + λ
( f )
m ≤ K − 1.

(11)

• Case 2-2: m = M. In this case, since there is no sign ‘0’ in the binary sequence ζM, the

backward run-length q = λ(b)
M depends on the symbol sm′ transmitted in the previous time-

slot, which is expressed as q = λ(b)
M = λ(b)

m′ + N = q′ + N. Therefore, the probability of the

state sm′,q′ transiting to sM,q is expressed as

Pr s(sM,q|sm′,q′) =


0, q , q′ + N,

q∏
k=q′

Pr c(k + 1|k), otherwise.
(12)

The resultant state transition probability matrix of this Markov chain is denoted as Pr s

having the size of (M + K − N − 1) × (M + K − N − 1). Then, the stationary probabilities πs of

all M + K − N − 1 states can be obtained by solving similar equations as Eq. (10). For the cases

of m = 1 · · · ,M − 1, the probability that sm being transmitted is just the stationary probability

of sm,q, where m = 1 · · · ,M − 1 and q = λ(b)
m . For the case of m = M, the probability that sM

being transmitted is the sum of the stationary probabilities sM,q, where q = N,N + 1, · · · ,K − 1.
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Finally, the resultant probability τm of the symbol sm being transmitted is then expressed as

τm =


πs,m, m < M,∑M+K−N−1

i=M πs,i, m = M.
(13)

IV. SWIPT Performance Analysis

A. WPT Performance Analysis

When M-QAM modulator is conceived, the minimum Euclidean distance in its constel-

lation is expressed as ξ =
√

4Pmax

(
√

M−1)2 , where Pmax is the maximum transmit power of the

modulated signal. For a complex modulated symbol sm = Am,I + jAm,Q, we have Am,I , Am,Q ∈

{ 1−
√

M
2 ξ, 3−

√
M

2 ξ, · · · ,
√

M−3
2 ξ,

√
M−1
2 ξ}. After obtaining the stationary transmission probabilities {τm|m =

1, · · · ,M} of all possible symbols, the average transmit power Pt of the SWIPT transmitter is

then formulated as

Pt =

M∑
m=1

τmκt,m, (14)

where κt,m = ((Am,I)2 + (Am,Q)2)/2 represents the transmit power of the symbol sm. When sm is

transmitted, the received power for WPT is obtained as

κr,m = ρ
(
(Ω||g||Am,I + za,I)2 + (Ω||g||Am,Q + za,Q)2

)
/2, (15)

by exploiting Eq. (4) and by reformulating the complex antenna noise as za = za,I + jza,Q.

The envelope {|gi||i = 1, · · · ,Nt} of every element in the multipath fading vector g follows a

Rayleigh distribution. Therefor, the corresponding power gains {|gi|
2|i = 1, · · · ,Nt} all obeys an

exponential distribution. As a result, ||g||2 =
∑Nt

i=1 |gi|
2 follows a chi-square distribution having

2Nt degrees of freedom. The probability density function (PDF) of ||g|| is then formulated as

f (||g||) =
1

2Nt−1Γ(Nt)
||g||2Nt−1e−

||g||2
2 , (16)
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where we have

Γ(x) =

∫ +∞

0
tx−1e−t dt. (17)

When the symbol sm is transmitted, the amount of energy harvested is expressed as

Pr,m =


κr,m, if κr,m ≥ Pth,

0, otherwise,
(18)

where Pth is the sensitivity of an energy harvester. Therefore, the average energy harvesting

performance is formulated as

Pr =

M∑
m=1

τm

∫ +∞

0

∫ +∞

−∞

∫ +∞

−∞

1
πσ2

a
e
−

z2
a,I +z2

a,Q
σ2

a
||g||2Nt−1e−

||g||2
2

2Nt−1Γ(Nt)
Pr,m dza,I dza,Q d||g||. (19)

Since we cannot obtain the exact expressions for τm, Pr of (19) is in a semi-closed form.

B. WIT Performance Analysis

1) BER Analysis: By substituting a specific modulated symbol sm into Eq. (4), when the

symbol sm is transmitted, the received symbol ŝm for WIT is formulated as

ŝm =
√

(1 − ρ)(Ω||g||sm + za) + zcov

=
√

(1 − ρ)Ω||g||(Am,I + jAm,Q) + (zn,I + jzn,Q), (20)

where zn =
√

(1 − ρ)za + zcov ∼ CN(0, (1 − ρ)σ2
a + σ2

cov) is total AWGN having two orthog-

onal dimensions zn,I and zn,Q. Since the receiver has no knowledge of the input distribution,

maximum likelihood (ML) detector is conceived for demodulating the received signals. Each

modulated symbol has a successful demodulation region at the receiver, which is expressed

as a square having the length of
√

(1 − ρ)Ω||g||ξ. Therefore, in order to successfully demod-

ulate the original symbol sm, the offset zn,I + jzn,Q should be constrained within the range of

[−
√

(1 − ρ)Ω||g||ξ/2,
√

(1 − ρ)Ω||g||ξ/2] for both the in-phase and the quadrature dimension.

Generally, the symbol demodulation error always occurs between two adjacent constellation

points, since the probability that one symbol is mis-demodulated as any other non-adjacent
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symbols can be neglected. According to the Gray mapping rule, there is only one binary difference

between the sequences of two adjacent constellation points. Therefore, the BER at the SWIPT

receiver could be approximated as εb ≈
εs
N , where the SER εs is calculated as

εs =1 −
∫ +∞

0

∫ √
(1−ρ)Ω||g||ξ

2

−

√
(1−ρ)Ω||g||ξ

2

∫ √
(1−ρ)Ω||g||ξ

2

−

√
(1−ρ)Ω||g||ξ

2

e
−

z2
n,I +z2

n,Q
(1−ρ)σ2

a+σ2
cov

π
(
(1 − ρ)σ2

a + σ2
cov

) f (||g||) dzn,I dzn,Q d||g||

=1 −
∫ +∞

0

1 − 2Q

 √
(1 − ρ)Ω||g||ξ/2√

(1 − ρ)σ2
a/2 + σ2

cov/2

2

f (||g||) d||g||. (21)

Since the successful demodulation regions of all the symbols have the same size, the probabilities

that any received symbols ŝm and ŝm′ are mis-demodulated to each other are also the same. The

BER from ‘0’ to ‘1’ is the same as that from ‘1’ to ‘0’.

2) Mutual Information: We consider the mutual information between the encoded information

source X and destination Y as the WIT performance of the SWIPT system. The coded source X

outputs a binary sequence XL = {X1, · · · , XL} having a length of L. Then, the encoded destination

Y receive a binary sequence YL = {Y1, · · · ,YL}. Information theoretical channel between the

encoded information source and destination can be modelled as a binary symmetric channel

having the average BER εb as the crossover probabilities. The mutual information between X

and Y can be formulated as

I(X;Y) = H(X) − H(X|Y). (22)

According to Eq. (6) of [29], the entropy H(X) can be expressed as

H(X) , lim
L→∞

H(XL)
L

= lim
L→∞

H(CL)
L

= lim
L→∞

H(CL|C1, · · · ,CL−1)

= lim
L→∞

H(CL|CL−1) = lim
L→∞

H(C2|C1). (23)
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The conditional entropy H(X|Y) is then formulated as

H(X|Y) = lim
L→∞

H(XL|YL)
L

= lim
L→∞

H(CL|YL)
L

= lim
L→∞

1
L

H(C1|Y1, · · · ,YL) +

L∑
l=2

H(Cl|Cl−1, · · · ,C1,Y1, · · · ,YL)

 . (24)

Given the state Cl at the l-th instant, the state Cl+1 is independent of {Y1, · · · ,Yl−1,Yl} at the

previous instants, while the state Cl is also correlated with {Yl+1,Yl+2, · · · }, according to Lemma

1 and Lemma 2 in [29]. Therefore, we have

H(Cl|Cl−1, · · · ,C1,Y1, · · · ,YL) = H(Cl|Cl−1,Y1, · · · ,Yl, · · · ,YL)

= H(Cl|Cl−1,Yl, · · · ,YL)

≤ H(Cl|Cl−1,Yl). (25)

As a result, the upper-bound of the conditional entropy H(X|Y) is obtained as

H(X|Y) ≤ lim
L→∞

1
L

H(C1|Y1, · · · ,YL) +

L∑
l=2

H(Cl|Cl−1,Yl)


(a)
= lim

L→∞

H(C1|Y1, · · · ,YL) + (L − 1)H(C2|C1,Y2)
L

=H(C2|C1,Y2), (26)

where the equality (a) is derived by considering the stationary property of X. Then, the lower-

bound of mutual information I(X;Y) is finally derived as

I(X;Y) ≥H(C2|C1) − H(C2|C1,Y2) = H(Y2|C1) − H(Y2|C2,C1)

=

K−1∑
k=0

πc,k
[
H(pkεb + (1 − pk)(1 − εb)) − H(εb)

]
,Iinf(X;Y), (27)

where H(x) = −x log2(x) − (1 − x) log2(1 − x). Since we cannot obtain the exact expression for

πc, Iinf(X;Y) of Eq. (27) is in a semi-closed form.
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V. Joint Coding andModulation Design

The unary codeword distribution Pr x as well as the power splitting ratio ρ are jointly

optimised, in order to maximize the average power Pr for energy harvesting of the receiver,

while guaranteeing the lower-bound of mutual information Iinf(X;Y) is higher than a threshold.

This optimization problem is formulated as

(P1) max
Pr x,ρ

Pr

s.t. Iinf(X;Y) ≥ Ith. (28)

Given a threshold Ith, it’s obvious that the actual mutual information I(X;Y) also satisfies the

constraint, since we have I(X;Y) ≥ Iinf(X;Y) ≥ Ith. Since both Pr and Iinf(X;Y) are expressed

in semi-closed form, (P1) can only be solved by a heuristic algorithm.

A. Power Splitting Ratio

Given a specific codeword distribution Pr x, we firstly optimise the power spitting ratio ρ.

Theorem 1: The average energy harvesting power Pr monotonously increases with respect

to (w.r.t.) the power splitting ratio ρ, while the lower-bound mutual information Iinf(X;Y)

monotonously decreases w.r.t. ρ, when we have εb < 0.5.

Proof: Please refer to Appendix A for detailed proof.

Since the BER εb is normally lower than 0.5, the optimal power splitting ratio ρ∗ could be

obtained by solving Iinf(X;Y) = Ith with the aid of a bisection method, which is summarized in

Algorithm. 1.

B. GA Aided Coding Design

Given the optimal power splitting ratio ρ∗, a genetic algorithm is proposed for optimising the

codeword distribution Pr x, which is detailed in the pseudo code of Algorithm. 2. The main

steps are summarised as follows:
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Algorithm 1 Bisection method based algorithm for obtaining ρ∗.
Input: Codeword distribution Pr x; Mutual information threshold Ith; Mutual information threshold Ith; Conver-

gence threshold φ and all the other physical layer parameters.
Output: Optimal power splitting ratio ρ∗;

1: Initialise ρupper ← 1, ρlower ← 0, I ← 0;
2: while |I − Ith| > φ do
3: Update ρ = (ρupper + ρlower)/2;
4: Obtain lower-bound mutual information I = Iinf(X;Y) according to Eq. (27);
5: if I > Ith then
6: ρlower = ρ;
7: else
8: ρupper = ρ;
9: end if

10: end while
11: Return ρ∗ = (ρupper + ρlower)/2.

• Step 1: Initialization. Initialize a generation G having ind num individuals. Each individual

is a legal codeword distribution Pr x j = {p j(χ1), · · · , p j(χK)} satisfying
∑K

k=1 p j(χk) = 1 for

∀ j = 1, · · · , ind num. This step corresponds to line 1 in Algorithm. 2.

• Step 2: Natural selection. Obtain the fitness of each individual according to the mutual

information constraint of (P1). The fitness of the j-th individual is expressed as

f itness j =


Pr, Iinf(X;Y) ≥ Ith,

0, otherwise.
(29)

The selection probability of each individual is calculated as

prob j =
f itness j∑ind num

j′=1 f itness j′
. (30)

Then, we update the generation G by selecting new individuals according to the probabilities

{prob j|∀ j}. This step corresponds to line 6 and line 10 in Algorithm. 2.

• Step 3: Crossover. Crossover is operated after a natural selection. The generation G is

updated once more by generating offsprings of two randomly selected parental individuals

one after another. Given a specific pair of parental individuals Pr x( f ather) and Pr x(mother),
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their offsprings Pr x(o f f spring) is expressed as

p(o f f spring)(χk) = a · p( f ather)(χk) + (1 − a) · p(mother)(χk),∀ j = 1, · · · , ind num, k = 1, · · · ,K.

(31)

Note that the offspring satisfies
∑K

k=1 p(o f f spring)(χk) = 1, since we have
∑K

k=1 p( f ather)(χk) = 1

and
∑K

k=1 p(mother)(χk) = 1. The crossover factor a determines the fraction of characteristics

that the offspring inherits from the parental individuals. In our algorithm, we choose a = 0.5.

This step corresponds to line 11 in Algorithm. 2.

• Step 4: Mutation. The last step of genetic algorithm is mutation, in order to prevent the

solution from local-optimum. For each individual Pr x j, the mutation is operated by adding

a random ∆p following the normal distribution N(0, ν), which is expressed as

p j(χk) = p j(χk) + ∆p, k = 1, · · · ,K. (32)

Then, the individual is updated as

p j(χk) =
p j(χk) −min(0,min(Pr x j))∑
Pr x j − K min(0,min(Pr x j))

, (33)

for ∀k = 1, ...,K. A larger variance ν results in a faster convergence of the genetic algorithm,

but a lower optimality. This step corresponds to line 12 in Algorithm. 2.

VI. Simulation Results

Our optimal coding design and impact of M-QAM on SWIPT performance are validated

by both Monte-Carlo simulation and theoretical analysis. We consider Nt = 4 antennas at the

transmitter and one antenna at the receiver. The square root of path-loss is set to Ω = 10−1.5,

while the noise power is σ2
a = σ2

cov = −50dBm. The transmitter has a maximum transmit power

constraint of Pmax = 0.1W, while the energy harvesting threshold is set to Pth = −13dBm. The

Gray mapping from binary sequence to modulated symbols is conceived, where the constellation

of 16-QAM is exemplified in Fig. 6.
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Algorithm 2 Genetic algorithm for obtaining ρ∗ and Pr x∗.
Input: Mutual information threshold Ith; Mutation probability mutation prob; Maximum generation number

max gen and all the other physical layer parameters.
Output: Optimal power splitting ratio ρ∗; Optimal input distribution Pr x∗;

1: Initialise a generation G according to Step 1; Generation label i = 1; Optimal fitness f itness∗;
2: while i < max gen do
3: i← i + 1;
4: Obtain the optimal power splitting ratio ρ j for each individual Pr x j in G according to Algorithm. 1;
5: Obtain the average energy harvesting power Pr and lower-bound mutual information Iinf(X;Y) for each

individual;
6: Obtain the fitness of G according to (29);
7: if max{ f itness j} > f itness∗ then
8: Update f itness∗ ← max{ f itness j}. Update ρ∗ and Pr x∗ according to the individual having the maximum

fitness;
9: end if

10: Update the generation G by selecting individuals according to the probabilities (30);
11: Obtain offsprings after crossover according to Step 3 and update the generation G;
12: As for each individual, generate a value ϕ following uniformly distribution U(0, 1). If ϕ > mutation prob,

operate mutation according to Step 4. Then, update the generation G after traversing all the individuals;
13: end while

In-phase

Quadrature

1111 1110 1100 1101

1011 1010 1000 1001

0011 0010 0000 0001

0111 0110 0100 0101

Fig. 6. Gray mapping for 16-QAM

A. Validation of Theoretical Analysis

Firstly, we validate our theoretical analysis, when 16-QAM is adopted. In Fig. 7, we compare

the theoretical transmit probabilities of all the modulated symbols to the simulation counterparts,

given an arbitrary codeword distribution Pr x = {0.42, 0.25, 0.07, 0.26} for 4-level unary code

and Pr x = {0.16, 0.25, 0.13, 0.04, 0.05, 0.05, 0.23, 0.09} for 8-level unary code, respectively. The

Monte Carlo simulation is adopted by generating 106 codewords for obtaining those probabilities.

May 5, 2020 DRAFT



23

0 2 4 6 8 10 12 14 16

Symbol label

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

0.2

Sy
m

bo
l p

ro
ba

bi
lit

y

Simulation results, K=4
Theoretical results, K=4
Simulation results, K=8
Theoretical results, K=8

Fig. 7. Validation of symbol probability Markov analysis.
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Fig. 8. Validation of WPT analysis.

Observe from Fig. 7 that the simulation and theoretical results perfectly match with each other,

which confirms the accuracy of our Markov modelling. Note that when 4-level unary code is

conceived, the probability of the 16-th symbol is zero, since the maximum run-length of binary

sign ‘1’ is K−1 = 3. In Fig. 8 and 9, we depict the average energy harvesting power as well as the

receive BER versus maximum transmit power Pmax. Observe from Fig. 8 that a lower threshold

Pth results in a higher energy harvesting power. When we increase the maximum transmit power

Pmax, Pth has less effect on energy harvesting, since the received power is sufficiently high to

activate the energy harvester. Moreover, observe from Fig. 9 that a higher power splitting ratio

ρ results in a higher BER, since the signal strength for the demodulation is weakened.
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Fig. 9. Validation of WIT analysis.
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Fig. 10. Average energy harvesting power versus mutual information threshold, when 16-QAM modulator is conceived.

B. Genetic Algorithm Aided Coding Design

We then evaluate the SWIPT performance of our genetic algorithm aided coding design in

Figs. 10-12. Observe from Fig. 10 that when we increase the minimum mutual information

constraint Ith, the average energy harvesting power Pr is reduced. Given a K-level unary code

and a fixed modulator, any coding design cannot achieve a mutual information higher than

the corresponding channel capacity. Therefore, observe from Fig. 10 that, every coding and

modulation scheme can only satisfy the mutual information constraint lower than a certain value.

For example, when 16-QAM modulator is adopted, the upper-bound mutual information of 2-

level unary code is 0.584, while that of 8-level unary code is 0.841. Observe from Fig. 10 that
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Fig. 11. Average energy harvesting power versus modulation order, when 4-level unary code is conceived.
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Fig. 12. Average energy harvesting power versus unary code level K.

8-level unary code has the best WPT performance. Moreover, we may observe from Fig. 11 that

when 4-QAM modulator is adopted, the average energy harvesting power Pr does not change

as we increase Ith. This is because that all the symbols in 4-QAM’s constellation have the same

transmit power. Therefore, the codeword distribution does not have any impact on the WPT

performance. Moreover, a higher order modulator results in a lower WPT performance. This is

because when the maximum transmit power Pmax is fixed, a higher order modulator achieves a

lower average transmit power. Furthermore, a higher order modulator also results in a higher

BER, which indicates that WPT performance has to be sacrificed in order to compensate for the

degradation of WIT performance.
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Observe from Fig. 12 that the average energy harvesting power Pr increases as we increase

the level of the unary code. This is because when K becomes higher, the SWIPT encoder

becomes more flexible to control the attainable SWIPT performance. Furthermore, a higher

order modulator results in a more rapidly increasing Pr. This is because a modulated symbol may

represent more binary signs, which requires a higher K to achieve the optimal WPT performance.

VII. Conclusion

The unary coding design is proposed for a SWIPT system with practical digital modulators. By

exploiting the Markov chain, the stationary probabilities of modulated symbols being transmitted

are obtained, which results in semi-closed-form theoretical analysis of both WPT and WIT perfor-

mance. By exploiting the genetic algorithm aided coding design, the amount of energy harvested

by the SWIPT receiver is maximised, while satisfying the mutual information constraint. At last,

Monte-Carlo simulation validates our theoretical analysis. The tradeoff between the WIT and

WPT is also revealed in the coding and modulation level. Both the simulation and theoretical

results demonstrate that a higher level of the unary code and a lower order of M-QAM results

in a higher WPT performance, when the maximum transmit power of the modulated symbol is

fixed.

Appendix A

Proof of Theorem. 1

We firstly discuss the monotonicity of Pr w.r.t. ρ. If we increase ρ, κr,m also increases.

According to Eq. (19), Pr monotonously increases w.r.t. ρ.

Since function Q
( √

(1−ρ)Ω||g||ξ/2
√

(1−ρ)σ2
a/2+σ2

cov/2

)
monotonically increase w.r.t. ρ, observe from Eq. (21) that

εs also increases when we increase ρ. So does εb. We then discuss the monotonicity of Iinf(X;Y)

w.r.t. εb. The lower-bound mutual information of Eq. (27) can be reformulated as

Iinf(X;Y) =

K−1∑
k=0

πc,k∆k, (34)
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where ∆k = H(pkεb + (1− pk)(1− εb))−H(εb). The first-order derivative of ∆k w.r.t. εb is derived

as

d∆k

dεb
= (1 − 2pk) log2

(2pk − 1)εb + 1 − pk

pk − (2pk − 1)εb
+ log2

εb

1 − εb
. (35)

We have d∆k
dεb

= 0 when εb = 0.5. The second-order derivative of ∆k w.r.t. εb is expressed as

d2∆k

dε2
b

=
1

ln 2

(
1

εb(1 − εb)
−

(1 − 2pk)2

((2pk − 1)εb + 1 − pk) (pk − (2pk − 1)εb)

)
=

1
ln 2

pk(1 − pk)
εb(1 − εb) ((2pk − 1)εb + 1 − pk) (pk − (2pk − 1)εb)

. (36)

When the BER εb satisfies 0 < εb < 0.5, we have min(0.5, 1 − pk) < (2pk − 1)εb + 1 − pk <

max(0.5, 1 − pk) and min(0.5, 1 − pk) < pk − (2pk − 1)εb < max(0.5, 1 − pk). Therefore, the

second-order derivative satisfies d2∆k
dε2

b
> 0 subject to constraint of 0 < εb < 0.5. As a result, d∆k

dεb

monotonically increase w.r.t. εb. Since we have d∆k
dεb
|εb=0.5 = 0, it’s easy to obtain d∆k

dεb
|εb<0.5 < 0,

which indicates that ∆k monotonically decreases w.r.t. εb. Furthermore, since εb is a monotonously

increasing function of ρ, the lower-bound mutual information Iinf(X;Y) monotonically decreases

w.r.t. ρ, when we have εb < 0.5.
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