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Abstract—In coverage-oriented networks, base stations (BSs)
are deployed in a way such that users at the cell boundaries
achieve sufficient signal strength. The shape and size of cells
vary from BS to BS, since the large-scale signal propagation
conditions differ in different geographical regions. This work
proposes and studies a joint spatial-propagation (JSP) model,
which considers the correlation between cell radii and the large-
scale signal propagation (captured by shadowing).

We first introduce the notion of the directional radius of
Voronoi cells, which has applications in cellular networks and
beyond. The directional radius of a cell is defined as the distance
from the nucleus to the cell boundary at an angle relative to the
direction of a uniformly random location in the cell. We study
the distribution of the radii in two types of cells in the Poisson
Voronoi tessellations: the zero-cell, which contains the origin, and
the typical cell.

The results are applied to analyze the JSP model. We show
that, even though the Poisson point process (PPP) is often
considered as a pessimistic spatial model for BS locations,
the JSP model with the PPP achieves coverage performance
close to the most optimistic one—the standard triangular lattice
model. Further, we show that the network performance depends
critically on the variance of the large-scale path loss along the
cell boundary.

Index Terms—Poisson Voronoi tessellations, directional radius,
cellular networks, correlated shadowing, meta distribution

I. INTRODUCTION

A. Motivation

For coverage, cellular operators deploy more base stations

(BSs) in regions with severe signal decay, and vice versa, such

that users at the cell boundaries achieve a sufficient and con-

sistent signal strength. As a result, the spatial deployment of

BSs and the large-scale propagation conditions are inherently

correlated. In most works, this correlation is ignored, i.e.,
the BS deployment is assumed independent of the shadowing

coefficients.

The first and only work that considers joint spatial and

propagation modeling is [1], where the authors reverse en-

gineer the path loss exponent (PLE) of the power-law path

loss model from the BS locations. A fundamental assumption

in [1] is that the PLE inside each Voronoi cell is determined

by the BS locations such that users at the cell edge receive

an average power P0 from their nearest BS. It is shown that

under this assumption, the PPP yields almost the same success

probability as the triangular lattice networks. However, there
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are a few drawbacks to that model. Firstly, the power-law path

loss model is inherently an end-to-end model—the total path

loss when a signal travels through multiple cells cannot be

decomposed into per-cell path loss functions. For instance, for

a signal that travels through two cells each with diameter d and

PLE α, one can not decompose the total path loss, (d+ d)−α

into the product of per-cell path losses d−αd−α. Secondly, the

assumption that the average power (over fading) P0 is received

by all users along the Voronoi cell edge is overly optimistic.

In an actual deployment, this quantity is inevitably subject to

variation. And lastly, the coverage analysis in [1] is limited to

the spatial average, whereas the coverage used by operators is

better captured by the meta distribution [2].

This work proposes a joint spatial and propagation model

of cellular networks based on the directional radii of Poisson

Voronoi cells. Specifically, our work assumes that the Poisson

deployment of BSs results from the following BS placement

method: BSs are deployed more densely in regions with severe

signal attenuation and less densely in regions with more benign

propagation conditions. In other words, the shape and size of

the Voronoi cells reflect the underlying propagation conditions,

which we reverse-engineer to devise a cell-dependent corre-

lated shadowing model. To do so, it is necessary to study the

cell shape and radii in the Poisson Voronoi tessellation (PVT).

The contributions of the work are summarized as follows.

B. Contributions

1) We characterize the shape and size of the Poisson

Voronoi cells by introducing the notion of the directional

radius in Voronoi tessellations.

2) For the PVT, we derive the exact distributions of the

directional radius in the zero-cell and the uniform-

angled radius in the typical cell. The results reveal the

asymmetry of Poisson Voronoi cells and also lead to

a new approach of evaluating the mean cell areas. For

cases without an explicit expression, simulation results

and approximations are provided.

3) We introduce and study a joint spatial-propagation (JSP)

model for coverage-oriented cellular networks. We con-

sider cell-dependent shadowing where the shadowing

coefficients are conditionally log-normal random vari-

ables given the BS point process such that users at the

cell edges receive an expected power P0. Hence the JSP

model ascribes the irregular deployment of base stations

to an intelligent design by the operators, rather than to

pure randomness, as is done in most of the literature.

http://arxiv.org/abs/2012.13609v3
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4) We show that the network performance depends crit-

ically on the variance of the received power along the

cell boundary. While the PPP model (without shadowing

or with independent shadowing) has been established as

a pessimistic model for coverage-oriented deployments

[3], the SIR distribution of the JSP model for the

PPP is close to that of the standard triangular lattice

model (without shadowing) when the conditional vari-

ance (given the point process) is zero; as the variance

increases, the performance of the JSP model for the PPP

deteriorates to that of the standard PPP model.

C. Related Work

The shadowing coefficients introduced in this work are cell-

dependent and correlated. The correlation is due to the fact that

in the PVT, nearby cells are correlated in shape and size and,

in particular, in their directional radii. In addition to [1], also

relevant to this work are other models that consider correlated

shadowing.

One of the first correlated shadowing models is proposed in

[4], where for a fixed BS and a moving user with a constant

velocity, the periodically sampled shadowing is a discrete

process whose autocorrelation decays exponentially. Following

[4], the joint Gaussian distribution has been widely used

to model correlated shadowing [5]. A correlated shadowing

model with an intuitive physical interpretation is modeled and

analyzed in [6], where the “penetration loss” depends on the

number of obstacles (in this case, buildings) in the signal path.

The shadowing variance is another factor that significantly

impacts the network performance for both independent and

correlated shadowing models [7], [8]. It is derived in [8] that

for general BS processes satisfying a homogeneity constraint,

if the shadowing correlation is “moderate” (decreasing fast

enough in distance), the signal strengths converge to those in

a PPP as the shadowing variance increases. Based on [7], [8],

we obtain a Poisson convergence result for the JSP model.

To facilitate the analysis of the JSP model, we study two

types of Poisson Voronoi cells and their radii: the zero-cell,

which is the cell that contains the origin, and the typical cell.

While it is known that the zero-cell has a larger mean volume

than the typical cell [9], [10], the directional radii characterize

the shape of the two cells, which has not been studied before

to the best of our knowledge. Related, the distance from the

nucleus to a uniformly random location in the typical cell

and the distance from the nucleus of the zero-cell to the

typical location are studied in [11]. User point processes are

characterized based on the PVT in [12]. The distribution of the

distance from the typical Voronoi edge/vertex location to its

nearest Poisson point is given in [13], [14], while [15] derives

the distribution of the radius of the largest disk included within

the cells and the radius of the smallest disk containing the

cells. Some gamma-type results are given in [16], [17].

D. Layout

The rest of the paper is organized as follows. Section II

gives the definition of the directional radii of Voronoi cells

and characterizes their distribution for the PVT. Since the

directional radii have applications beyond the JSP model, we

are presenting a more comprehensive set of results than strictly

necessary for the latter parts of the paper. In Section III,

we introduce the JSP model and the performance metrics of

interest. Section IV provides the analysis of the JSP model

and its comparison with other relevant models. Section V

concludes the paper.

II. DIRECTIONAL RADII OF POISSON VORONOI CELLS

A. Definitions

Let Φ ⊂ R2 be a motion-invariant point process. To simplify

the definitions of the cell radii, we first introduce the displaced

typical cell and zero-cell such that the nucleus of the cells is

at the origin o.

Typical cell. Let

Φo , (Φ | o ∈ Φ)

and denote by V (o) the Voronoi cell of Φo with nucleus o.

V (o) is the typical cell in the Palm sense [14]. Let z be

a location chosen uniformly at random from V (o) and let

(‖z‖, ζ) be its polar coordinates. Next, define

Φ̃ , rot−ζ(Φ
o),

where rotu is a rotation around the origin by angle u, and

denote the Voronoi cell of Φ̃ with nucleus o by Ṽ (o). Let

D , ‖z‖ be the distance from the nucleus of the typical cell

to the uniformly random location in the typical cell.

Zero-cell. Let x0 ∈ Φ be the closest point to the origin,

i.e., x0 = arg minx∈Φ{‖x‖}. Let V0 be the Voronoi cell

with nucleus x0. By the definition of Voronoi tessellations,

V0 contains the origin. Letting ϕ0 be the angle of x0, define

Φ̃0 , rotπ−ϕ0
(Φ−x0

),

where Φy is a translation of all points of Φ by y. This way,

o ∈ Φ̃0. Let Ṽ0 be the Voronoi cell of Φ̃0 with nucleus o. Let

D0 , ‖x0‖.

Definition 1 (Directional radius). For ϕ ∈ [0, 2π), we define

the directional radius R(ϕ) to the boundary ∂Ṽ (o) of the

typical cell by

(R(ϕ), ϕ) ∈ ∂Ṽ (o)

and the directional radius R0(ϕ) to the boundary ∂Ṽ0 of the

0-cell by

(R0(ϕ), ϕ) ∈ ∂Ṽ0.

(R(ϕ), ϕ)ϕ∈[0,2π) parametrizes the boundary of the typical

cell Ṽ (o) in polar coordinates, and R(0) is the distance from

the nucleus to the boundary in the direction of the randomly

chosen point. Similarly, (R0(ϕ), ϕ)ϕ∈[0,2π) parametrizes the

boundary of the 0-cell Ṽ0 in polar coordinates, and R0(0) is

the distance from the nucleus to the boundary in the direction

of the displaced origin, now at coordinates (‖x0‖, 0). Fig. 1

shows realizations of the typical cell, the zero-cell and their

displaced version when Φ is a Poisson point process.

The areas of the two cells are obtained as

|Ṽ (o)| = 1

2

∫ 2π

0

R2(ϕ)dϕ
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(b) Rotated typical cell.
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(c) The 0-cell.
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(d) Rotated and displaced 0-cell.

Fig. 1. Illustration of the directional distances in the typical cell and the 0-
cell of a PPP. The blue circles represent Poisson points and the red lines
represent the Voronoi tessellations. In (a), the red square represents the
uniform randomly distributed point z in the typical cell. In (b), the cell is
rotated such that z resides on the positive x-axis. In (c) and (d), the red
square represents the origin and the displaced origin.

and

|Ṽ0| =
1

2

∫ 2π

0

R2
0(ϕ)dϕ,

respectively, and the mean areas follow as

E|Ṽ (o)| =
∫ π

0

E(R2(ϕ))dϕ

and

E|Ṽ0| =
∫ π

0

E(R2
0(ϕ))dϕ,

where | · | is the Lebesgue measure in two dimensions.

Integrating over [0, π) is sufficient due to the symmetry of

the distributions, i.e., ER(ϕ) ≡ ER(−ϕ).

Definition 2 (Uniform-angled radius). We define the uniform-

angled radius R̄ to the boundary ∂Ṽ (o) of the typical cell

by

R̄ , R(Θ)

and the uniform-angled radius R̄0 to the boundary ∂Ṽ0 of the

0-cell by

R̄0 , R0(Θ)

where Θ is distributed as Uniform[0, 2π].

Since Φ is motion-invariant, we may equivalently define

R̄ , ‖∂V (o) ∩ (R+, 0)‖ and R̄0 , ‖∂V0 ∩ (R+, 0)‖.

R and R̄ are related by

E(R̄b) =
1

π

∫ π

0

E(Rb(ϕ))dϕ, (1)

and

E(R̄b
0) =

1

π

∫ π

0

E(Rb
0(ϕ))dϕ, (2)

for b ∈ R. Again, integrating over [0, π) is sufficient due to

the symmetry.

Lemma 1. For all point processes where V (o) and V0 exist

and are finite almost surely, we have

P(‖z‖/R(0) ≤ t) = t2, t ∈ [0, 1], (3)

and

P(‖x0‖/R0(0) ≤ t) = t2, t ∈ [0, 1]. (4)

Proof. For any point process, conditioned on V (o), let z be

uniform randomly distributed in V (o). The probability that

‖z‖/R(0) < t is the same as the probability that z falls into

the similar polygon of V (o), with radius scaled by t in all

directions. This probability is equal to t2 for any realization

of V (o). The same argument holds for the zero-cell.

Remark 1. Lemma 1 holds for non-stationary point processes

also, where the typical cell is centered at the origin.

B. The Typical Cell of the PVT

Let Φ ⊂ R2 be a Poisson point process of intensity λ.

Lemma 2. The probability density function (pdf) of R̄ is

fR̄(r) = 2λπre−λπr2 . (5)

Proof. Due to the isotropy of the Poisson process, it is

sufficient to consider R̄ = ‖∂V (o) ∩ (R+, 0)‖. The event that

R̄ is larger than r happens if b((R̄, 0), r)1 contains no point.

Thus, P(R̄ > r) = e−λπr2 .

Remark 2. The mean area of the typical cell follows as

E|V (o)| = πE(R̄2) =
1

λ
.

Recall that in [10], the mean area of the typical cell is

obtained by using Robbin’s formula [18] and that for any fixed

point p = (r, θ), P(p ∈ V (o)) = exp(−λπr2), E|V (o)| =
∫

R2 P (p ∈ V (o)) dp =
∫ 2π

0

∫∞

0 exp
(

−λπr2
)

rdrdθ = 1
λ .

Our method and the method in [10] for calculating the mean

area are essentially the same, by observing that the event

that R̄ is larger than r happens if and only if a fixed point

(r, 0) ∈ V (o). Its probability does not depend on θ. The result

for the mean area holds for arbitrary stationary point processes

[9].

Fig. 2 shows the first two moments of the directional radius

in the typical cell obtained via simulation. It is apparent that

the cell is significantly larger in the direction of the randomly

chosen point than in the opposite direction. R(0) is on average

about 55% larger than R(π).

1The open ball with center (R, φ) (in polar coordinates) and radius r ≥ 0
is denoted by b((R, φ), r).
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Fig. 2. First two moments of the directional distances in the typical cell,
λ = 1, via simulation. The mean and second moment of R̄ (straight lines)
are obtained via Lemma 2.

C. The 0-cell of the PVT

Recall that D0 = ‖x0‖ is the distance from the nucleus of

the 0-cell to the origin.

Theorem 1. The joint pdf of D0, R0(ϕ) for ϕ ∈ [0, π) is

fD0,R0(ϕ)(x, y) = 2λπx exp
(

− λπ(x2 + y2) + λS(ϕ, x, y)
)

×
(

2λπy − λ
∂S(ϕ, x, y)

∂y

)

, (6)

for x ≥ 0, y ≥ 0 when ϕ 6= 0, and for y ≥ x ≥ 0 when

ϕ = 0, and

S(ϕ, x, y) = (π − ϕ)x2 − xy sinϕ

+ (y2 − x2) arccos
y − x cosϕ

√

x2 + y2 − 2xy cosϕ
. (7)

Proof. The event R0(ϕ) > y given ‖x0‖ = x is equivalent to

there being no point in b((y, ϕ), y) \ b((x, 0), x). Hence

P(R0(ϕ) > y | D0 = x) = exp
(

− λ(πy2 − S(ϕ, x, y))
)

.
(8)

where S(ϕ, x, y) in (7) is the area of the intersection of

b((x, 0), x) and b((y, ϕ), y), i.e., S(ϕ, x, y) = |b((x, 0), x) ∩
b((y, ϕ), y)|.

Hence the conditional pdf of R0(ϕ) given D0 is

fR0(ϕ)|D0
(y | x)

= exp
(

− λπy2 + λS(ϕ, x, y)
)

(

2λπy − λ
∂S(ϕ, x, y)

∂y

)

.

(9)

From the void probability of the PPP we know that

fD0
(x) = 2λπx exp(−λπx2).

Applying the Bayesian rule fD0,R0(ϕ)D0
(x, y) =

fR0(ϕ)|D0
(y | x)fD0

(x) we obtain (6).

Fig. 3 illustrates the directional radius R0(ϕ) and the

intersection region.

Remark 3. Integrating (6) over x we obtain the distribution

for R0(ϕ), ϕ ∈ [0, π]. A straightforward extension of Theorem

-1 -0.5 0 0.5 1
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0
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0.4
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0.8

1

Fig. 3. Illustration of the intersection between b((x, 0), x) and b((y, ϕ), y)
whose area is S(ϕ, x, y).

1 is the joint distribution of R0(ϕ1), R0(ϕ2), D0 for ϕ1 ∈
[0, π], ϕ2 ∈ [0, π], which involves the intersection of three open

balls. Such an extension is useful when evaluating the second

moment of |Ṽ0| but is omitted here.

Corollary 1. The pdf of R0(0) is

fR0(0)(y) = 2(λπ)2y3 exp (−λπy2), (10)

and the pdf of R0(0)−D0 is

fR0(0)−D0
(y) =

√
λπ erfc (y

√
λπ). (11)

The pdf of R0(π) is

fR0(π)(y) = 2λπy exp (−λπy2). (12)

Further, D0 and R0(π) are independent and identically dis-

tributed (iid).

Proof. See Appendix A.

From Corollary 1, we obtain E(R0(0)) = 3/(4
√
λ),

E(R0(π)) = 1/(2
√
λ), and E(R0(0)−D0) = 1/(4

√
λ).

Thus, R0(0) is on average exactly 50% larger than R0(π).
The correlation coefficient of R0 and R0(0) −D0 follows

as

ρR0,R0(0)−D0
=

8− 3π√
12− 3π

√
16− 3π

≈ −0.3462.

Also, E((R0(0)−D0)/D0) = 1, but E(R0(0)−D0)/E(D0) =
1/2.

Corollary 2. The pdf of R̄0 is

fR̄0
(y) =

1

π

∫ π

0

fR0(ϕ)(y)dϕ. (13)

Proof. Combine Θ ∼ uniform[0, 2π] and Theorem 1.

Corollary 2 immediately leads to ER̄0 =
E[
∫ π

0 R0(ϕ)dϕ]/π = 0.5753/
√
λ.
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Fig. 4. First two moments of the directional radius R0(ϕ) via Theorem 1
and the uniform-angled radius R̄0 in the 0-cell, λ = 1. The green curve,
c(ϕ)/λπ, is given in (14).

Remark 4. The mean area of the 0-cell is

E|Ṽ0| =
∫ π

0

E(R2
0(ϕ))dϕ =

1.280176

λ
.

Further,

E(R2
0(ϕ)) ≈

c(ϕ)

λπ
, (14)

where c(ϕ) = 1 + exp(−ϕ3/2), is a good approximation to

the second moment of the directional radius. It gives a mean

area of

1 +
2Γinc(2/3, π

3/2)

3π
≈ 1.2869,

where Γinc(a, z) =
∫ z

0
e−tta−1dt is the lower incomplete

gamma function2.

Fig. 4 shows the first two moments of R0(ϕ), ϕ ∈ [0, π] and

R̄0; it also shows the approximation ER2
0(φ) ∼ c(ϕ)/(λπ) is

quite good. This new approach for evaluating the mean area

is easy to understand. By comparison, the existing approach

is based on the first two moments of the area of the typical

cell and the statistical relation between V0 and V (o) [9], [10],

which we discuss in the next subsection.

D. Relation of the Typical Cell and the 0-Cell

Fundamentally, the typical cell and the zero-cell are related

by [19]

E
[

f(V0)
]

=
Eo
[

|V (o)|f(V (o))
]

Eo
[

|V (o)|
] , (15)

where f is any translation-invariant non-negative function on

compact sets, and Eo denotes the expectation with respect to

the Palm distribution [20]. In words, a translation-invariant

statistic of the 0-cell is that of the typical cell weighted by

volume (area in 2D). Letting f(·) = | · |, the mean area of the

zero-cell is

E
[

|V0|
]

= λEo
[

|V (o)|2
]

. (16)

2In Matlab, Γinc(2/3, π
3/2) is expressed as

gammainc(piˆ1.5,2/3)*gamma(2/3).
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Fig. 5. Distribution of distances in the 0-cell and the typical cell, λ = 1.

Using Robbin’s formula, Eo
(

|V (o)|2
)

=
∫

R4 P (x0, x1 ∈ V (o)) dx0dx1 [9] [10]. It is apparent

that the 0-cell is not just the typical cell enlarged by 28%.

In fact, larger cells in the PVT are associated with being

more circular and having more sides [21]. To compare the

typical cell and the 0-cell, we consider the number of sides

of the typical cell and the 0-cell, denoted by N and N0. We

have EN0 = λEo[|V (o)|N ] ≥ EN = 6 due to the positive

correlation between the area and number of sides of Poisson

Voronoi cells [22, Chap 9]. Table I shows some mean values

related to the typical cell and the 0-cell for λ = 1.

E. Gamma-Type Results

We now compare our results with some known distributions.

Corollary 1 shows that πR2
0(0) ∼ Γ(2, λ); it is known that

‖x1‖, the distance between the origin and its second-nearest

point, satisfies π‖x1‖2 ∼ Γ(2, λ) [23]. Hence R0(0) and ‖x1‖
are identical in distribution. The explanation is as follows: for

the PPP, a stopping set defined as the minimum disk containing

n Poisson points is Γ(n, λ) distributed [17]. Further, the

probability that a point is covered by a stopping set does not

depend on whether it is a point of the process or not. In our

cases, both πR2
0(0) and π‖x1‖2 are defined by two Poisson

points.

Denote the distance from the typical point on the edge to its

closest Poisson point by Re and the distance from the typical

point on the Voronoi vertex to its closest Poisson point by

Rv. It is shown in [13], [14] that πR2
e ∼ Γ(3/2, λ), and

πR2
v ∼ Γ(2, λ), which gives fRe

(r) = 4λ3/2πr2e−λπr2 , and

fRv
(r) = 2(λπ)2r3e−λπr2 . Hence R0(0) and Rv are identical

in distribution. Fig. 5 shows the complementary cumulative

distribution functions (ccdfs) of the distances given in Lemma

2, Theorems 1, 2, and the distributions of Re and Rv.

F. Discussion and Impact of Cell Asymmetry

From the results on the directional radii, it is apparent

that the Poisson Voronoi cells are, quite surprisingly, rather

asymmetric around their nucleus. We summarize them in the

facts below.

Fact 1. For the zero-cell, the mean radius in the direction

of the typical user is 50% larger than the mean radius in
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Cell Type Number of Sides Area Directional Radius Distance to z/the origin

Typical cell EN = 6 E|V (o)| = 1 ER(0) = 0.67 (*), ER(π) = 0.432 (*) ED = 0.447 (*)
Zero-cell EN0 = 6.41 (*) E|V0| ≈ 1.28 ER0(0) = 0.75, ER0(π) = 0.5 ED0 = 0.5

TABLE I. Some mean values of the typical cell and the zero-cell in the PVT. Results obtained via simulations are marked by (*).
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Fig. 6. The distribution of D and R(π), λ = 1, via simulation.

the opposite direction, i.e., E (R0(0)) /E (R0(π)) = 3/2. The

typical user is at the same distance as an edge user in the

opposite direction, since R0(π) and D0 are iid. Further, we

can infer from Fig. 4 that about a quarter of edge users (those

with ϕ ≥ 3π/4) are at essentially the same distance as the

typical user.

Fact 2. For the typical cell, numerical results from Table I

suggest that ER(π) is 3% smaller than ED. The ccdf of D
and R(π) are plotted in Fig. 6, which shows that the two

curves are almost identical. In the one-dimensional case where

ϕ ∈ {0, π}, the distribution of R(π), derived in Appendix B,

is identical to the distribution of D, derived in [11, Theorem

1]. Further, we can infer from Fig. 2 that about a quarter of

edge users (those with ϕ ≥ 3π/4) are at essentially the same

distance as the uniformly random user.

In addition, the distance from the typical BS to the

nearest edge location, Rmin, is distributed as fRmin
(r) =

8λπre−4λπr2 as it is half the nearest-neighbor distance in

the PPP. Since E(πR2
min) = 1/4, 3/4 of the interior users

are farther from the nucleus than the nearest edge user. And

E(Rmin) is only 37% of the mean distance in the direction of

the uniformly random user.

These facts may prompt us to rethink some assumptions

that are generally made, such as the claim that edge users

necessarily suffer from low signal strength. Also, care is

needed when evaluating the performance of non-orthogonal

multiple access (NOMA) schemes, especially if “cell-center”

refers to a user located uniformly at random in the cell and

“cell-edge” refers to a user located uniformly at random on the

edge of the cell. In this case, simply pairing a cell-center user

as the strong user and an edge user as the weak one may be

quite inefficient, since the edge user may be closer to the BS

than the “cell-center” user. Conversely, if “cell-center” and

“cell-edge” are defined based on relative distances between

serving and interfering base stations [24], [25], then a “cell-

edge” user may actually be quite far from the edge of the

cell. A potential model to pair users for Poisson Voronoi cells

is to select a “cell-center” user uniformly at random inside

the cell, and select an edge user whose angle differs only

slightly from that of the “cell-center” user. This increases the

likelihood of significant channel gain difference between users

and thus increases the NOMA gain. An alternative model that

guarantees the intended ordering of strong and weak user is

to place the two randomly in the in-disk of the cell and then

order them [26].

III. A JOINT SPATIAL-PROPAGATION MODEL FOR

CELLULAR NETWORKS

In coverage-oriented cellular networks, it is natural to

assume that the operator uses a deployment method where

BSs are spaced more densely in regions with severe signal

attenuation and less densely in regions with more benign

propagation conditions. In this section, we assume that the

BS locations result from such a deployment procedure. Conse-

quently, we introduce the JSP model which reverse-engineers

the underlying cell-dependent shadowing characteristics from

the shape and size of the Voronoi cells. For the Poisson

deployment, the Voronoi cell radii distributions are provided

in the last section. We refer to the JSP model for the PPP as

the JSP-PPP model.

A. System Model

Let Φ ⊂ R2 be a stationary point process with intensity

λ modeling BS locations. The typical user is located at the

origin o without loss of generality. We assume all BSs are

active and transmit with unit power. For x ∈ Φ, denote by

hx and Kx the power of the small-scale iid Rayleigh fading

with unit mean and the large-scale shadowing between x and

the origin, respectively. The power-law path loss model is

considered, i.e., ℓ(x) = ‖x‖−α, where α > 2 is a constant.

Note that this propagation model applies to a low-density high-

power BS deployment, which is usually well-planned. The

framework can be generalized to a dense small cell networks

setting by accounting for the LoS/NLoS effect with a multi-

slope LoS/NLoS path loss model, in which case the BS density

plays a more critical role. For instance, see [27].

Let {xi}i∈N0
be the point process ordered by the distance

to the origin: x0 , arg minx∈Φ{‖x‖} and so on. Let r(x)
be the distance from x ∈ Φ to its Voronoi cell edge oriented

towards the typical user. Note that r(x0) ≡ R0(0), which is the

zero-cell radius in the direction of the typical user in Section

II. Fig. 7 shows a realization of Φ and the corresponding

r(x0), r(x1), r(x2). By the construction of the Voronoi cells,

r(x0) ≥ ‖x0‖ and r(xi) ≤ ‖xi‖, i ≥ 1.

Definition 3 (Cell-dependent shadowing). In cell-dependent

shadowing, for given Φ, {Kx}x∈Φ are conditionally inde-

pendent log-normal random variables such that the expected
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Fig. 7. An illustration of the JSP model with cell-dependent shadowing.
Blue circles are BS locations generated from a PPP with λ = 3.5 × 10−5 .
Red lines are the Voronoi tessellation. The typical user denoted by the red
square is located at the origin. r(xi) is the length of the black line segment,
which is the cell radius of xi oriented towards the typical user.

large-scale path loss from x to its Voronoi cell boundaries is

P0, i.e.,
E[Kxr(x)

−α | Φ] = P0. (17)

We denote by µx and σx the mean and standard deviation

of log(Kx) conditioned on Φ, and we fix σx ≡ σ ≥ 0 for

∀x ∈ Φ.

Remark 5. Cell-dependent shadowing introduces dependence

between shadowing and cell radius (determined by BS geom-

etry). For the Poisson deployment, the shadowing coefficients

are correlated because nearby cells in the PVT are correlated

in shape and size and, in particular, in their directional radii.

Intuitively, cells in proximity are shaped by some common

points. In cell-dependent shadowing for a point pattern φ
(e.g., a realization of a PPP), the shadowing coefficients

are independent (usually not identical) log-normal random

variables.

Remark 6. The model in [1] assumes r(x)−α(x) = P0, which

captures the cell-dependent signal propagation through the

PLE. It is sensitive to P0 and λ due to the singularity of

the path loss model. Our model avoids its deficiency while

generalizing several models in the literature: if in (17), P0 =
r(x)−α (instead of a constant), we retrieve the iid shadowing

model in [7]; if further σ = 0, we retrieve the traditional

model without shadowing (or constant shadowing) in [28].

The log-normal model is commonly used for shadowing and

allows us to compare this work with previous models.

Remark 7. Note that the shadowing from an interfering BS

x to the typical user is assumed to only be related to the

cell radius r(x), and σx ≡ σ is fixed for all BSs. This is a

simplification3 as the shadowing may occur along the signal

path outside the cell, and more remote BSs may have a larger

3Such a simplification is common in the literature, e.g., often the shadowing
coefficients from all BSs are modeled as identically distributed.

shadowing variation. Nevertheless, the assumption enables an

average minimum received power at all cell edges, which is

the primary concern for coverage. Further, it is expected that

the power-law path loss is the dominating large-scale effect

for remote BSs.

For the cell-dependent shadowing, σ captures the variation

of Kx‖r(x)‖−α around P0.

1) σ = 0: For σ = 0, {Kx}x∈Φ is a deterministic function

of Φ. In this case, we have

Kx = P0r(x)
α. (18)

Users located at the Voronoi cell edge of x receive a constant

signal power P0 (averaged over small-scale fading) from x.

This corresponds to a scenario where operators have access

to precise terrain and propagation data and the BS layout is

optimized for coverage.

2) σ > 0: For σ > 0, the shadowing in the JSP model is

doubly random such that the power averaged over small-scale

fading at the cell edge fluctuates around P0. In this case, we

have

E[Kx | Φ] = P0r(x)
α. (19)

This corresponds to a scenario where operators have imprecise

terrain and propagation data or where the BS deployment is

suboptimal for coverage. Given Φ, we have exp(µx+σ2/2) =
P0r(x)

α, which yields µx = log(P0r(x)
α)−σ2/2. Depending

on whether σ = 0 or σ > 0, {Kx}x∈Φ is either a deterministic

function of Φ or is a set of random variables correlated with

Φ. From the expression of µx, the correlation diminishes as σ
increases.

We consider the strongest-BS association throughout this

paper, i.e., the typical user is served by the BS with the

strongest signal averaged over small-scale fading. Denote the

serving BS by x = arg maxy∈Φ{Ky‖y‖−α}. The signal-to-

interference ratio (SIR) is

SIR ,
S

I
=

hxKx‖x‖−α

∑

y∈Φ\{x} hyKy‖y‖−α
. (20)

B. Performance Metrics

We focus on the following three performance metrics.

1) Asymptotic Gain: The success probability is defined as

ps(θ) , P(SIR > θ), θ > 0. For models with iid Rayleigh

fading, it is shown in [29] that

1− ps(θ) ∼ MISR θ, θ → 0, (21)

where A(t) ∼ B(t) means the limit of their ratio goes to 1,

and the MISR (mean interference-to-signal ratio) is defined

as4

MISR , E[I/Eh[S]]

= E

[

∑

y∈Φ\{x}

Ky‖y‖−α

Kx‖x‖−α

]

.

4Shadowing is not considered in the model and definition of the MISR in
[29]. But it is straightforward to extend the definition of the MISR to include
shadowing.
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Thus, we can compare the asymptotics of the success

probabilities for different models by simply calculating the

ratio of their MISRs. Throughout this paper, we use the

standard PPP model as the baseline for comparison, where

MISRPPP = 2/(α − 2) [29]. Let G denote the asymptotic

gain. We have

G =
MISRPPP

MISR
. (22)

2) SIR Meta Distribution: For ergodic point processes, the

SIR meta distribution [2] gives the fraction of users that

achieve an SIR θ with a reliability higher than x, which

is a more fine-grained performance metric than ps(θ). It is

defined as F̄Ps
(θ, x) , P(Ps(θ) > x), x ∈ [0, 1], where

Ps(θ) , P(SIR > θ | Φ, {Ky}y∈Φ) is the conditional success

probability. In words, Ps(θ) is the reliability of the typical

link under small-scale fading while the large-scale propagation

(shadowing and path loss) is given. For Rayleigh fading, the

conditional success probability is

Ps(θ) , P(SIR > θ | Φ, {Ky}y∈Φ)

= E

[

exp

(

− θ
∑

y∈Φ\{x}

hy
Ky‖y‖−α

Kx‖x‖−α

)

∣

∣

∣
Φ, {Ky}y∈Φ

]

(a)
=

∏

y∈Φ\{x}

1

1 + θ(‖x‖/‖y‖)αKx/Ky
.

Step (a) follows from the iid exponential distribution of

hx, x ∈ Φ. The b-th moment of the conditional success

probability is

Mb(θ) = E[Ps(θ)
b], b ∈ C. (23)

Note that ps(θ) ≡ M1(θ).
3) Path Loss Point Process: We define the path loss point

process5 for a general BS point process Φ to be Π ,

{‖x‖α/Kx}x∈Φ. The path loss point process, introduced in

[30], characterizes the received signal strengths (averaged over

small-scale fading) from all transmitters in the network from

the viewpoint of the typical user. This notion helps establish

equivalence between the performance of networks when their

path loss point processes have the same distribution. To avoid

a colocated BS and user, we assume no BS is located at the

origin.

C. Relevant Results

In the standard models, the shadowing is a constant, i.e.,
Kx ≡ 1, x ∈ Φ. The large-scale path loss depends only

on the BS locations. The nearest BS provides the strongest

signal. It is known that for the standard PPP, Mb(θ) =
1/2F1(b,−δ; 1− δ;−θ) [2], b ∈ C, where 2F1 is the Gauss

hypergeometric function, and δ , 2/α. The asymptotic gain

G captures the SIR gap due to BS deployment. For instance,

the standard triangular lattice has an approximately 3.4 dB

asymptotic SIR gain over the standard PPP for α = 4 [29].

In the iid log-normal shadowing model [7], {Kx}x∈Φ are

iid, and logKx ∼ N (µ, σ2), µ = −σ2/2, so that EKx ≡ 1. It

5It is also referred to as the “propagation process” in [7] or the “signal
spectrum” in [8].

is shown in [31] that the path loss point process Π for a PPP

with iid shadowing is an inhomogeneous PPP. Thus, under

the strongest-BS association, the iid log-normal shadowing

model for the PPP performs exactly the same as the (baseline)

PPP. Further, [7] shows that when σ → ∞ in the iid log-

normal shadowing model, the path loss point process of any

deterministic/stochastic BS point processes converges to that

of a PPP, given the point process satisfies a mild homogeneity

constraint. Remarkably, [8] proves that this conclusion also

holds for moderately correlated shadowing.

IV. PERFORMANCE ANALYSIS OF THE JOINT

SPATIAL-PROPAGATION MODEL

In this section, we analyze the performance of the JSP-PPP

model. We focus on the distribution of the serving signal,

shadowing distribution/correlation, the asymptotic SIR gain,

the SIR meta distribution, and finally the path loss point

process. We first introduce the lemma below.

Lemma 3. For a Poisson point process with intensity λ, the

ccdf of r(xi)/‖xi‖, i ≥ 1 is

P(r(xi)/‖xi‖ > t) = (1 − t2)i, t ∈ [0, 1], (24)

and the ccdf of r(xi) is

P(r(xi) > t) = exp(−λπt2). (25)

Proof. Recall that xi is the i+1-th closest point to the origin.

Let Φ(b(o, r)) denote the number of points in Φ falling in the

disk of radius r centered at the origin. For t ∈ [0, 1],

P(r(xi)/‖xi‖ > t)

= EP(r(xi) > ‖xi‖t | ‖xi‖)
(a)
= EP(Φ(b(o, ‖xi‖t)) = 0 | Φ(b(o, ‖xi‖)) = i)

(b)
= E

(

‖xi‖2 − ‖xi‖2t2
‖xi‖2

)i

= (1− t2)i.

Step (a) holds since the probability of having no point inside

a disk only depends on the radius of the disk, not on the disk

center. Step (b) follows from the property of the PPP, where

conditioned on ‖xi‖, the i points are distributed uniformly at

random in b(o, ‖xi‖). Combining (24) with the distribution of

‖xi‖ [23] we obtain the ccdf for r(xi), i ≥ 1, in (25).

A. The Serving Signal

For σ = 0, the nearest BS x0 provides the strongest signal.

Hence Eh[S] = Kx0
‖x0‖−α. We have

P(Kx0
‖x0‖−α > t) = P(P0r(x0)

α‖x0‖−α > t)

= P(‖x0‖/r(x0) < (P0/t)
1/α)

(a)
= P δ

0 t
−δ, t ≥ P0, (26)

where t ≥ P0 due to the minimum received power con-

straint. Step (a) follows from Lemma 1. The distribution of

Kx0
‖x0‖−α does not depend on the intensity or distribution

of Φ, and it is equal to the distribution of the signal power
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Fig. 8. The distribution of Eh[S]. P0 = 0.5, α = 4.

in a disk where the received power at the cell edge is P0. In

other words, for the serving signal, the JSP model turns any

irregular cell shape into a disk. For the standard model, (26)

can be shown to hold asymptotically [32, Lemma 7].

Fig. 8(a) shows the distribution of Eh[S] for the JSP-PPP

model and (26) with σ = 0, λ = 10−2, P0 = 0.5, and α = 4.

Fig. 8(b) shows that we can use (P0/θ)
−δ to approximate the

distribution of the signal from the nearest BS in the standard

triangular lattice network, which is not surprising considering

that hexagonal cells and circular cells are similar in shape. The

intensity of the triangular lattice in Fig. 8(b) is scaled such

that P0 = (λπ)1/δ for a fair comparison. Note that unlike in

Poisson networks, there is a minimum average received power

in lattices determined by the intensity of the point process.

We further obtain the tail of the ccdf of S as follows.

Lemma 4. For the JSP model with any BS process and σ = 0,

P(S > t) ∼ P δ
0E(h

δ)t−δ, t → ∞. (27)

Proof.

P(S > t) = P(P0hx0
r(x0)

α‖x0‖−α > t)

= P(‖x0‖/r(x0) < (P0hx0
/t)1/α)

∼ P δ
0E(h

δ)t−δ, t → ∞.

In [32, Lemma 7], it is shown that for the standard model,

the tail of the ccdf of the desired signal strength for all sta-

tionary point processes is P(S > t) ∼ λπE(hδ)t−δ, t → ∞.
If we let

P0 = (λπ)1/δ,

we obtain the same tails. Intuitively, if we could “pack”

the space with congruent disks, we would have r−α =
(1/λπ)−α/2 = (λπ)1/δ = P0.

For σ > 0, the serving BS x = arg maxy∈Φ{Ky‖y‖−α}.

P(Kx‖x‖−α < t)

= P(Ky‖y‖−α < t, y ∈ Φ) (28)

= E

∏

y∈Φ

P(Ky < ‖y‖αt | Φ)

= E

∏

y∈Φ

(

1

2
+

1

2
erf

[

log t‖y‖α − logP0r(y)
α + σ2/2√

2σ

])

.

B. Shadowing Coefficients

1) Distribution: For σ = 0, the shadowing coefficient from

any BS is a deterministic function of the cell radius of that

BS oriented towards the origin. For the serving cell,

P(Kx0
≥ t) = exp (−λπtδP−δ

0 )(1 + λπtδP−δ
0 ), (29)

and

P(Kxi
≥ t) = exp (−λπtδP−δ

0 ), (30)

which follow from the distribution of r(x0) and r(xi), i ≥ 1,

in Theorem 1 and Lemma 3, respectively.

Based on (29) and (30), E[Kx0
] = P0(λπ)

−α/2Γ(α/2+2).
E[Kxi

] = P0(λπ)
−α/2Γ(α/2+ 1), i ≥ 1. Denoting by VKxi

the variance of Kxi
, we have VKx0

= P 2
0 (λπ)

−α(Γ(α+2)−
Γ(α/2 + 2)2) and VKxi

= P 2
0 (λπ)

−α(Γ(α + 1) − Γ(α/2 +
1)2), i ≥ 1. Fig. 9(a) shows the ccdfs for Kx0

and Kx1
. Fig.

9(b) shows the mean and standard deviation of Kx0
and Kx1

versus α based on (29) and (30). Kx0
statistically dominates

Kxi
, i ≥ 1, since r(x0) statistically dominates rxi

, i ≥ 1.

For σ > 0, the ccdf of Kxi
is

P(Kxi
≥ t) = EP(Kxi

≥ t | r(xi))

=
1

2
E erfc

(

log t− log(P0r(xi)
α) + σ2/2√

2σ

)

,

where the distribution of r(x0) is given in Theorem 1 and

the distribution of r(xi), i ≥ 1, is given in Lemma 3. σ
appears in both the denominator and numerator inside of the

erfc function. When σ → ∞, the impact of r(xi) diminishes.

2) Correlation: We consider two types of shadowing corre-

lation. The first type is the correlation between the shadowing

coefficients from two BSs to the typical user. The second

type is the correlation between the shadowing coefficient and

the directional radius of a cell. In the proposed JSP model,

these two types of correlation are inherently related, i.e., the

correlation between shadowing is induced by the correlation

between cell radius. If the BS deployment is modeled by

a point pattern (i.e., deterministic point process), only the

second type of correlation exists.
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Fig. 9. Ccdfs, means, and standard deviations of Kx0
and Kx1

, σ = 0,
λ = 1, α = 4.

Let P0 = 1 for simplicity. The correlation coefficient be-

tween the shadowing coefficients Kx,Ky (from BS x, y ∈ Φ)

is

ρKx,Ky
=

E[KxKy]− EKxEKy√
VKx

√

VKy

,

where E[KxKy] = E[r(x)αr(y)α], EKx = E[r(x)α], and

VKx = exp(σ2)Er(x)2α − (Er(x)α)2. As the distance be-

tween two BSs x, y increases, the correlation between r(x) and

r(y) vanishes. Hence the locality of the shadowing correlation

is preserved. Obviously, ρKx,Ky
≤ ρr(x)α,r(y)α , and the

equality holds when σ = 0. Further, ρKx,Ky
decreases with

σ. For σ → ∞, ρKx,Ky
→ 0 for any x 6= y.

The correlation between Kx and r(x)α is

ρKx,r(x)α =

√

V(r(x)α)

VKx
,

where again, VKx = exp(σ2)Er(x)2α − (Er(x)α)2.

ρKx,r(x)α = 1 for σ = 0. For σ → ∞, ρKx,r(x)α → 0.

C. Asymptotic Gain

The MISR of the JSP-PPP model is MISR =
E[
∑

y∈Φ\{x} Ky‖y‖−α/Kx‖x‖−α], which is independent
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(b) The asymptotic gain for the JSP-PPP with σ = 0, 1, 2, 3,
for α = 4.

Fig. 10. The asymptotic gain of the JSP-PPP model relative to the standard
PPP model. Note that by definition, the standard PPP model yields G ≡ 1.

of P0 and λ. For σ = 0, we have MISR =
E[
∑

y∈Φ\{x} r(y)
α‖y‖−α/r(x)α‖x‖−α]. The correlation be-

tween r(x), r(y), ‖x‖, ‖y‖ makes the calculation of the MISR

involved. Hence we use simulations to study the impact of α
and σ. Fig. 10(a) shows the asymptotic gain (relative to the

standard PPP model) for the standard triangular lattice model

and the JSP-PPP with σ = 0, which increases with α. Fig.

10(b) shows the asymptotic gain G for the JSP-PPP decreases

with σ. As discussed in the last subsection, increasing σ
decreases the correlation between shadowing and cell radius

as well as the correlation between the shadowing coefficients.

Eventually, as σ → ∞ the JSP-PPP model reverts to the PPP

with iid log-normal shadowing.

D. SIR Meta Distribution

Fig. 11 shows how the conditional success probabilities

with a fixed θ = 1 are distributed for the PPP with iid log-

normal shadowing and the JSP-PPP model with the strongest-

BS association. For σ = 0, the region where Ps(θ) > 0.8
appears elliptical around the nucleus for the PPP; in contrast,

for the JSP-PPP, the region where Ps(θ) > 0.8 is enlarged
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Fig. 11. Illustration of the conditional success probabilities for θ = 1 for
the PPP with iid log-normal shadowing and the JSP-PPP with σ = 0, 1 under
the strongest-BS association, λ = 1, α = 4.

and adapts to the cell shape almost perfectly. For σ = 1, both

regions are blurred due to the shadowing variance.

Fig. 12 shows the simulation results for the SIR meta

distribution of the JSP-PPP model with fixed reliabilities. The

meta distribution for the (standard) triangular lattice and the

(standard) PPP model are plotted for comparison. Under the

strongest-signal association, the meta distribution decreases

with σ, shifting the curve towards that of the PPP.

Fig. 13 plots the first two moments of the conditional

success probability for the JSP-PPP model and the triangular

lattice with iid log-normal shadowing. Both moments are

approximately the same for a set of different values of σ.

Hence the meta distribution for the JSP-PPP model is close

to that of the triangular lattice, since the first two moments

generally lead to a good approximation of the meta distribution

[2].

E. Convergence of the Path Loss Point Process

The path loss point process of the JSP model for a point

pattern φ is Π = {‖x‖α/Kx}x∈φ. In this subsection, we show

that the path loss point process of the JSP model for any

realization of the PPP converges to that of a PPP as σ → ∞.

First we recall a result from [7].

Proposition 1. [7] For any deterministic and locally finite

collection of points φ ⊂ R2 without a point at the origin,

let the shadowing coefficients, {Kx}x∈φ, be iid log-normal

random variables with EKx = 1 and V(log(Kx)) = σ2. If

there is a constant 0 < λ < ∞ such that as t → ∞
φ (b(o, t))

πt2
→ λ, (31)

then the path loss point process Π after rescaling by

(EKδ
x)

1/δ = exp (−σ2(1− δ)/2) converges weakly as σ →
∞ to that of the PPP on R+ with intensity measure Λ([0, t)) =
λπt2.
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Fig. 12. The SIR meta distribution for the JSP-PPP model with σ =
0, 1, 2, 3 and x = 0.9, 0.99, α = 4. The black dashed and dotted curves
denote the meta distribution for the PPP and the triangular lattice (without
shadowing), respectively.

The rescaling of Π by (EKδ
x)

1/δ is necessary to obtain a

non-zero intensity measure as σ → ∞. Now, when φ be a

realization of the PPP, we have the convergence of the path

loss point process for the JSP model as follows.

Lemma 5. The path loss point process of the JSP

model for any realization of the PPP after rescaling by

P0 exp (−σ2(1 − δ)/2) converges weakly as σ → ∞ to that

of the PPP on R+ with intensity measure Λ([0, t)) = t2.

Proof. We first show that the JSP model for a point pattern

φ can be viewed as the iid log-normal shadowing model in

Proposition 1 with a modified point pattern φ̂. Then we show

that when φ is a realization of the PPP, its modified BS point

pattern φ̂ satisfies the convergence criterion.

For the JSP model, {Kx}x∈φ are independent but not

necessarily identically distributed log-normal random variables

such that EKx = P0r(x)
α and V(log(Kx)) = σ2. We have

Π =

{

x ∈ φ :
‖x‖α
r(x)α

1

Kx/r(x)α

}

=

{

x ∈ φ̂ :
‖x‖α
K̂x

}

,

where φ̂ , {x ∈ φ : x/r(x)} and K̂x , Kx/r(x)
α.

Now {K̂x}x∈φ are iid log-normal with EK̂x = P0 and
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Fig. 13. First two moments of the conditional success probability for JSP-
PPP and the triangular lattice with iid log-normal shadowing. σ = 0, 1, 2,
α = 4.

V(log(K̂x)) = σ2. After rescaling of Π by (EK̂δ
x)

1/δ =
P0 exp (−σ2(1− δ)/2), we retrieve the iid shadowing model

in [7]. Now it suffices to show that φ̂ satisfies the homogeneity

condition (31).

For the PPP,

EΦ̂(b(o, t)) = E

∑

i≥0

1(‖xi‖/r(xi) < t)

=
∑

i≥0

P(r(xi)/‖xi‖ > 1/t)

(a)
= t2.

Step (a) follows from the ccdf of r(xi)/‖xi‖ given in Lemma

1 and Lemma 3. 1(·) is the indicator function. Hence we have

EΦ̂(b(o, t))/πt2 = 1/π. By the ergodicity of the PVT [33],

limt→∞ φ̂(b(o, t))/πt2 = 1/π.

V. CONCLUSIONS

This paper provides new results on the directional radii

of the typical and the zero cell in the Poisson Voronoi

tessellations, which characterize the cell shape and unveil the

cell asymmetry. Based on the directional radii, a joint spatial-

propagation model for coverage-oriented cellular networks is

studied. In contrast to virtually all prior models, the JSP

model ascribes the Poisson deployment of base stations to

an intelligent design by the operators, rather than to pure

randomness as it would result from a blind placement, ignorant

of propagation conditions. As a result, the JSP model with the

seemingly pessimistic Poisson deployment performs as well

as the standard triangular lattice model. For instance, with

α = 4, there is a 3.4 dB SIR gap between the standard Poisson

model and the standard triangular lattice model. Such a gap is

eliminated with the JSP model when σ = 0. This work also

highlights the effect of the variance of the large-scale path loss

along the cell edge. In the limiting case of σ → ∞, the path

loss point process for the JSP-PPP converges to that of a PPP.

For future work, the effects of shadowing correlation be-

yond that derived from the cell radius correlation can be

analyzed. For instance, the variance of shadowing is usually

correlated with distance, and/or the shadowing coefficients

from nearby BSs are correlated even for deterministic BS

locations. Another interesting direction is the modeling and

analysis of capacity-oriented networks, where one may ascribe

the Poisson deployment to the local user density. In this case,

the typical user has a higher chance of being in close proximity

to its serving BS.

APPENDIX

A. Proof of Corollary 1

Letting ϕ = 0, the joint distribution of D0, R0(0) is

fR0(0),D0
(x, y) = (2λπ)2xy exp (−λπy2), y ≥ x ≥ 0.

(32)

So the pdf of R0(0) is

fDo
(y) =

∫ y

0

fR0(0),D0
(x, y)dx = 2(λπ)2y3 exp (−λπy2).

(33)

The ccdf of R0(0)−D0 given D0 can be written as

P(R0(0)−D0 > y | D0 = x) = P(R0(0) > x+ y | D0 = x)

= exp(−λπ(y2 + 2xy)),
(34)

and

fR0(0)−D0|D0
(y | x) = 2λπ(x+ y) exp(−λπ(y2 + 2xy)).

(35)

The joint distribution of R0(0), R0(0)−D0 is

fR0(0),R0(0)−D0
(x, y) = (2λπ)2x(x + y) exp (−λπ(x + y)2),

(36)

which gives the pdf of R0(0)−D0 as

fR0(0)−D0
(y) = (2λπ)2

∫ ∞

0

x(x+ y) exp (−λπ(x + y)2)dx

=
√
λπ erfc (y

√
λπ). (37)

For ϕ = π, we obtain S(π, x, y) = 0,
∂S(π,x,y)

∂y =

0. fD0,R0(π)(x, y) = 2λπx2λπy exp(−λπ(x2 + y2)) =
fD0

(x)fR0(π)(y). Thus, D0 and R0(π) are iid.
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B. R(ϕ) in One-Dimensional PPPs

Let Φ be a one-dimensional PPP with intensity λ. Let

X1, X−1 be the distances from the origin (the typical

point) to the first right and first left point. Let R1 =
min{X1/2, X−1/2} and R2 = max{X1/2, X−1/2}. R1, R2

has the joint pdf

fR1,R2
(r1, r2) = 8λ2 exp (−2λ (r1 + r2)) , 0 ≤ r1 ≤ r2.

Now,

P(R(π) ≤ r)

= E[P(R(π) ≤ r | R1 = r1, R2 = r2))] (38)

= E

[ r2
r1 + r2

1(r1 ≤ r ≤ r2) + 1(r ≥ r2)
]

=

∫ ∞

r

∫ r

0

r2
r1 + r2

8 exp(−2(r1 + r2))dr1dr2 + P(r2 ≤ r)

= 1− exp (−2λr) + 2λr exp(−2λr)− 4λ2r2 E1(2λr),

where E1(x) =
∫∞

x
exp(−t)

t dt is the exponential integral

function. We have ER(π) = ED = 1/3, and ER(0) = 2/3.
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