
 

 

 
 

 

Edinburgh Research Explorer 
 
 

 
 

 
 

 
 

 

 
 

 
 

 
 

 
 

 
 

 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Performance Analysis of NOMA Multicast Systems Based on
Rateless Codes with Delay Constraints

Citation for published version:
Hu, Y, Liu, R, Kaushik, A & Thompson, J 2021, 'Performance Analysis of NOMA Multicast Systems Based
on Rateless Codes with Delay Constraints', IEEE Transactions on Wireless Communications, vol. 20, no. 8,
pp. 5003-5017. https://doi.org/10.1109/TWC.2021.3064524

Digital Object Identifier (DOI):
10.1109/TWC.2021.3064524

Link:
Link to publication record in Edinburgh Research Explorer

Document Version:
Peer reviewed version

Published In:
IEEE Transactions on Wireless Communications

General rights
Copyright for the publications made accessible via the Edinburgh Research Explorer is retained by the author(s)
and / or other copyright owners and it is a condition of accessing these publications that users recognise and
abide by the legal requirements associated with these rights.

Take down policy
The University of Edinburgh has made every reasonable effort to ensure that Edinburgh Research Explorer
content complies with UK legislation. If you believe that the public display of this file breaches copyright please
contact openaccess@ed.ac.uk providing details, and we will remove access to the work immediately and
investigate your claim.

Download date: 28. Apr. 2024

https://doi.org/10.1109/TWC.2021.3064524
https://doi.org/10.1109/TWC.2021.3064524
https://www.research.ed.ac.uk/en/publications/bf87ead4-0347-4541-809c-1ab90a14a23a


IEEE TRANSACTIONS ON WIRELESS COMMUNICATIONS, VOL. XX, NO. XX, XXX 2021 1

Performance Analysis of NOMA Multicast Systems
Based on Rateless Codes with Delay Constraints

Yingmeng Hu, Rongke Liu, Senior Member, IEEE, Aryan Kaushik, Member, IEEE,
and John Thompson, Fellow, IEEE

Abstract—To achieve an efficient and reliable data transmission
in time-varying conditions, a novel non-orthogonal multiple
access (NOMA) transmission scheme based on rateless codes
(NOMA-RC) is proposed in the multicast system in this paper.
Using rateless codes at the packet level, the system can generate
enough encoded data packets according to users’ requirements to
cope with adverse environments. The performance of the NOMA-
RC multicast system with delay constraints is analyzed over
Rayleigh fading channels. The closed-form expressions for the
frame error ratio and the average transmission time are derived
for two cases which are a broadcast communication scenario
(Scenario 1) and a relay communication scenario (Scenario 2).
Under the condition that the quality of service for the edge user is
satisfied, an optimization model of power allocation is established
to maximize the sum rate. Simulation results show that Scenario
2 can provide better block error ratio performance and exhibit
less transmission time than Scenario 1. When compared with
orthogonal multiple access (OMA) with rateless codes system, the
proposed system can save on the transmission time and improve
the system throughput.

Index Terms—Multicast system, rateless codes, NOMA, delay
constraints, throughput.

I. INTRODUCTION

MULTIMEDIA services such as video conferencing,
online teaching, and interactive games will gradually

become mainstream services on the mobile network [1]–[3].
The multimedia broadcast/multicast service (MBMS) scheme
has been proposed for use in Long Term Evolution (LTE)
[4], which can simultaneously transmit data to multiple users.
The MBMS system provides the services for multiple users
with fewer resources [5]. However, receivers in a multicast
scenario may suffer from different packet loss ratios due to
their adverse environments, which results in high feedback
and re-transmission costs. As an effective error-control code,
rateless code is applied in multicast systems [6]–[8]. The
rateless coding system does not depend on channel conditions,
it generates an infinite number of encoded packets as needed.
The multicast system with rateless codes can cope with more
complex conditions and reduce the feedback.
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However, the traditional systems fail to satisfy the rapidly
growing various services of mobile devices in the future due to
finite spectrum resources. It also brings some new challenges
for the next generation of wireless access networks [9]. Non-
orthogonal multiple access (NOMA) technology can carry the
signals of multiple users to the same time-frequency resources
for transmission [10]–[12]. Thus, the NOMA technology is
an effective way to improve the spectral efficiency, and is
considered as a promising candidate for multiple access in
future mobile communication networks [13]. For downlink
multicast scenarios in the paper, the NOMA technology based
on rateless codes is proposed to reduce the overhead caused
by feedbacks and further improve the channel utilization.

A. Literature Review

NOMA has recently gained widespread attention in in-
dustry and academia. Combined with other key technologies
such as hybrid automatic repeat request (HARQ), multiple
input multiple output (MIMO), NOMA has many potential
applications such as relay assisted communications, millimeter
wave communications and drone communications [14]–[16].
To decrease the outage probability, a cooperative HARQ-
assisted NOMA scheme is presented for the large-scale device-
to-device networks in [14]. NOMA transmission technology
is applied in a unmanned aerial vehicle aided communication
network to serve a large number of mobile users in a hotspot
area in [15]. The performance of the MIMO-NOMA systems
with multiple users is analyzed in [16], where the MIMO-
NOMA scheme outperforms the MIMO-OMA system in terms
of sum rate. Power factors play extremely important role on
users for NOMA system. Some researchers have conducted
some works on power factors [17]–[19]. Taken as a joint
optimization problem among the coordinating base stations,
a power allocation algorithm is presented for multi-point
transmission in multi-cell netorks in [17]. The power allocation
strategies are proposed to maximize the minimum user trans-
mission rates and the sum rate in [18] and [19], respectively.
These strategies are closely related to the gains of the channels,
so they dependent on the real-time feedbacks of the channel
conditions heavily. The performance of the system can also
deteriorate seriously when the channels change rapidly.

In addition, these works are designed for the unicast sys-
tems. With the increasing number of services, as part of the
third generation (3GPP) LTE standard [20], multicast systems
have attracted a lot of attention. They can transmit multicast
data services to multiple users at the same time. Cooperative
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multicast mmWave wireless networks are discussed in [21],
where users can decode multicast data layers according to
their quality of services. The authors demonstrate an approach
to obtain the maximum sum multicast rates and analyze the
impact of data transmission rate and power allocation on
the sum multicast rate. A cooperative non-orthogonal layered
multicast multiple access is proposed to improve multicast
users’ spectrum efficiency and reliability in [22], where a
successful user severs as a relay to help others. Both [21] and
[22] improve the multicast users performance by layering and
introducing relay assistance methods. Also, some researchers
try to achieve the goal through feedbacks. The performance
comparison of the fixed-block-length and the end-to-end delay
systems is discussed when feedback is allowed, in [23], where
the fixed-delay systems can achieve better gains for output-
symmetric discrete memoryless channels. An radio resource
management policy with users’ channel feedbacks is proposed
to satisfy video quality of the receivers and improve the system
spectral efficiency in [24]. Besides, a hybrid unicast-multicast
network selection scheme is designed to provide a trade-off
between throughput, energy consumption and user satisfaction
in dense heterogeneous networks in [25], where a user in
signal overlay area of multiple cells can select a unicast or
multicast transmission through the feedbacks.

Making use of the feedbacks helps to improve the sys-
tem performance, but it also increases the complexity and
the signaling overhead of the system. Most of the existing
literature about NOMA-multicast systems considers the users
in the same group, and the throughput performance needs
to be further improved. When the channel conditions are
relatively stable, the users may obtain good decoding results by
using the traditional fixed rate coding schemes such as turbo
codes. However, the systems will suffer from performance
degradation in fast time-varying channels. Rateless codes, as
a special kind of channel coding technique, can automatically
adjust the rate in time-varying conditions without knowing
the channel state information (CSI) in advance [26]–[29].
According to the decoding requirements, the transmitter can
continuously generate many encoded data packets for a us-
er until it successfully decodes its message. Then the user
will feedback an acknowledgement message (ACK) to the
transmitter. During the communication process, if a packet
is lost, the transmitter will generate a new packet instead of
re-transmitting the missing packet again with the feedbacks
[30]. Luby transform (LT) codes proposed in [31] are the first
practical rateless codes, but they suffer from high error floors
in additive white Gaussian noise (AWGN) channels. As an
improvement of LT codes, raptor codes take the concatenated
coding scheme that the input data is first encoded by a
high rate LDPC code, then the outputs are delivered to the
LT encoder [32]. Raptor codes have a low encoding and
decoding complexity and they have been applied in 3GPP
and DVB standards [33]. With characteristics of good noise
rejection and adaptive transmission ability in time varying
conditions, raptor codes have attracted widespread attention
since they were proposed, and widely are used in multicast
systems. A massive access strategy based on raptor codes is
proposed for dense cellular networks in [34], where several

0N

Raptor coded packets

Fixed rate coded frame

Data stream

APP layer

Segmentation

Raptor coding

Framing

PHY layer

Wirless channel

Block 1 Block i Block s

Raptor coded frame

Fig. 1: Cross layer design structure.

machine-type communication devices can be transmitted in
the same resource block to improve the system throughput.
By opportunistically utilizing the specific conditions of the
users, a novel signal superposition transmission scheme based
on rateless codes is proposed to enhance the system reliability
in [35]. With the development of channel coding technologies,
many other rateless codes have been proposed in literature
such as stride codes [36] and spinal codes [37]. They have
been widely applied in wireless communication systems such
as broadcasting systems and relay communication systems.
However, most of the existing literature on the analysis of
rateless codes uses an ideal transmission scheme without
delay constraints. The rateless coding system can continuously
generate many different packets for a receiver to decode its
own message, so it will complete the decoding with probability
close to 1 when there is no limitation on the transmission time.
Unfortunately, there is always a maximum tolerance time in a
real system. When the receiver cannot complete the decoding
of a block within the maximum transmission time, the block
will be abandoned. Thus, the maximum transmission delay
refers to the maximum tolerance time to deal with a block in
this paper.

B. Contributions

Considering the problems mentioned above, this paper
proposes a NOMA downlink transmission scheme based on
rateless codes in the multicast system, and analyzes the
performance of the system applied in two scenarios with delay
constraints over Rayleigh fading channels. Referring to [27]–
[29], we present a simple cross layer design scheme, where the
data in application (APP) layer is encoded by a raptor encoder
at the packet level first. The cross layer design structure is
shown in Fig. 1, where data stream from a service in the APP
layer is divided into many blocks and each block consists
of N0 short data packets. Many rateless coded packets will
be produced by a raptor encoder according to the decoding
requirements. Next, a fixed number of packets form a rateless
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coded data frame1, which is used to unify the input length
of the fixed rate encoder. As the rateless frame cannot be
decoded independently, it will be further encoded by the fixed
rate codes in the physical (PHY) layer.

According to the specific scenario environment, the NOMA-
RC system can achieve advantageous block error rate (BLER)
performance by adjusting the transmission power or the max-
imum transmission delay. For example, under the condition of
limited delay, we can improve the system performance by am-
plifying the transmission power. Similarly, good performance
of the system with power constraints can also be achieved by
increasing the maximum transmission time. In addition, power
allocation factors are very important parameters, which affect
the performance of each user. Forcing the power of a user
to increase may improve its performance, however it causes
stronger interference to other users. Thus, how to allocate the
power to the users is also an important problem. The main
contributions of this paper are summarized as follows:
(1) This paper proposes a NOMA transmission scheme based
on rateless codes in the multicast systems. According to
the specific conditions of the users, the scheme provides
different strategies to meet their needs, such as adjusting the
transmission power or the maximum transmission time. Many
encoded data packets can be generated by the proposed system
to cope with the differences in channels between multicast
users.
(2) The proposed scheme is applied to two practical applica-
tion scenarios, where the performance of the systems with
delay constraints is investigated including the transmission
time, frame error ratio (FER) and BLER. We also derive the
closed-form expressions for the FER and the transmission time
in different stages. Furthermore, we obtain the lower bound of
the transmission time in different scenarios.
(3) Given the total transmission power and the quality of
service (QoS) of users, a model of power allocation is es-
tablished to maximize the sum rate. Besides, the performance
of the edge users are discussed in the two scenarios, where
the throughputs of the proposed schemes is twice that of the
OMA system when the transmission power is greater than 50
dBm.

The organization of the rest of this paper is as follows:
Section II introduces the model of the NOMA-RC system.
Section III presents the received signal of every node in
different multicast scenarios. The performance of the NOMA-
RC system in Scenario 1 is analyzed in detail in Section IV.
The optimization strategy for power allocation is discussed in
Section V. Next, Section VI provides the simulation results.
Finally, Section VII summarizes this paper.

II. SYSTEM MODEL

The block diagram of the NOMA-RC system is shown in
Fig. 2. There are m0 services need to be transmitted. First,
data stream of a service is divided into many blocks. A block
will be encoded by a raptor encoder to generate multiple data

1If the system transmits one packet at every slot, it may occur a very large
number of transmission times when N0 is large. So the practical systems do
not use this method generally. Referring to [37], we take a frame consisted
of 100 packets as a basic transmission unit in this paper.

packets at the packet level. A fixed rate coded frame will
be produced by the framing and channel encoding modules.
Next, the signals of m0 channels are respectively multiplied by
different power factors adjusted by the power control module
(PC). These signals are superimposed to form a composite
one. It will be sent out by the transmitter antenna using an
orthogonal frequency division multiple (OFDM) module.

There are m0 groups to receive the superimposed signal. A
user Ui,j (1 ≤ i ≤ m0, j ≥ 1) with one antenna receives the
signal through its demodulation module, where Ui,j denotes
the j-th user in the i-th Gi group. As there is no interference
between users in the same group, a user can eliminate the
interference from other groups using the successive interfer-
ence cancellation (SIC) algorithm [38], and finally decodes its
own message. This will be further discussed in Section III. The
revised signal will be delivered to the channel decoder and if it
successfully decodes, the message will be passed to the frame
dividing module. Otherwise, the receiver will abandon it and
continues to receive the subsequent packets. Thus, the channel
between the channel decoding module and the frame dividing
module is equivalent to the binary erasure channel (BEC).
Next, these successfully decoded packets are forwarded to the
raptor decoder. When the ACKs from the users in the same
group are all received, the transmitter can re-allocate the power
to the remaining users for the next transmission, or continues
to send the packets of the next block according to different
power allocation strategies. We will further discuss the two
methods in Section III. A user with poor channel conditions
may fail to accumulate enough packets within the maximum
tolerance time. As a result, it cannot decode the message. As
the transmission time reaches the maximum tolerance delay
Ts, the system has to abandon the block and delete the packets
of the block. In the next Ts, it will produce some new packets
of the next block.

One PHY frame data is transmitted in one slot. We assume
that the channels are frequency-flat, block-fading Rayleigh
channels and the feedback channel is ideal and error-free.
The channel gain |h| obeys the Rayleigh distribution, so the
cumulative distribution function (CDF) of the channel power
gain x=|h|2 is

F (x) = 1− exp
(
− x

w

)
, x ≥ 0, (1)

where w denotes the average received power. It satisfies [39]

w (dBm)=Pt (dBm) +K (dB)− 10Υ lg (di) , (2)

where K is a constant coefficient related to each antenna
element and the average channel loss, Pt is the transmission
power, Υ is the path loss exponent and di is the distance
between a transmitter and a receiver.

A user continuously accumulates the data packets until the
number of the received packets satisfies N ≥ N0 (1 + ν),
where ν denotes the overhead2, which is a random variable
[28]. Fig. 3 shows the CDF of ν, which is well approximated

2The overhead is defined as the number of output packets that a user needs
to collect to recover the message, minus the number of N0 input packets.
We measure the overhead as a multiple of the numbe of N0 input packets,
so an overhead of ν means that N ≥ N0 (1 + ν) output packets need to be
collected to ensure successful decoding with high probability [32].
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Fig. 2: A block diagram of the downlink NOMA-RC multicast system.

by the Gaussian mixture method. The larger the number of
received packets is, the higher the probability of decoding
is. Besides, the overhead becomes smaller as the length of
a block increases. Using Gaussian mixture fitting method, we
can obtain the CDF of ν is given by

Γ (ν) =

y0∑
i=1

ςi exp

(
− (ν − bi)

ci

)2

, (3)

where y0 denotes the number of Gaussian distribution compo-
nents, and ςi, bi and ci are fitting parameters. Thus, we can
express the CDF for N packets as follows:

Φ(N) =
1

N0
Γ

(
N

N0
− 1

)
, N ∈ N+. (4)

where N0 is the length of a block.

III. SIGNAL ANALYSIS

This section introduces a multicast communication scenario
(Scenario 1) and a relay cooperative multicast communication
scenario (Scenario 2). Then, the NOMA-RC system is applied
to the two scenarios. Next, the received signals are discussed
in detail.

A. The multicast communication scenario

As shown in Fig. 4, there are m0 groups consisted of some
users randomly distributed around BS. It provides different
services for the groups. It is R1 ≤ R2 ≤ · · · ≤ Rm0−1 ≤
Rm0 , where Ri (1 ≤ i ≤ m0) is the transmission rate of Gi

that the BS provides.
The services of the groups are multiplied by power factors

and superimposed together to form a composite signal. It will
be broadcasted to multiple groups. The signal received by Ui,j

in the first stage is

yUi,j
(t) = hBUi,j (t)

(
m0∑
k=1

√
akPtxSk

(t)

)
+ nBUi,j

(t) , (5)

where Ui,j (1 ≤ i ≤ m0, j ≥ 1) denotes the j-th user in Gi,
hBUi,j (t) is the channel gain between BS and Ui,j at the time
t. The parameter n

BUi,j
(t) is the additive Gaussian white noise

and ai is a power factor of Gi. It is a1 > a2 > · · · > am0

and
m0∑
k=1

ak = 1. The optimization of the power factors will

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
0.0

0.2

0.4

0.6

0.8

1.0

Su
cc

es
sf

ul
 p

ro
ba

bi
lit

y

 

 

Overhead

 k=95
 k=190
 k=380
 k=475
 k=950
 Gaussian approximation

Fig. 3: Gaussian mixture approximation for the CDF of ν for raptor
codes. (LDPC code rate is 0.95, and the degree distribution Ω(x) is
referenced as [40].)
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Group 1

Group 0 -1m
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Service

0 -1m
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Fig. 4: The multicast system where the users in the same group share
the same service.

be discussed in detail in Section V. If Ui,j tries to decode
the service message x

Si
, it has to decode x

Sk
(1 ≤ k ≤ i− 1)

first. Next, we take Ui,j to decode x
Si

as an example. The
SIC structure of the receiver Ui,j is shown in Fig. 5. After
Ui,j decodes the first i− 1 services, the revised signal will be
updated as

y′Ui,j
(t)=hBUi,j

(t)

(
m0∑
l=i

√
alPtxSl

(t)

)
+ n

BUi,j
(t) . (6)

The signal to interference and noise ratio (SINR) of Ui,j to
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decode xSi can be expressed as

γ
Ui,j→X

S
i

=
|hi,j |2aiPt

|hi,j |2Pt

m0∑
l=i+1

al + Pσ2

, (7)

where 1 ≤ i ≤ m0.
We present two power adjustment strategies such as Scheme

1 and Scheme 2 in this paper. For Scheme 1, according to the
number of groups, the decoding process will be divided into
multiple stages. When there is a group where all the users have
successfully decoded, the system will allocate the power for
the remaining groups. The power allocation process will be
further discussed in Section VI in detail. Then, the next stage
will begin after the system achieves the new power allocation
factors. Unlike Scheme 1, Scheme 2 does not adjust the power
factors again even the states of the group are changed. For the
successful groups, the BS continues to transmit the packets
of the next block. However, for the remaining groups, they
will continue accumulating the subsequent new packets of
the current block. Next, we take Scheme 1 as an example
to explain the decoding process. The user Ui,j will return
an ACK signal when it decodes successfully. After receiving
all the ACKs of the users in Gi, BS can re-allocate the
power to the remaining users to speed up decoding of the
remaining users. Then the signal received by the remaining
group Gg (1 ≤ g ≤ m0, g ̸= i) in the second stage is

yUg,l
(t) = hBUg,l

(t)

(
m0∑
g=1

√
a′gPtxSg

(t)

)
+ nBUg,l

(t) , (8)

where a′g is the power factor of Ug,l (l ≥ 1) in the next stage.
Given the new power allocation factors, the BS continues
transmitting data packets to the remaining groups until a new
successful one appears.

B. Cooperative multicast communication scenario

As shown in Fig. 6, there are two groups and an amplify-
and-forward (AF) relay in the signal coverage of a BS. The
two groups can receive signals from both the relay and the
BS. In the first phase, the BS broadcasts signals to the relay
and the users. The relay will forward the signals to each user
in the second phase [41]. Besides, the whole communication
process also can be divided into two different stage according
to the decoding specific cases.

1) The First Stage: In the first phase, the signals from BS
received by the relay, the user U1,i and the user U2,j are,
respectively

y
R
(t) = h

BR
(t)
(√

a1PtxS1
(t) +

√
a2PtxS2

(t)
)
+ n

BR
(t) ,

(9)

yBU1,i
(t) = hBU1,i

(t)
(√

a1PtxS1
(t) +

√
a2PtxS2

(t)
)
+nBU1,i

(t) ,

(10)

yBU2,j
(t) = hBU2,j

(t)
(√

a1PtxS1
(t) +

√
a2PtxS2

(t)
)
+nBU2,j

(t) .

(11)
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Fig. 6: Cooperative multicasting scheme based on relay-assisted
communication.

In the second phase, the signals from the relay received by
U1,i (i ≥ 1) and U2,j (j ≥ 1) are respectively

yRU1,i
(t) = ηhRU1,i

yBU1,i
(t) + nRU1,i

(t) , (12)

and

yRU2,j
(t) = ηhRU2,j

yBU2,j
(t) + nRU2,j

(t) , (13)

where η=
√

P
R

PtE
(
|hBR |

2
)
+P

σ2

is the amplification gain of the

relay and we consider P
R
=Pt . If there is a group where all

the users achieve success, the system will adjust the power.
It only needs to transmit the signal of the remaining group in
the second stage when Scheme 1 is adopted.

2) The Second Stage: If all the users in Gi (i = 1, 2)
successfully decode in the first stage, the signal of a remaining
user in Gi

(
i = 2, 1

)
received by the relay in the first phase is

y
R
(t) = h

BR
(t)
√

PtxS
i
(t) + n

BR
(t) . (14)

Denote: There are two groups in Scenario 2. If it is i = 1, so
we can get i = 2.

The signals received by Ui,j in the first phase and the second
phase are respectively

y
BU

i,j
(t) = h

BU
i,j
(t)
√
PtxS

i
(t) + n

BU
i,j

(t) , (15)

and

y
RU

i,j
(t) = ηh

RU
i,j
y
BU

i,j
(t) + n

RU
i,j

(t) . (16)
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IV. PERFORMANCE EVALUATION

There is no interference between users in the same group,
but it exists between different groups. As the channel gain
of each user obeys an independent and identical distribution,
the FER performance of the users in the same group can be
discussed in the same way. Thus, we focus on there is only
one user in each group. First, this section analyzes the FER
performance of each user in the two scenarios. Then, taking
Scenario 1 as an example, we discuss the transmission time
and the throughput of the system.

A. The analysis of FER performance

1) Scenario 1: After we simplify the model, there are
m0 users in the m0 groups, and each group has one user.
Thus, we can denote Ui,• as Ui. The message of each user
can be decoded step by step by the SIC algorithm. For user
Ui (1 ≤ i ≤ m0), it just treats the signals of Ui+1 ∼ Um0 as
interference. So the FER of Ui is given by

PUi = 1− Pr

(
γ

BUi→U1
> γth(1), γBUi→U2

> γth(2),

· · · , γ
BUi→Ui

> γth(i)

)
,

(17)
where γ

th(i)
=22ri−1 ≥ 0, 1 ≤ i ≤ m0 and ri is the minimum

target rate of Ui.
Theorem 1: The closed-form expression for the FER of

Ui (1 ≤ i ≤ m0) is

PU
i
= 1− exp

(
− µi

w
BU

i

)
, (18)

µi = max (z
l
) , l ∈ [1, i] , (19)

z
l
=

γ
th(l)

ρ

(
a

l
− γ

th(l)

m0∑
k=l+1

a
k

) , (20)

where a
l
− γ

th(l)

m0∑
k=l+1

a
k
≥ 0 and ρ= Pt

Pσ2
.

Proof : According to (7), we obtain that

PUi
= 1− Pr

(
γBUi→U1

> γ
th(1)

, γBUi→U2
> γ

th(2)
,

· · · , γ
BUi→Ui

> γ
th(i)

)

= 1− Pr



∣∣∣hBUi

∣∣∣2a1ρ

ρ
∣∣∣hBUi

∣∣∣2 m0∑
j=2

aj+1

≥ γ
th(1)

,

∣∣∣hBUi

∣∣∣2a2ρ

ρ
∣∣∣hBUi

∣∣∣2 m0∑
j=3

a
j
+1

≥ γ
th(2)

,

. . . ,
∣∣h

BUi

∣∣2aiρ ≥ γ
th(i)



= Pr


∣∣hBUi

∣∣2 < max



γ
th(1)

ρ

(
a1−γ

th(1)

m0∑
j=2

aj

) ,
γ
th(2)

ρ

(
a2−γ

th(2)

m0∑
j=3

aj

) ,
· · · ,

γ
th(i)

a
i
ρ




= 1− exp

(
− µi

wBUi

)
. (21)

When a user decodes successfully, the system with Scheme
1 will re-allocate the power to the remaining users. The
specific power allocation process will be discussed in detail in
Algorithm 1 in Section V. Given the power factor and the target
rate of each user, the FER of the remaining users in subsequent
stages can also be obtained using Theorem 1. Besides, if there
are more than one user in a group, we also can get the FER
of a user with (21).

2) Scenario 2: There are two groups in Scenario 2. we
assume that Uf = U1,f (1 ≤ f ≤ g1) is in G1 and Un =
U2,n (1 ≤ n ≤ g2) is in G2, where g1 and g2 are the number of
users in G1 and G2, respectively. The whole communication
process can be divided into two different stages for the
Scenario 2.

(1) The First Stage
User Uf can receive the signals from the relay and the BS

at the same time, so the FER of Uf is written as [42]

P
Uf1

= Pr
(
γ

BUf
< γ

th(f)

)
Pr
(
γ

RUf
< γ

th(f)

)
. (22)

Theorem 2: The closed-form expression for the FER of Uf

in the first stage is

PUf1
= Pr

(
γBUf

< γth(f)
)
× Pr

(
γRUf

< γth(f)
)

=


(
1− exp

(
− τ

wBUf

))
× 1− 2

wRUf
exp

(
−τ
(

1
wRUf

+ 1
wBR

))
×√

τ(1+τρ)wRUf

ρwBR
K1

(
2

√
τ(1+τρ)

ρwBRwRUf

) 
 ,

(23)

where τ=
γ
th(f)

ρ
(
a
f
−anγ

th(f)

) , K1 (·) denotes the modified Bessel

function of second kind with one order.3

User Un needs to decode the signal of Uf before it decodes
its own message. Besides, Un also receives the signals from
the relay and the BS. Thus, the FER of Un is

PUn1 =
(
1− Pr

(
γBUn→Uf

> γ
th(f)

, γBUn
> γ

th(n)

))
×(

1− Pr
(
γRUn→Uf

> γ
th(f)

, γRUn
> γ

th(n)

)) .

(24)
Theorem 3: The closed-form expression for the FER of Un

in the first stage is

PUn1 =

 (
1− Pr

(
γ

BUn→Uf
> γ

th(f)
, γ

BUn
> γ

th(n)

))
×
(
1− Pr

(
γ

RUn→Uf
> γ

th(f)
, γ

RUn
> γ

th(n)

)) 

=


 1− 2

w
RUn

exp
(
−Ω

(
1

w
RUn

+ 1
w

BR

))
×√

Ω(1+Ωρ)w
RUn

ρw
BR

K1

(
2

√
Ω(1+Ωρ)

ρw
BR

w
RUn

)


×
(
1− exp

(
− Ω

w
BUn

))
 ,

(25)

where χ=
γ
th(n)

anρ and Ω=max (τ, χ).
(2) The Second Stage

3Due to the limitation of the article length, the proof process of Theorem
2, Theorem 3 and Theorem 4 are all omitted in the paper.
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There are two users Un and Uf in Scenario 2. Thus, if it is
i = n, we can get i = f . If Ui (i = n, f) successfully decodes
in the first stage, the BS only needs to transmit the data of Ui

in the second stage. The FER of Ui is

P
U
i
= Pr

(
γ

RU
i
< γ

th(i)

)
Pr
(
γ

BU
i
< γ

th(i)

)
. (26)

Theorem 4. The closed-form expression for the FER of Ui

in the second stage is

PUi
= Pr

(
γRUi

< γth(i)

)
Pr
(
γBUi

< γth(i)

)

=




1− 2

wRU
i

exp
(
−β
(

1
wRU

i

+ 1
wBR

))
×
√

β(1+βρ)wRU
i

ρwBR

×K1

(
2

√
β(1+βρ)

ρwBRwRU
i

)


×
(
1− exp

(
− β

wBU
i

))


,

(27)

where β=
γ
th(i)
ρ . Thus, we can get the FER of a user in

Gi (i = 1, 2) using Theory 2, 3, 4.

B. Transmission time

The time required by the system to deal with a block
is defined as transmission time4. The system without delay
constraints can generate plenty of different packets until all
the users decode successfully. However, there is always a
maximum tolerance delay in a real system [27], [43]. If a
block consisted of N0 packets cannot decoded within a given
time, the system will abandon the current data or send a
new batch of packets. Each user tries decode the service
message by accumulating the packets continually. The longer
the transmission time is, the more packets it accumulates
and the greater the successful decoding probability is. Un-
fortunately, the transmission efficiency of the system gets
lower. There are two groups in Scenario 2. We assume that
Uf = U1,f (1 ≤ f ≤ g1) is the last one to achieve the service
message s1 in G1 and Un = U2,n (1 ≤ n ≤ g2) is the last one
to obtain the service message s2 in G2. If it is i = n, we can
get i = f .

1) The First Stage: As shown in Table I, there are four
cases for Un and Uf in the time T1.

TABLE I: Four different cases for Un and Uf

Users Case 1 Case 2 Case 3 Case 4

Un Yes No Yes No
Uf No Yes Yes No

Case 1: Un succeeded, Uf failed.

4In this paper, we evaluate the transmission time of a block by counting
the number of the transmitted frames in the system. Compared with the
transmission time, the delay caused by rateless decoder and SIC algorithm
is negligible. A simple signal amplification relay is applied in Scenario 2, so
the delay caused by the relay is also small.

At time T1, the probability that Un just succeeded in
decoding is

fn =

T1∑
z1=N0

Ψ1

(
PUn1

, z1
)
P (Nn = z1), (28)

where

Ψ1

(
P

Un1
, z1
)
=

(
T1 − 1
z1 − 1

)(
1− P

Un1

)z1(
P

Un1

)T1−z1
.

(29)
and PUi1

is the FER of Ui, i ∈ (n, f) in the first stage.
The expression P (Nn = z1) is the probability that Un needs
to accumulate z1 frames to achieve the success. A frame is
consisted of a fixed number of packets. The probability of a
failed message decoding for Uf in T1 is

ff =


T1∑

z2=N0

Ψ2

(
PUf1

, z2
)
P (Nf = z2)+

∞∑
k=T1+1

P (Nf = k)

 , (30)

where

Ψ2

(
P

Uf1
, z2

)
=

z2−1∑
k=0

(
T1

k

)(
1− P

Uf1

)k(
P

Uf1

)T1−k

.

(31)
The expression P (Nf = z2) is the probability that Uf needs
to accumulate z2 frames to achieve the success. It is PUf1

=
P

Uf
, P

Un1
= P

Un
. We can obtain the PDF of Nn and Nf from

(4). So the CDF of Case 1 in Ts is

Fnf (Ts)

=
Ts∑

T1=N0



(
T1∑

z1=N0

Ψ1

(
PUn1

, z1
)
P (Nn = z1)

)
×

T1∑
z2=N0

Ψ2

(
PUf1

, z2

)
P (Nf = z2)+

∞∑
k=z2+1

P (Nf = k)




.

(32)
The average time in Ts is

E
n,f

(Ts) =

Ts∑
T1=N0



(
T1∑

z1=N0

Ψ1

(
P

Un1
, z1
)
P (Nn = z1)

)
× T1×

T1∑
z2=N0

Ψ2

(
P

Uf1
, z2

)
P (Nf = z2)+

∞∑
k=z2+1

P (Nf = k)




.

(33)
Case 2: Uf succeeded, Un failed.
Similarly, we can deduce that the CDF of Case 2 and the

average time in Ts are respectively

Ff,n (Ts) =

Ts∑
T1=N0



(
T1∑

z1=N0

Ψ1

(
P

Uf1
, z1

)
P (Nf = z1)

)
×

T1∑
z2=N0

Ψ2

(
P

Un1
, z2
)
P (Nn = z1)+

∞∑
z3=T1+1

P (Nn = z3)




,

(34)
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and
Ef,n (Ts) =

Ts∑
T1=N0



(
T1∑

z1=N0

Ψ1

(
PUf1

, z1

)
P (Nf = z1)

)
× T1×

T1∑
z2=N0

Ψ2

(
PUn1

, z2
)
P (Nn = z1)+

∞∑
k=T1+1

P (Nn = k)




.

(35)
Case 3: Un and Uf succeeded simultaneously.

Fn,f (Ts) =

Ts∑
T1=N0


(

T1∑
z1=N0

Ψ1

(
P

Un1
, z1
)
P (Nn = z1)

)
×(

T1∑
z2=N0

Ψ1

(
P

Uf1
, z2

)
P (Nf = z2)

)
 ,

(36)
and
Enf (Ts) =

Ts∑
T1=N0


(

T1∑
z1=N0

Ψ1

(
PUn1

, z1
)
P (Nn = z1)

)
× T1×(

T1∑
z2=N0

Ψ1

(
PUf1

, z2

)
P (Nf = z2)

)
.

(37)
Case 4: Both Un and Uf failed.
The CDF and the average time of Case 4 in Ts are

respectively

Fn,f (Ts)=1− Fn,f (Ts)− Ff,n (Ts)− Fn,f (Ts) , (38)

and

E
n,f

(Ts) =
(
1− Fn,f (Ts)− Ff,n (Ts)− Fn,f (Ts)

)
Ts.

(39)
Thus, the transmission time in the first stage can be obtained

as follows:

E1 (Ts) = E
n,f

(Ts) + E
f,n

(Ts) + E
n,f

(Ts) + E
n,f

(Ts) .
(40)

2) The Second Stage: The probability of the event that Ui

has received (z1 − 1) frames within T1 − 1 and achieved the
z1-th frame at T1 time is

f
z1|T1

(
PUi1

)
=Ψ1

(
PUi1

, z1
)
. (41)

The probability of Ui receiving v0 frames in T1 is

fv0|T1

(
PUi1

)
=

(
T1

v0

)(
1− PUi1

)v0
(
PUi1

)T1−v0
. (42)

In the second stage, the probability of the event that Ui has
received z2 − v0 frames in ∆T and achieved the z2-th frame
at T1 +∆T time is

fz2−v0|k
(
PUi2

)
=(

k − 1
z2 − v0 − 1

)(
1− PUi2

)z2−v0(
PUi2

)k−z2+v0
,

(43)

where P
U
i2

is the FER of Ui, i ∈ (f, n) in the second stage.
So the CDF of the event is expressed in (44) that the two

users decode successfully in Ts and Ui (i = n, f) is earlier
than Ui

(
i = f, n

)
to achieve success. The average time is

given in (45). There are also following four cases in the second
stage.

(1) Un succeeds first, and Uf is the second user to achieve
success.

Substituting Ui=Un and Ui=Uf to (44) and (45), we can
obtain F

f2
(Ts) and E

f2
(t).

(2) Uf succeeds first, and Un is the second user to achieve
success.

Similarly, we can obtain Fn2 (Ts) and En2 (t) with Ui=Uf

and Ui=Un from (44) and (45).
(3) Both Uf and Uf succeed simultaneously.
F

n,f
(Ts) and E

n,f
(Ts) is expressed in (36) and (37).

(4) There are more than one failed user.
The CDF of the event that at least one user fails to decode

is

Fs (Ts)=1− Fn,f (Ts)− F
f2

(Ts)− Fn2 (Ts) . (46)

The average time is

Es (Ts) = TsFs (Ts) . (47)

Finally, combining (37) and (47), we can obtain the average
transmission time required in Scenario 1 (Please refer to
Section III.A) for the two stages as

E2 (Ts) = E
n2

(Ts) +E
f2

(Ts) +E
n,f

(Ts) +Es (Ts) . (48)

According to (23), (25) and (27), the average transmission
time in the Scenario 2 (Please refer to Section III.B) can
be obtained by the analysis method above. For Gi with
multiple users, only when all the users in the group achieve
si, a new block will be transmitted. So the average required

time of the first stage is min
i=1,··· ,g1

(
max

j=1,··· ,g2
(Ei,j (T1))

)
,

where Ei,j (T1) denotes the average time of Ui,j in the first
stage. Thus, the average time of the system is E (T2) =

max
i=1,··· ,g1,j=1,··· ,g2

(Ei,j (T1) + Ei,j (∆T )) in the two stages,

where Ei,j (∆T ) denotes the average time of Ui,j in the
second stage. Besides, we define the throughput as [28]

η=
m0N0

E (Tm0)
, (49)

where Tm0
is the time required for m0 groups to decode

successfully.

V. POWER ALLOCATION STRATEGY

The power allocation factors play an important role in the
performance of the users. Under the condition that the total
power is limited, we achieve the maximum sum rate of the
system at a given FER in this section. As all users in the same
group share the same power factor and the same content, also
there are no interference between the users in the same group,
we can still choose one user to represent the whole group to
simplify the analysis process. To guarantee the QoS of each
user in a group, we need to discuss the performance of the
edge users with the poorest channel conditions in their groups
first.
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Fi2 (Ts) =

Ts∑
t=N0

Ts−t∑
k=1

Pri (∆T = k, T1=t)

=

Ts∑
t=N0

Ts−t∑
k=1

t+k∑
z2=N0

t∑
z1=N0

z2−1∑
v0=0

(
fz2−v0|k

(
P

U
i2

)
fv0|T1

(
P

U
i1

)
fz1|T1

(
P

Ui1

)
×P (Ni = z1)P (Ni = z2)

)

=

Ts∑
t=N0

Ts−t∑
k=1

t+k∑
z2=N0

t∑
z1=N0

z2−1∑
v0=0



(
k − 1

z2 − v0 − 1

)(
1− P

U
i2

)z2−v0(
P

U
i2

)k−z2+v0

×
(

T1

v0

)(
1− P

U
i1

)v0
(
P

U
i1

)T1−v0

×
(

T1 − 1
z1 − 1

)(
1− PUi1

)z1(
PUi1

)T1−z1

×P (Ni = z1)P (Ni = z2)


. (44)

E
i2
(Ts)=

Ts∑
t=N0

Ts−t∑
k=1


t+k∑

z2=N0

t∑
z1=N0

z2−1∑
v0=0



(
k − 1

z2 − v0 − 1

)(
1− PU

i2

)z2−v0
(
PU

i2

)k−z2+v0

×
(

T1

v0

)(
1− PU

i1

)v0
(
PU

i1

)T1−v0

×
(

T1 − 1
z1 − 1

)(
1− PUi1

)z1
(
PUi1

)T1−z1

×P (Ni = z1)P (Ni = z2)


× (t+ k)


.

(45)

A. Problem formulation

To maximize the sum rate of the system, the power allo-
cation problem in the NOMA-RC system can be expressed
as:

max
p̄=(p1,...,pm0

)

m0∑
i=1

log

1 + Pt|hi|2ai

Pt|hi|2
m0∑

j=i+1

aj+Pσ2


C1 : s.t.

m0∑
i=1

pi ≤ Pt, pi ≥ 0,

C2 : P
Ui
≤ εi ,

C3 : (1− εi)
Ωi ≥ (1− εi+1)

Ωi+1 , 1 ≤ i ≤ m0 − 1,

(50)

where Ui is the edge user of Gi, Ωi is the received power of
Ui, εi is the target FER at a given rate Ri ≥ ri.

According to (18), C2 can be re-written as

ξi ≥ max
j=1...,i

(
γ

th(j)

∆pj

)
, (51)

where ξi= −Ωi ln(1−εi)
Pσ2

and ∆pj = pj − γ
th(j)

m0∑
k=j+1

p
k
.

Theorem 5: Equation (51) can be re-written as

min (ξi, ξi+1, . . . ξm0) ≥
γ

th(i)

∆pi

. (52)

Proof : According to (51), it is ξi ≥
γ
th(i)

∆p
i

. We can get

ξi+1 ≥ max
j=1,...,i+1

(
γ
th(j)

∆p
j

)
when i ← i + 1. Similarly, we

can deduce that ξi+2 ≥
γ
th(i)

∆p
i
, · · · , ξm0 ≥

γ
th(i)

∆p
i

. Thus, it

is min (ξi, ξi+1, . . . , ξm0) ≥
γ
th(i)

∆p
i

. According to C3, we can
deduce that ξi ≤ ξi+1. Similarly, we can obtain ξ1 ≤ · · · ≤
ξi ≤ ξi+1 ≤ · · · ≤ ξm0 . Thus, {ξi} is a non-decreasing

sequence. Finally, (52) can be re-written as

ξi ≥
γ

th(i)

∆p
i

. (53)

The above optimization problem in (52) can be transformed
into the following form

max
p̄=(p1 ,...,pm0

)

m0∑
i=1

log

1 + Pt|hi|2ai

Pt|hi|2
m0∑

j=i+1

aj+Pσ2

,

C4 : s.t.
m0∑
i=1

ai ≤ 1, ai ≥ 0,

C5 : ξi ≥
γ
th(i)

∆p
i
,

C6 : (1− εi)
Ωi ≥ (1− εi+1)

Ωi+1 , 1 ≤ i ≤ m0 − 1.

(54)

B. Optimal solution

Considering the references [17] and [19], we notice that
the objective function (54) is a concave function. The convex
optimal problem can be solved by applying Karush-Kuhn-
Tucker (KKT) conditions. The Lagrangian function of the
problem can be written as

Ψ
(
a, υ, β

)
=

m0∑
i=1


log2

(
Pt|hi|2

m0∑
j=i

aj + Pσ2

)
−

log2

(
Pt|hi|2

m0∑
j=i+1

aj + Pσ2

)


+υ

(
Pt −

m0∑
i=1

pi

)
+

m0∑
i=1

βi

(
ξi − rthi

∆pi

)
.

(55)
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The KKT conditions of the problem are

C7 : ∂Ψ
∂ak

=

1
ln 2

k∑
i=1

|hi|2Pt

Pt|hi|2
m0∑
j=i

aj+Pσ2

− 1
ln 2

k∑
i=2

|hi−1|2Pt

Pt|hi−1|2
m0∑
j=i

aj+Pσ2

−υ −
k−1∑
i=1

βi

(
γ
th(k)

)2
Pt

∆p2
k

+ βk

γ
th(k)

Pt

∆p2
k

=0,

C8 : υ

(
Pt −

m0∑
i=1

pi

)
=0, υ ≥ 0,

C9 : βi

(
ξi −

γ
th(i)

∆p
i

)
= 0, 1 ≤ i ≤ m0, βi ≥ 0.

(56)
Substituting k = 1 into C7, we can get υ > 0. Besides, we

can also obtain
∂Ψ
∂ak
− ∂Ψ

∂ak−1
=

1
ln 2

|hk|2Pt

|hk|2Pt

m0∑
i=k

ai+Pσ2

− 1
ln 2

|hk−1|2Pt

|hk−1|2Pt

m0∑
i=k

ai+Pσ2

+Ptβk

γ
th(k)

∆p2
k

− Ptβk−1

γ
th(k−1)

∆p2
k−1

(
1 + γ

th(k−1)

)
=0.

(57)

Thus, we have

−βk

γ
th(k)

∆p2
k

+ βk−1

γ
th(k−1)

∆p2
k−1

(
1 + γ

th(k−1)

)
= 1

ln 2
|hk|2

|hk|2Pt

m0∑
i=k

ai+Pσ2

− 1
ln 2

|hk−1|2

|hk−1|2Pt

m0∑
i=k

ai+Pσ2

. (58)

The average gain of the channel satisfies |hi|2 > |hi−1|2,
so we can get that

1

ln 2

|hk|2

|hk|2Pt

m0∑
i=k

ai + Pσ2

− 1

ln 2

|hk−1|2

|hk−1|2Pt

m0∑
i=k

ai + Pσ2

> 0,

(59)
and

βk−1

γ
th(k−1)

∆p2
k−1

(
1 + γ

th(k−1)

)
> βk

γ
th(k)

∆p2
k

. (60)

Combining γ
th(i)

=22Ri − 1 ≥ 0, 1 ≤ i ≤ m0 and (60), we
can obtain βk−1 > 0. It is easy to achieve βk−2 > 0 when k ←
k−1. Similarly, we can deduce βj > 0, 1 ≤ j ≤ m0−1. When
βm0

> 0 is established, the optimization problem is converted
into linear equations to be solved. Then it is easy to find the
optimal solution for all the users. Therefore, the maximum
sum rate is the sum of rate of each user with the constraints
of the target FER. The BS preferentially satisfies the power
demand of the first m0 − 1 users if βm0 = 0 is established.
Then it allocates the remaining power to the nearest user Um0 .

The optimal value of the power factor for
Ui (i = 1, 2, . . . ,m0) is

ai =


(

22Ri−1
ξi

+ κ (m0, i)
)/

Pt, 1 ≤ i ≤ m0 − 1,

1−
m0−1∑
j=1

aj , i = m0.
(61)

where

κ (m0, i)=(
22Ri − 1

)(
22Ri+1−1

ξi+1
+

m0∑
n=i+2

n−1∏
g=i+1

22Rg (22Rn−1)
ξn

)
.

(62)

Proof : For ∆pi = pi − γ
th(i)

m0∑
j=i+1

pj , we can get

p
i
=∆p

i
+
(
22Ri − 1

) m0∑
j=i+1

p
j
. (63)

m0∑
j=i+1

pj=pi+1 +

m0∑
j=i+2

pj=∆pi+1 + 22Ri+1

m0∑
j=i+2

pj . (64)

Equation (64) can be further expanded as
m0∑

j=i+1

pj = pi+1 +

m0∑
j=i+2

pj

= ∆p
i+1

+ 22Ri+1∆p
i+2

+ 22Ri+1
+2R

i+2

m0∑
j=i+3

p
j
.

(65)

Thus, we can obtain
m0∑

j=i+1

pj=∆pi+1 +

m0∑
n=i+2

n−1∏
g=i+1

22Rg∆pn . (66)

Substituting (66) into (63), we can obtain

pi=∆pi +
(
22Ri − 1

)∆pi+1 +

m0∑
n=i+2

n−1∏
g=i+1

22Rg∆pn

 .

(67)
It can be observed from (67), the power of Ui is affected by

the others users. Increasing the power of a user will inevitably
enhance the interference to other users. Thus, it is necessary
for the system to take into account the QoS of all the users
simultaneously. The power factor of Ui (1 ≤ i ≤ m0 − 1) is

ai =
1

Pt

(
22Ri − 1

ξi
+ κ (m0, i)

)
. (68)

So the power factor of Um0 is am0 = 1 −
m0−1∑
j=1

aj . The

minimum value of the total power required to m0 users is

Ps =

m0−1∑
i=1

2

i−1∑
j=1

2Rj

(
22Ri − 1

)
ξi

+

(
22Rm0 − 1

)
ξm0

. (69)

Algorithm 1 presents the allocation power process of the
users in the NOMA-RC system. The transmit power cannot
guarantee the QoS of all the users when Pt < Ps. The system
will be forced to abandon some of the worst users in U =
(U1, U2, . . . , Ui, . . . , Um0) , 1 ≤ k ≤ m0 until the sum power
of the remaining users is less than or equal to the transmit
power, i.e., Pt ≥ Ps. Then, the system will allocate different
power to the remaining users

(
U ′
j , · · · , U ′

k−1

)
according to

(68) and (69). The rest of the power is assigned to U ′
k. Thus,

the power factor will be set to 1 when the channel conditions
are very poor or the transmission power is very small. In other
words, there is only one user to be served under the extremely
poor communication environment. If there is a user who has
successfully decoded, the system will remove it from U and
re-order the remaining users according to their target rates.
Finally, the service messages for all the users will be decoded
iteratively.
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Algorithm 1 A dynamic power allocation (DPA) scheme

1: Initialization: U = (U1, U2, . . . , Ui, . . . , Um0) , k ← m0.
2: while k ≥ 1 do
3: Compute Ps with m0=k and (69).
4: if Pt < Ps then
5: for j ← 2 to k do

6: f (j) =
k−1∑
i=j

2

i−1∑
j=1

2Rj (22Ri−1)
ξi

+
(22Rk−1)

ξk
.

7: if f (j) < Pt then
8: break.
9: end if

10: end for
11: Compute Rm0 with Ps = Pt and (69).
12: Allocate power to the remaining users(

U ′
j , · · · , U ′

k−1

)
according to (68).

13: else
14: Allocate power to U ′

i (1 ≤ i ≤ k − 1) according to
(68).

15: Allocate power to U ′
k with p

k
=

(
1−

k−1∑
j=1

aj

)
Pt .

16: end if
17: Count the number of succeeded users s0.
18: k ← k − s0
19: Update the remaining users U = (U ′

1, U
′
2, . . . , U

′
k).

20: end while

VI. SIMULATION RESULTS

For the two scenarios mentioned above, several experiments
are introduced to demonstrate the performance of the proposed
scheme over Rayleigh fading channels. The edge users play
an important role in the multicast system, they always affect
the performance of the multicast system. So we conduct some
experiments to investigate the edge users’ performance and
verify the results in Section IV and V. Firstly, we introduce an
experiment to verify the effectiveness of the proposed power
allocation scheme. Then, given the optimal power factors, the
two edge users’ performance are discussed in detail such as
the FER, the transmission time and the BLER. We assume that
the edge users are the last one in the groups to get their service
information. Some simulation parameters about the two edge
users Un and Uf are as follows: Pσ2 = −174 dBm, Rf = 1
bps/Hz, Rn = 1.5 bps/Hz, dn = 500 m, df = 1000 m, K =
−38.757, Υ = 3.71. Some parameters about raptor codes are
as follows: N0 = 950, LDPC code rate is 0.95, and the degree
distribution Ω (x) is given by [40]

Ω(x)=0.008x+ 0.494x2 + 0.166x3 + 0.073x4+
0.083x5 + 0.056x8 + 0.037x9 + 0.056x19+

0.025x65 + 0.003x66
. (70)

A. Power allocation

Combining (69) and ξi= −Ωi ln(1−εi)
Pσ2

, we can get that the
system with Pt=50 dBm can just meet the requirements of the
two users (Rf = 1, Rn = 1.5, εn = 0.0332, εf = 0.004).
As the transmission power Pt increases, not only can the
needs of each user be guaranteed, but also the BS will have
more residual power to enhance the performance of the users.
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Fig. 7: Incremental power ∆q versus rate with Pt = 50 dBm, where
εn = 0.004, εf = 0.0332.
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Fig. 8: The FER versus the transmission power in the different stage
in Scenario 1.

Next, we will use two methods to distribute the remaining
power. The first scheme, called the average incremental power
distribution (AIPD) algorithm, divides all the remaining power
to each user equally. The second scheme is the dynamic power
allocation (DPA) scheme as presented in Algorithm 1. The
performance of the DPA algorithm is better than that of the
AIPD algorithm as shown in Fig. 7, where the Un’s rate and
the sum rate increase with Pt. However, the rate of Uf in
the AIPD algorithm reduces as Pt increases. Although the
power received by each user increases as Pt increases, the
interference between users also gets stronger. We also can
deduce this from Theorem 1. Thus, the system has to reduce
the rate of Uf to obtain the target FER performance.

B. Performance analysis of the edge users

As shown in Fig. 8, the FER of each user is continuously
decreasing at different stages as Pt increases. The curve of
Un drops faster in the two stages as it has a better channel
condition. In the second stage, the NOMA-RC system re-
adjusts the transmission power. It just allocates the power to
the remaining user. So the interference from the succeed user
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Fig. 9: Transmission time of the two stages in the two scenarios with
Ts = 30.
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Fig. 10: The decoding probability versus the transmission power in
the first stage in Scenario 1 with Ts = 30.

can be cancelled. The performance of the remaining user gets
better in the second stage. In addition, the theoretical curves
are basically consistent with the experimental simulation re-
sults, which also verifies (18).

Fig. 9 shows the comparison of the FER in two different
scenarios. Due to the relay assistance in Scenario 2, the users
can receive the signals from the relay and the BS. Thus, the
performance of the users in Scenario 2 is better than that
in Scenario 1. Besides, the simulation results match with the
theoretical results derived in (23), (25) and (27), respectively.

Fig. 10 shows the decoding probabilities of different cases
during the first stage in the Scenario 1. Four cases have been
defined in Table I. The probability of Case 4 is greater than
90% when Pt < 34 dBm. It indicates that the users hardly
receive a frame data. As Pt increases, the curve of Case
4 drops rapidly, while the other curves increase fast. They
continue to approach a certain constant. The curves of Case
1 and Case 2 have the same bound, which is lower than that
of Case 3. This is because the FER of the two users is very
small when Pt is greater than 52 dBm. The order of successful
decoding for the two users is normally determined by Nn and
Nf . The two random numbers follow the same distribution.
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Fig. 11: Transmission time of the two stages in the two scenarios
with Ts = 30.
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Fig. 12: BLER performance for the two users in the two scenarios
with Ts = 30, where the dotted line denotes Scheme 1, and the solid
one denotes Scheme 2.

Besides, the dashed lines are obtained from (32), (34), (36)
and (38). Results show that the theoretical curves are close to
the results of experimental simulations.

From Fig. 11, we get that the FER performance of the users
is worse when Pt is small, so it will take a long time for
Ui (i = n, f) to accumulate Ni frames. Fig. 9 shows that the
probability of receiving a frame increases as Pt increases,
so the transmission time also reduces continually in each
stage. When Pt is greater than a certain value, the two users
can receive the frames simultaneously. Thus, the number of
frames successfully received by the two users is relatively
close within the same time. The system only needs to spend
a small amount of time to complete the decoding of the
remaining user after the first stage is over. With the increase
of Pt, the average transmission time in the two stages will
tend to two different bounds, E (T1) = E (min (Nn, Nf )) and
E (T1 +∆T )=E (max (Nn, Nf )), respectively. Besides, the
simulation results match with the theoretical results derived in
(40) and (48).

From Fig. 1, we get that one block consists of N0 data
packets. If the decoder cannot complete decoding within Ts,
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Fig. 13: BLER performance for the two users with different maximum
delay in Scenario 1.

the error block will be abandoned. It can be seen from Fig.12
that as Pt increases, the BLER curve of Scenario 2 drops
faster than that of Scenario 1. In addition, Scheme 1 is also
better than Scheme 2, especially the performance advantage
of Uf is more obvious. So Scheme 1 helps to improve the
performance of the remaining user. For Un in Scenario 1, the
curves of Scheme 1 and Scheme 2 basically overlap. This is
because when Pt is less than 41 dBm, user Uf has a high FER
performance as shown in Fig. 8. It is almost impossible for
Uf to complete decoding before Un. Thus, the power factor
for Un hardly needs to be adjusted during the whole decoding
process in Scenario 1.

As shown in Fig. 13, the BLER performance of each user
will be continuously improved by adjusting the size of Ts.
With the increase of Pt, these curves keep dropping. The
Ts = 40 curves drop more quickly, but the Ts = 20 curves
decline more slowly. From Fig. 12 and 13, we can get that
the performance of the NOMA-RC users can be improved by
extending the maximum transmission time or amplifying the
transmit power.

C. Throughput

Next, we will discuss the throughput of the multicast
systems. There are two groups in the each scenario. Every
group has three users. In Scenario 1, the distances between
the BS and the users are (600, 800, 1000) meters in G1 and
(300, 400, 500) meters in G2 respectively. In Scenario 2, the
distance between the BS and the relay is 300 meters, and the
distances between the relay and the users are (300, 400, 500)
meters in G1 and (60, 80, 100) meters in G2, respectively.
From Fig. 14, as Pt increases, the throughput curves increase
and become stable finally. For the OMA scheme, the users
in group G2 are decoded first, the next group is G1. When
Pt is relatively low, there is less time left for G1’s users as
the users in G2 spend a lot of time to decode the service
message s2. As a result, some users in G1 frequently fail
to decode the service message s1. Thus, there will be a
slowly increasing interval for OMA system. As Pt increases
further, the throughput performance are improved rapidly. In
addition, it seems that Scheme 2 can achieve a slightly better
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Fig. 14: Throughput performance for the OMA and NOMA-RC
systems with Ts = 30 and N0 = 960, where the dotted line is
Scheme 1, and the solid line is Scheme 2.

performance than Scheme 1 in Fig. 14, but Scheme 2 fails to
guarantee the performance of the edge users in G1. We also
can find this result from Fig. 12. Finally, those curves will tend
to different upper bounds. The bounds of Scheme 1, Scheme
2 and OMA are 2N0/E (T2), N0/E (TG1) + N0/E (TG2)
and 0.5N0/E (TG1

) + 0.5N0/E (TG2
) respectively, where

TG
i
(i = 1, 2) is the average transmission time in the group

Gi. Even if the transmission power tends to infinity, a user
still needs to accumulate N0 (1 + ν) packets to complete the
decoding. This is determined by the structure of rateless codes.
When compared with other schemes, Scenario 2 achieves the
highest throughput. Especially when Pt is greater than 50
dBm, the throughputs of the proposed schemes are twice that
of the OMA system in the two scenarios.

VII. CONCLUSION

This paper proposes a NOMA multicast transmission tech-
nology based on rateless codes and analyzes its performance
in two different application scenarios. The NOMA-RC system
generates many different encoded data packets for multicast
users. Within Ts, the system can continuously transmit differ-
ent packets to the remaining users in a group. The FER per-
formance and the average transmission time are discussed in
detail. We also demonstrate the performance of the NOMA-RC
system in different multicast scenarios. The best solution for
power allocation is obtained to maximize the sum rate. Com-
pared with the OMA system with rateless codes, the NOMA-
RC system helps to reduce the transmission time and improve
the throughput of the system. Besides, the proposed scheme
can be applied in multimedia communication scenarios, where
it can provide the services with different requirements for
multimedia users. The better channel condition the user has,
the more data packets it will receive within the same time and
the better the QoS is. Besides, the edge users can also meet
the minimum requirements by adjusting the transmit power or
extending the transmission time.

There are some areas worthy of further study from this
paper. As the number of groups increases, the complexity
of the SIC algorithm in the receivers will increase quickly.
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Thus, how to reduce the complexity of the SIC algorithm is a
problem to be solved. Besides, an ideal SIC scheme is adopted
in this paper. We assume that the signals of other groups can
be completely eliminated using SIC algorithm. However, it
is difficult to achieve the perfect result in a practical system.
Although this paper only discusses the system performance in
the single-cell network, it also be extended to the multicell
network, where the interference between the cells needs to
be considered. As the proposed scheme has the backward
compatibility, it also can be combined with MIMO and other
technologies to further improve system performance.
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