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Abstract—The current literature on intelligent reflecting sur-
face (IRS) focuses on optimizing the IRS phase shifts to yield
coherent beamforming gains, under the assumption of perfect
channel state information (CSI) of individual IRS-assisted links,
which is highly impractical. This work, instead, considers the
random rotations scheme at the IRS in which the reflecting
elements only employ random phase rotations without requiring
any CSI. The only CSI then needed is at the base station
(BS) of the overall channel to implement the beamforming
transmission scheme. Under this framework, we derive the sum-
rate scaling laws in the large number of users regime for
the IRS-assisted multiple-input single-output (MISO) broadcast
channel, with optimal dirty paper coding (DPC) scheme and the
lower-complexity random beamforming (RBF) and deterministic
beamforming (DBF) schemes at the BS. The random rotations
scheme increases the sum-rate by exploiting multi-user diversity,
but also compromises the gain to some extent due to correlation.
Finally, energy efficiency maximization problems in terms of the
number of BS antennas, IRS elements and transmit power are
solved using the derived scaling laws. Simulation results show
the proposed scheme to improve the sum-rate, with performance
becoming close to that under coherent beamforming for a large
number of users.

Index Terms—Intelligent reflecting surface (IRS), multiple-
input single-output (MISO) broadcast channel (BC), multi-user
(MU) diversity, average sum-capacity, sum average rate, energy
efficiency (EE).

I. INTRODUCTION

Although the emerging Fifth-Generation (5G) era has
brought about a remarkable improvement in the speed, latency
and reliability of cellular networks, it still faces challenges
related to the high power consumption of the underlying
technologies as well as the limited control over the wireless
propagation environment [1]. A promising new solution to
address these issues is deploying intelligent reflecting surfaces
(IRSs) [2]–[5] in existing wireless communication systems.
The IRS is abstracted in the current literature as an array of
nearly passive reflecting elements, where each element can
introduce a phase shift onto the incoming electromagnetic
waves as directed by a smart controller [2]–[10]. The result-
ing software-controlled reflections can tailor the propagation
environment to yield desirable communication objectives, like
increase the coverage, rates, energy efficiency etc, in a passive
manner without generating new radio signals.
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Motivated by its numerous potential advantages, IRS-
assisted communication has recently been investigated under
different communication scenarios [5]–[10]. Several joint de-
signs for precoding at the base station (BS) and reflect beam-
forming at the IRS have been proposed to achieve different
communication goals, for example: maximize the system’s
energy efficiency subject to signal-to-interference-plus-noise
ratio (SINR) constraints at the users in [7], maximize the
minimum user rate subject to a transmit (Tx) power constraint
at the BS in [8], minimize the Tx power subject to users’
SINR constraints in [5], maximize the sum-rate subject to a
Tx power constraint in [9], and minimize the Tx power subject
to a secrecy rate constraint in [10].

All these works optimize the IRS phase-shifts assuming the
availability of perfect channel state information (CSI) at the BS
and IRS of the individual IRS-assisted links, that is the BS-IRS
link and IRS-users links. However, reliable channel estimation
of these individual links in IRS-assisted systems can cause a
prohibitive training overhead due to the inability of the IRS
to send, receive or process the pilots. The preliminary papers
on channel estimation for these systems showed the required
training time to estimate the individual IRS-assisted channels
to grow proportionally with the number of IRS elements
[11]–[14], thus compromising the performance gains expected
from deploying a large number of reflecting elements to a
large extent. Moreover, optimizing the IRS phase-shifts at the
pace of fast-fading channel significantly increases the system
complexity.

Motivated by these challenges, this paper presents an
information-theoretic analysis of an IRS enabled random ro-
tations scheme in the multiple-input single-output (MISO)
broadcast channel (BC). The proposed scheme requires the
IRS elements to only introduce random phase rotations in each
coherence interval without requiring instantaneous CSI. The
BS will only require the CSI of the overall BS-users channels
(or SINRs), instead of the individual IRS-assisted channels,
to implement the precoding/beamforming scheme. The only
other works that have analytically studied the random rotations
scheme at the IRS are [15] and [16], where the former develops
low-complexity and energy-efficient transmission schemes for
a point-to-point IRS-assisted single-input single-output (SISO)
system based on coding and selection approaches, while the
latter studies the sum-rate of the SISO BC under opportunistic
scheduling.

We define the MISO BC from an information-theoretic
point-of-view as consisting of a single multi-antenna trans-
mitter (or BS) communicating with multiple single-antenna
users, where the BS transmits different data signals (intended
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for different users) from different transmitting antennas [17]–
[21]. For the MISO BC, the primary research focus has been
on 1) quantifying the maximum achievable average sum-rate
capacity, and 2) devising computationally efficient algorithms
for capturing most of this capacity. The first question has been
addressed using dirty paper coding (DPC) [19], [22], which
solves the MISO BC problem optimally. The average sum-rate
capacity (referred to as sum-capacity in this paper) achieved
by DPC in a Gaussian BC is shown to scale as M log logK,
with the number of users K for a fixed number of Tx antennas
M [18], [21]. While the capacity increase is linear in M , DPC
is computationally expensive and requires full CSI, motivating
the development of sub-optimal schemes that use partial CSI.

A popular scheme that addresses these challenges is random
beamforming (RBF), which constructs M random orthonormal
beams and on each beam transmits to the user with the highest
SINR. At the start of a coherence interval, each user measures
M downlink SINR values corresponding to the pilot symbols
transmitted on the M beams by the BS, and feeds back only
one real number (its best SINR) and the corresponding beam
index. The feedback overhead is therefore much less than
sending back M complex numbers associated with the full
channel information required by DPC. The BS then schedules
the best user to transmit to on each beam. Interestingly, the
sum average rate scaling of RBF is shown to asymptotically
coincide with the average sum-capacity scaling achieved by
DPC, i.e. the sum average rate achieved by RBF also scales
as M log logK [18]. The gain with K is explained by the
multi-user (MU)-diversity effect [23], i.e. in a system with
many users with independently time-varying channels, it is
very likely to have at each time some users whose SINRs are
much higher than the average SINR and by scheduling these
users, the sum-rate can be significantly increased. This MU-
diversity effect can be enhanced by increasing the dynamic
range of channel fluctuations. We propose to do this using
the time-varying random rotations introduced by an IRS into
the BS-users channels. Our idea is inspired from the rotate-
and-forward protocol proposed in [24] for the slow-fading
relay channel, where artificial fast fading created using the
random rotations at the relay resulted in an optimal diversity-
multiplexing tradeoff.

Motivated by these works, we consider incorporating an IRS
into the conventional MISO BC, where the BS-IRS channel is
line-of-sight (LoS), the IRS-users channels and BS-users direct
channels are Rayleigh faded and the IRS elements induce
only random phase rotations. The assumption that the BS-
IRS channel is LoS dominated has also been made in many
other works such as [6], [8], [13], [14], [25]–[29] and is
quite practical given the BS and IRS have fixed positions
with few obstacles around. The overriding question then is
to study the effect of the IRS enabled random rotations
scheme on the average sum-capacity scaling (achieved by
DPC) and the sum average rate scaling achieved by RBF. We
carry out an asymptotic study of the sum-rate in the limit
of a large number of users, leveraging results from extreme
value theory, and find that the random phase rotations at the
IRS increase the MU-diversity gain. At the same time, the
spatial correlation introduced in the overall channel by the

BS-IRS LoS link reduces the sum-rate [20]. We study the
interplay between the MU-diversity gain and the rate loss due
to correlation in the developed scaling expressions. Under a
deterministic variation of RBF, referred to as deterministic
beamforming (DBF), the sum average rate scaling is shown
to coincide with the average sum-capacity scaling. Simulation
results show a significant sum-rate gain with the random
rotations scheme. Interestingly, the performance gap between
the proposed scheme and coherent beamforming (under which
the IRS phase shifts are designed based on full CSI) is shown
to significantly reduce for large K.

We also optimize the system in terms of energy efficiency
(EE) by obtaining the optimal system configuration param-
eters, including the number of BS antennas, the number of
IRS elements and the total Tx power, that maximize the EE.
The developed sum average rate scaling expression for DBF
along with a realistic power consumption model are used
to formulate the EE scaling. The challenging problem, that
involves two discrete variables appearing as upper limits of
sums and products, is solved using alternating optimization
and line search methods subject to constraints on the maximum
values of the parameters. Simulation results show the EE
performance of the IRS-assisted system to be significantly
better than the conventional system.

The paper is organized as follows. In Sec. II, the MISO
BC and IRS enabled random rotations scheme are outlined. In
Sec. III, the average sum-capacity scaling law for DPC and the
sum average rate scaling laws for RBF and DBF are derived. In
Sec. IV we maximize the EE with respect to the number of BS
antennas, IRS elements and Tx power. Simulation results and
conclusions are provided in Sec. V and Sec. VI respectively.

II. SYSTEM MODEL

In this section, we outline the transmission model for the
IRS-assisted MISO BC.

A. MISO BC

Consider a Gaussian BC from an M -antenna BS to K
single-antenna users under the block-fading model, where the
channel is constant during a coherence interval of length T
time-slots and varies independently from one such interval to
the next. Let s(t) be the M × 1 vector of Tx symbols in
time-slot t, then the received signal, yk(t) ∈ C, at user k in
time-slot t is given as

yk(t) = hHk s(t) + nk(t), t = 1, . . . , T, (1)

where hk ∈ CM×1 is the channel from the BS to user k
and nk(t) is the complex Gaussian noise with zero mean and
variance σ2. We assume that the average Tx power, denoted as
PT , is fixed at at all times and therefore the Tx signal vector
s(t) must satisfy the power constraint E[s(t)Hs(t)] = PT ,
∀t. Denoting the average rate of user k as Rk, where the
average is taken over the fading distribution of (h1, . . . ,hK),
we are interested in analyzing the behavior of the downlink
sum average rate, i.e.,

∑K
k=1Rk.
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Fig. 1: IRS-assisted MISO BC.

B. IRS-Assisted Channel Model

The communication from the BS to users is assisted by an
IRS, composed of N passive reflecting elements (See Fig. 1).
The resulting M × 1 channel between the BS and user k is

hk =
√
βr,kH1Θh2,k +

√
βd,khd,k, (2)

where H1 ∈ CM×N is the channel between the BS and the
IRS, h2,k ∈ CN×1 is the channel between the IRS and user k,
hd,k ∈ CM×1 is the direct channel between the BS and user
k, and Θ = diag(α1 exp(jθ1), . . . , αN exp(jθN )) ∈ CN×N
accounts for the IRS response. Here θn ∈ [0, 2π] is the phase
shift applied by element n and αn ∈ [0, 1] is the reflection
coefficient of element n which is fixed and depends on the
IRS construction. Under the random rotations scheme, each
θn is randomly drawn from the uniform distribution over the
interval [0, 2π], with a new set of phase-shifts applied in each
coherence interval. Moreover βr,k = β1β2,k, where β1, β2,k

and βd,k are the path loss factors for BS-IRS, IRS-user-k and
direct links respectively.

The channel between the BS and IRS is considered to be
LoS dominated. This assumption, made in many other related
works [6], [8], [14], [25]–[29], is supported in literature using
two points. First, the LoS path between the BS and the IRS
will usually always exist. The BS tower is generally elevated
high and the IRS is also envisioned to be integrated onto
tall structures in the environment, so both will have a few
obstacles around. Given the positions of BS and IRS are
fixed, a stable LoS channel between the BS and the IRS is
expected to exist and can be constructed using the directional
angular information. Second, the path loss for NLoS paths is
much larger than that for the LoS path in the next generation
systems. In fact it is noted that in mmWave systems, the
typical value of Rician factor (ratio of energy in LoS to that in
NLoS component) is between 20dB and 40dB [25], which is
sufficiently large to neglect any NLoS channel components in
H1 as compared to the LoS component. Under these remarks,
we assume that the BS-IRS channel is LoS dominated and
neglect any NLoS paths in this channel.

A uniform rectangular array (URA) of N = N1 × N2

reflecting elements is considered at the IRS, where N1 and
N2 are the number of elements placed with inter-element
spacing d

(1)
IRS and d

(2)
IRS along the two principal directions

of the URA, characterized by unit vectors n̂1(φIRS , θIRS)

and n̂2(φIRS , θIRS) respectively. Here (φIRS , θIRS) are the
LoS azimuth and elevation angles that describe these princi-
pal directions at the IRS. A uniform linear array (ULA) is
considered at the BS, with antennas placed at a spacing of
dBS units along n̂1(φBS , θBS), described by the LoS angles
(φBS , θBS). Under the spherical wave model, the entries of
the LoS channel H1 are computed as [30]

[H1]m,n = exp

(
j

2π

λ
l(m),(n1,n2)

)
, m = 1, . . . ,M, (3)

n = 1, . . . , N, n = n1N2 + n2 + 1,

where n1 = 0, . . . , N1−1, n2 = 0, . . . , N2−1, and l(m),(n1,n2)

is the path length between the BS antenna m and IRS element
(n1, n2), given as l(m),(n1,n2) = ||a(n1,n2)

IRS − a
(m)
BS ||. Here

a
(n1,n2)
IRS is the steering vector from the global origin (defined

as first antenna in the BS ULA) to the IRS element (n1, n2),
and a

(m)
BS is the steering vector from global origin to the BS

antenna m. The expressions of a
(m)
BS and a

(n1,n2)
IRS can be found

in [30, equations (12) and (13)] and depend on d
(1)
IRS , d(2)

IRS ,
dBS , the distance D̄ between the BS and IRS as well as the
expressions of the unit vectors n̂1(φ, θ) and n̂2(φ, θ) provided
in [30, equations (6) and (9)]. An important observation is
that we have taken the spherical nature of the electromagnetic
wave propagation into account, by applying the actual distance
between the Tx antennas and receive (Rx) elements when
considering the received LoS phase in (3). Consequently, there
is no restriction on the rank of H1, which can generally be of
high rank for moderate BS-IRS distances and large N [30].

Also, we consider the IRS-users channels h2,k’s and
BS-users direct channels hd,k’s to undergo Rayleigh fading.
This is justified by observing that the LoS paths in these
channels are usually blocked due to the scattering and
blocking structures/objects around the ground users. These
links are therefore characterized by NLoS paths and are
modeled as h2,k ∼ CN (0, IN ) and hd,k ∼ CN (0, IM ),
with the channels being independent across the users. The
overall channel hk in (2) is a sum of two zero-mean complex
Gaussian vectors, where the second vector (i.e.

√
βd,khd,k)

has uncorrelated elements. The first vector has correlated
entries with the correlation matrix found by conditioning
the expectation on Θ first as E[βr,kH1Θh2,kh

H
2,kΘ

HHH
1 ]=

βr,kH1EΘ[Eh2,k|Θ[Θh2,kh
H
2,kΘ

H |Θ]]HH
1 =

βr,kH1EΘ[ΘINΘH ]HH
1 = βr,kH1diag(α2

1, . . . , α
2
N )HH

1 .
Therefore, the overall channel in (2) under the random
rotations scheme is distributed as

hk ∼ CN (0,Rk), (4)

where Rk = E[hkh
H
k ] = βr,kH1diag(α2

1, . . . , α
2
N )HH

1 +
βd,kIM ∈ CM×M is the covariance matrix of the overall
channel. It can be written using (3) as

[Rk]m,m′=


βr,k

∑N
n=1 α

2
n + βd,k, if m = m′,

βr,k
∑N
n=1 α

2
n exp

(
j 2π
λ (l(m),(n1,n2)

−l(m′),(n1,n2))
)
, if m 6= m′.

(5)
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III. ASYMPTOTIC ANALYSIS OF THE SUM-RATE

We now study the scaling laws of the average sum-capacity
(achieved by DPC) and the sum average rate achieved by
RBF and DBF against the number of users K, under the
proposed framework using the following result from extreme
value theory.

Lemma 1: [23, Lemma 2]: Let x1, . . . , xK be independent
and identically distributed (i.i.d.) random variables (RVs) with
a common cdf FX(x) and pdf fX(x), satisfying FX(x) <
1 for all finite x and is twice differentiable for all x. The
distributions are such that they satisfy

lim
x→∞

g(x) = c > 0, (6)

for some constant c, where g(x) = 1−FX(x)
fX(x) . Then for lk

satisfying F (lk) = 1− 1/K, we have
max

k=1,...,K
xk − lK , (7)

converges in distribution to a limiting random variable Z with
CDF FZ(z) = exp(− exp(−z/c)).
This lemma states that the maximum of K i.i.d. RVs described
above grows like lK as K →∞.

To study the asymptotic behaviour of the sum-rate, we
will assume a homogeneous network as done in many works
including [18], [20], [21], [23], [31]. The assumption is stated
below.

Assumption 1: We assume βr,k = βr, βd,k = βd, ∀k
resulting in Rk = R, ∀k.

Note that the users’ channels in (4) are independent by
noting that E[hkh

H
k′ ] = 0 for k 6= k′. Assumption 1 will ensure

that they are identically distributed as well. This makes the
analysis based on extreme value theory tools tractable since
Lemma 1 is applicable to i.i.d. RVs.

A. Average Sum-Capacity Scaling of the Proposed Framework
For the case where full CSI is available at the BS and

users, it has been shown that the average sum-capacity of the
Gaussian BC can be achieved using DPC. Intuitively, if the
BS knows the channels hk’s of all users, it can use DPC to
code against the interference for each user while preserving the
power constraint. The average sum-capacity Rsum is written
as [18]

Rsum = E

 max
p1,...,pK∑K
k=1

pk=PT

log det

(
I +

1

σ2

K∑
k=1

pkhkh
H
k

) ,
(8)

where p1, . . . , pK is the optimal power allocation and the
expectation is performed with respect to the distribution of
hk’s. In a system without IRS, Rsum is shown to scale for
large K as [18]

R(K)
sum = M log(PT /(σ

2M)) +M log(βd logK) + o(1).
(9)

Here, we develop the average sum-capacity scaling law
for the IRS-assisted MISO BC under the random rotations
scheme. Intuitively, different from [18], the sum-capacity will
be affected 1) positively by the IRS array gain as highlighted
through the sum over N in the diagonal elements of (5), and

2) adversely by the correlation in the IRS-assisted channel in
(4). The proof of the scaling law (presented in the following
theorem) starts by establishing an upper bound on the average
sum-capacity scaling and showing that this bound is achievable
using a low-complexity DBF scheme outlined in Sec. III-C.

Theorem 1: Consider the Gaussian BC given in (2) com-
prising of an M -antenna BS serving K single-antenna users.
This communication is assisted by an N -element IRS inducing
only random phase rotations. Assume that the BS and users
have perfect CSI of hk’s. Let M , N and σ2 be fixed, then for
large K and under Assumption 1, the average sum-capacity
scales as

R(K)
sum = M log

(
PT
σ2M

)
+M log((βr

N∑
n=1

α2
n + βd) logK)

+M log(det R̄)1/M + o(1), (10)

where R̄ = 1
βr
∑N
n=1 α

2
n+βd

R.
Proof: The proof is provided in Appendix A.

We observe that log(det R̄) ≤ 0, with equality when
R̄ is an identity matrix. This is because the sum of the
eigenvalues of R̄ is M since tr(R̄) = M (Observe using (5)
that all diagonal elements of R̄ will equal 1). Therefore, the
product of these eigenvalues, which is det R̄, would be less
than or equal to 1. As compared to the result in (9) for a
MISO BC without IRS, the average sum-capacity is increased
by M log(βrβd

∑N
n=1 α

2
n + 1) and decreased by a constant

| log(det R̄)|, when an IRS introducing random phase rotations
is incorporated into the system. However as N increases, one
can expect the positive effect of M log(βrβd

∑N
n=1 α

2
n + 1)

to dominate, resulting in significant performance gains by
deploying an IRS in the MISO BC.

There are two major drawbacks of DPC. First, it is compu-
tationally very complex, both at the BS and users. Moreover, it
requires full CSI feedback of the overall channel hk ∈ CM×1

from each user to the BS resulting in prohibitively high
feedback overhead when M and K are large. Therefore,
research has focused on devising schemes that impose less
computational complexity and feedback requirements but still
achieve most of the sum-rate promised by DPC. The compu-
tational cost and feedback overhead associated with DPC are
discussed in Sec. III-D.

Remark 1: When each user has L receive antennas, the aver-
age sum-capacity (of DPC) scales as R(K)

sum = M log
(
PT
σ2M

)
+

M log((βr
∑N
n=1 α

2
n + βd) log(LK)) + M log(det R̄)1/M +

o(1). The result can be proved using a similar extension as
done in [21].

B. Random Beamforming
To serve multiple users simultaneously without having full

CSI at the BS, the RBF scheme was proposed in [18] that
constructs M random beams and on each beam transmits to
the user with the highest SINR. The only feedback required
from each user is its maximum SINR along with the beam
index on which the SINR is maximized, instead of M complex
numbers representing the estimate of hk as required by DPC.
The process of RBF is explained in detail below.

At the start of each coherence interval, the BS generates
M random orthonormal beamforming vectors φm of size
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M × 1 for m = 1, . . . ,M , according to an isotropic distri-
bution. A straightforward way to generate the RBF matrix,
Φ = [φ1, . . . ,φM ], containing the M isotropically distributed
(i.d.) orthonormal beamforming vectors is outlined in [32].
The method entails that we first generate a M ×M random
matrix Y whose elements are i.i.d. CN (0, 1) RVs and then
perform its QR (Gram-Schmidt) factorization as Y = ΦT,
where Φ is an i.d. unitary matrix and T is an upper triangular
matrix. This yields the RBF matrix Φ as Φ = YT−1. The
proof that Φ is indeed i.d. with orthonormal vectors can be
found in [32, Appendix A].

Then at time-slot t, the BS multiplies the mth beamforming
vector φm with the mth transmit data symbol denoted as
s̃m(t), such that the transmitted signal vector is given as

s(t) =

M∑
m=1

φm(t)s̃m(t), t = 1, . . . , T. (11)

In this paper, we assume the data symbols to be i.i.d.
letters from codewords of a Gaussian capacity-achieving
codebook with E[s̃(t)s̃(t)H ] = PT

M IM , where s̃(t) =
[s̃1(t), . . . , s̃M (t)]T . The Tx signal vector then satisfies the
power constraint E[s(t)Hs(t)] = PT . After the coherence
interval of T channel uses, the BS chooses another set of
orthonormal vectors {φm} and constructs the signal in (11)
and so on. From now on, we drop the time index t for
simplicity.

The RBF scheme allows M users to be served simultane-
ously on the M random beams (i.e. on the M beamforming
vectors φm’s). These M out of K users are selected based on
their SINR feedback. Specifically during the training phase at
the start of a coherence interval, the BS transmits orthogonal
pilot symbols on the M random beams φm, m = 1, . . . ,M .
Denoting the pilot symbol transmitted on beam m as s̃(p)

m , with
the pilot symbols satisfying the same power constraint as data
symbols, the received signal yk at user k during the training
phase is

yk =

M∑
m=1

hHk φms̃
(p)
m + nk. (12)

User k then computes the following M SINRs by assuming
that s̃(p)

m is the desired signal and the others are interfering
signals:

γk,m =
|hHk φm|2

Mσ2

PT
+
∑
i6=m |hHk φi|2

, m = 1, . . . ,M. (13)

Note that the SINRs above, corresponding to m = 1, . . . ,M
beams, are computed at the user by correlating the received
signal yk in (12) one-by-one with each pilot symbol s̃(p)

m as
yks̃

(p)∗

m . Given the orthogonality of pilot symbols, this allows
the users to estimate hHk φm corresponding to m = 1, . . . ,M
beams, and hence compute the γk,m’s defined in (13). Also
note that the beams are associated with pilot symbols. There-
fore, the user uses the pilot symbols to know which beam (i.e.
which φm) it is processing and get the corresponding SINR
for that beam.

Once the user has computed γk,m for m = 1, . . . ,M beams,
it feeds back its maximum SINR, i.e. max

m=1,...,M
γk,m, along

with the beam index m (i.e. the index of φm) on which the
SINR is maximized. Once the BS has this partial CSI from
all users, it assigns the beamforming vector φm to transmit
data symbol s̃m to the user with the highest corresponding
SINR, i.e. on beamforming vector φm serve the user k′ =
arg max
k=1,...,K

γk,m. Using this scheduling, the BS constructs the

signal vector in (11). The sum average rate during downlink
transmission can then be written as [18]1

RRBF =

M∑
m=1

E
[
log

(
1 + max

k=1,...,K
γk,m

)]
+ o(1), (14)

where γk,m is given by (13) and o(1) represents the terms that
go to zero as K →∞.

Note that if user k has maximum SINR on two beams then
the BS has to schedule another (weaker) user on one of these
two beams resulting in a decrease in the sum average rate.
However, it is shown in [18] that the probability that user k
has maximum SINR on two beams goes to zero as K grows
large, and therefore the sum average rate is given by (14) with
o(1) added to represent the terms that go to zero with K.

The authors in [18] studied the behaviour of (14) for a MISO
Gaussian BC without an IRS, where hk ∼ CN (0, βdIM ), and
showed the resulting scaling law with K to be given as

R
(K)
RBF = M log(βd logK) +M log

PT
Mσ2

+ o(1). (15)

In this section, we will investigate the impact of the random
rotations IRS scheme on this scaling law. In [18], the sum
average rate does not depend on the distribution of φm’s
as multiplying the circularly symmetric complex Gaussian
vector hk ∼ CN (0, βdIM ) with a unitary vector does not
change its distribution. However for our correlated scenario,
the expectation in (14) depends on both the distribution of
φm’s and the distribution of hk’s and is written as

RRBF =

M∑
m=1

EΦ

[
Eh′ks|Φ

[
log

(
1 + max

k=1,...,K
γk,m

)]
|Φ
]

+ o(1), (16)

i.e., we first condition on Φ and calculate the expectation
over hk’s and subsequently take the expectation over Φ. The
distribution of γk,m given Θ (stated below) is calculated using
an approach similar to the one in [20], which studied the
correlated Gaussian BC.

Lemma 2: The CDF, Fs(x), and PDF, fs(x), of γk,m defined
in (13) for a given Φ under the channel model in (2) are given
as

1More rigorously the maximization in (14) over K should be performed
over the subset (or fraction εm) of users who report m as the maximizing
beam index. In practice, the users will not report beam index m when either
this was not the beam on which they observed the maximum SINR or they
did not receive that beam (due to channel being orthogonal to φm). However
as K grows large, the impact of this fraction on the average rate scaling
achieved on each beam will grow to zero because log(εmK) ≈ logK as
K →∞, which is why the definition in (14) with o(1) term added is utilized
[18], [20], [21], [31].
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Fs(x)=1− λM
det(R)

(
M−1∏
i=1

λiλM
x(λi − λM )

)
exp

(
− x

PT
σ2M λM

)
,

(17)

fs(x) =
1

det(R)
exp

(
− x

PT
σ2M λM

)
M−1∏
i=1

λiλM
x(λi − λM )(

qHMCqM
PT
Mσ2λM

−qHMBqM−
M∑
i=1

λ2
MqHi Cqi − λ2

iq
H
MCqM

λix(λi − λM )

)
,

(18)

where λi is the ith eigenvalue of Am ordered as λ1 <
· · · < λM , qi is the associated eigenvector, Am = (1 +

x)Λ1/2φ̄mφ̄
H
mΛ1/2 − xΛ, Λ is the result of the eigenvalue

decomposition of R, i.e. R = UHΛU , φ̄m = Uφm,
B = Λ1/2(φ̄mφ̄

H
m − IM )Λ1/2 and C = Λ1/2φ̄mφ̄

H
mΛ1/2.

Using the derived CDF and PDF of SINR, we develop the
scaling law of max

k=1,...,K
γk,m given Φ. Since γk,m are i.i.d.

across k (for a given Φ) due to the channels hk being i.i.d.
across k as discussed after Assumption 1, so the only condition
remaining to be checked to apply Lemma 1 on (16) is whether
the growth function satisfies (6). For this, we require the
following result.

Lemma 3: The maximum eigenvalue of Am(x), denoted as
λM (x), and the corresponding eigenvector qM (x) are given
by

λM (x) =
1

φ̄
H
mΛ−1φ̄m

, qM (x) =
Λ−1/2φ̄m√
φ̄
H
mΛ−1φ̄m

. (19)

Proof: The proof is provided in Appendix B.
Note that although Am is a function of x, its maximum

eigenvalue and corresponding eigenvector are not. Using this
result, we can verify the condition in (6) as follows.

Lemma 4: The distribution of γk,m given Θ satisfies the
condition (6) in Lemma 1 as follows.

lim
x→∞

g(x) = lim
x→∞

1− Fs(x)

fs(x)
=

PT

σ2M φ̄
H
mΛ−1φ̄m

≥ 0. (20)

Proof: The proof follows from using (17) and (18) to
obtain

g(x) =
λM

qHMCqM
PT
Mσ2 λM

− qHMBqM −
∑M
i=1

λ2
MqHi Cqi−λ2

iq
H
MCqM

λix(λi−λM )

.

It is obvious from the definition of A in Lemma 2 that
lim
x→∞

λi = −∞ for i 6= M (we showed that λM is independent

of x in Lemma 3). Therefore lim
x→∞

− λ2
MqHi Cqi

λix(λi−λM ) = 0 and

lim
x→∞

− λ2
iq
H
MCqM

λix(λi−λM ) = 0. Using the definition of λM and qM
from Lemma 3 and that of B from Lemma 2, we can obtain

lim
x→∞

qHMBqM = 0. The only non-zero term is
λ2
M

PT
Mσ2

qHMCqM
which

is simplified to obtain the result.
Lemma 4 therefore implies that max

k=1,...,K
γk,m − lK,m con-

verges in distribution to a limiting RV, where lK,m can be
found using Lemma 1. The resulting scaling law is stated
below.

Theorem 2: Consider the Gaussian BC in (2) comprising
of a BS with M antennas, an IRS with N elements and K
single-antenna users. Then under Assumption 1, with RBF at
the BS and random uniform phase allocation at the IRS, the
sum average rate scales as

R
(K)
RBF = M log((βr

N∑
n=1

α2
n + βd) logK) +M log

(
PT
σ2M

)

+

M∑
m=1

Eφm

[
log

1

φHmR̄−1φm

]
+ o(1),

for large K, where R̄ = 1
βr
∑N
n=1 α

2
n+βd

R.
Proof: The proof can be found in Appendix C.

Remark 2: The implementation of the scenario described in
Theorem 2 is as follows. At the start of each coherence inter-
val, the M -antenna BS generates M random orthonormal i.d.
beamforming vectors φm ∈ CM×1, m = 1, . . . ,M according
to the Gram-Schmidt decomposition method described at the
start of Sec. III-B, while the IRS applies a set of N phase
shifts θn, n = 1, . . . , N across the N reflecting elements,
which are drawn from the uniform distribution over [0, 2π].
The IRS continues to apply the same set of phase shifts
during the training phase and the downlink transmission phase
of the coherence interval. During the training phase, the BS
transmits M pilot symbols on the M random beams (i.e. on
φm’s) and each user measures the M downlink SINRs γk,m
defined in (13). Each user then feeds back its maximum SINR
i.e. max

m=1,...,M
γk,m, along with the beam index m on which

the SINR is maximized. Once the BS has this partial CSI, it
assigns the beamforming vector φm to transmit data symbols
to the user with the highest corresponding SINR, i.e. on
beamforming vector φm transmit to user k′ = arg max

k=1,...,K
γk,m.

Using this scheduling, the BS constructs the signal vector in
(11) and starts data transmission. After the coherence interval
of T channel uses, the BS chooses another set of beamforming
vectors φm’s and IRS applies another set of uniformly drawn
random phase shifts and the process is repeated. The sum
average rate scaling for this framework is provided in Theorem
2.

To complete the result in Theorem 2, it remains to calculate
the expectation Eφm

[
log 1

φHmR̄−1φm

]
. The final scaling law

after evaluating this expectation is given in Theorem 3 below.
Theorem 3: Under the setting of Theorem 2, the sum average

rate scaling of RBF is given as

R
(K)
RBF=M log

(
PT
σ2M

)
+M log((βr

N∑
n=1

α2
n + βd) logK)

+M log(λ1(Λ̄))+M

N∑
i=1

ηi

(
−1

λi(Λ̄)

)M−1

log

(
λi(Λ̄)

λ1(Λ̄)

)

+M

N∑
i=1

ηi

M−1∑
l=1

(
M − 1

l

)
1

l

(
1

λ1(Λ̄)l
− 1

λi(Λ̄)l

)
(
− 1

λi(Λ̄)

)M−1−l

+ o(1), (21)
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where R̄ = UHΛ̄U, λi(Λ̄) is the ith diagonal element of Λ̄
and λ1(Λ̄) < · · · < λM (Λ̄).

Proof: The expression of Eφm
[
log 1

φHmR̄−1φm

]
is derived

in Appendix D. Plugging this expression in Theorem 2 yields
Theorem 3.

The expression is involved but yields some insights. There
is an increase in the sum average rate as compared to (15) by
a factor of M log

(
βr
βd

∑N
n=1 α

2
n + 1

)
. However, there is also

a decrease corresponding to
∑M
m=1 Eφm

[
log 1

φHmR̄−1φm

]
, due

to the correlated nature of the channel.
Remark 3: The analysis can be extended to the scenario with

L antennas at each user. A direct extension is to treat each re-
ceive antenna as an independent user and have effectively LK
single antenna users [18]. Therefore, each user will feed back
L times the amount of information because corresponding to
each receive antenna i, i = 1, . . . , L the user needs to feed
back the maximum SINR, i.e. arg max

m=1,...,M
γi,m along with the

maximizing beam index m. The BS then assigns beamforming
vector φm, m = 1, . . . ,M to transmit data symbols to the
antenna of the user with the highest SINR, i.e., arg max

i=1,...,LK
γi,m.

Since the maximization is over LK i.i.d. RVs, the scaling law
will be the same as the one in Theorem 3 with logK replaced
by log(LK).

The results can be extended, using some involved analysis,
to the case where at most one beam is assigned to each user by
computing the overall SINR of each user instead of the SINR
for each receive antenna separately. However, this is beyond
the scope of this work.

C. Deterministic Beamforming

We also study the case where the matrix Φ is fixed over
all channel uses and refer to this scheme as DBF [20]. The
analysis stays the same as that for RBF, except that we do not
need to take the expectation over Φ in Theorem 2. The sum
average rate is then written as

R
(K)
DBF = M log

(
PT
σ2M

)
+M log((βr

N∑
n=1

α2
n + βd) logK)

+

M∑
m=1

log
1

φ̄
H
mΛ̄
−1

φ̄m
+ o(1), (22)

for large K, where φ̄m = Uφm and UHΛ̄
−1

U is the
eigenvalue decomposition of R̄−1. An interesting special case
will be when Uφm are columns of the identity matrix. In
this case, the DBF matrix Φ is equal to UH and therefore

1

φ̄HmΛ̄−1φ̄m
= λm(R̄). This leads to

∑M
m=1 log 1

φ̄HmΛ̄−1φ̄m
=∑M

m=1 log λm(R̄) = log det(R̄). Thus we obtain the follow-
ing result.

Theorem 4: Consider the Gaussian BC in (2) comprising of
a BS with M antennas, an IRS with N elements and K single-
antenna users. Then under Assumption 1, the DBF scheme at
the BS and random phase rotations at the IRS, the sum average
rate scales as

R
(K)
DBF = M log

(
PT
σ2M

)
+M log((βr

N∑
n=1

α2
n + βd) logK)

+M log(det(R̄))1/M + o(1). (23)

As compared to the sum average rate scaling in the
conventional MISO BC given by (15), we see that the
random-rotations IRS scheme increases the sum-rate by
M log

(
βr
βd

∑N
n=1 α

2
n + 1

)
and decreases it by | log(det R̄)|

since det R̄ ≤ 1. This also proves that the right hand side of
the upper bound on the average sum-capacity scaling in (48) is
achievable, and thus (23) acts as a lower bound to the average
sum-capacity scaling and completes the proof of Theorem 1.

D. Complexity and CSI Overhead Comparison

So far we have developed the scaling laws of the average
sum-capacity and the sum average rate for different transmis-
sion schemes at the BS while employing the random rotations
scheme at the IRS. The main motivation behind using the
random rotations scheme at the IRS is as follows. Unlike
the coherent beamforming scheme where the IRS phase shifts
need to be optimized based on the instantaneous CSI of IRS-
user (h2,k ∈ CN×1) and BS-user (hd,k ∈ CM×1) channels,
the proposed scheme does not require the availability of the
instantaneous CSI of these individual IRS-assisted and direct
channels to implement the random phase shifts. The only
CSI needed is, therefore, at the BS of the overall channel
hk ∈ CM×1 to implement the beamforming transmission
scheme. This saves the large training overhead associated
with the estimation of h2,k’s and hd,k’s [14]. Also, the
random rotations scheme reduces the system complexity since
optimizing IRS-phase shifts at the pace of fast-fading channels
is not required.

In this part, we discuss the computational complexity and
CSI feedback overhead associated with the beamforming
schemes considered at the BS. The sum-capacity of a Gaussian
BC is achieved by DPC [22], based on the idea that when the
interference caused by other users’ signals is known at the
BS in advance (non-causally), it is possible to achieve the
same capacity as if there was no interference by successively
encoding the users while preserving the power constraint. DPC
is well-known to be extremely computationally intensive to
implement due to the high computational burden of successive
encoding and decoding [33]. The exact complexity in terms of
the number of complex arithmetic operations largely depends
on the implementation of the DPC based optimal algorithm.
An efficient iterative algorithm was proposed by Jindal et al
in [34], which requires O(M2K2) operations per iteration.
To circumvent this problem, many works advocate the use of
the linear zero-forcing (ZF) beamforming to create orthogonal
channels between the BS and users. Since in our setting,
K >> M , so we consider ZF with user selection (ZFS) from
[33] as a benchmark scheme in the simulations, wherein the
user selection procedure has a computational complexity of
O(M3K) while ZF with M selected users has a complexity
of O(M3) [35]. Both DPC based algorithms and ZF require
full CSI feedback from all users to the BS. Therefore, each
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user needs to feedback 2M real numbers corresponding to
hk ∈ CM×1 to the BS at the start of each coherence interval.

We then studied two low-complexity beamforming schemes
that require partial CSI at the BS. Both RBF and DBF
require each user to feedback only one real number (its
maximum SINR) and the corresponding beam index (an
integer) to the BS at the start of each coherence interval,
which is significantly less than the CSI overhead associated
with DPC-based and ZF schemes. In terms of implementation,
RBF requires M random orthonormal beams φm’s to be
generated according to an isotropic distribution, which has a
computational complexity of O(M3) per coherence interval.
DBF requires the beamforming matrix Φ to be set as UH

obtained from the eigenvalue decomposition of R̄−1, which
also has a computational complexity of O(M3). However this
computation does not need to be performed per coherence
interval but only when the large-scale channel statistics change
after several coherence intervals. The user selection algorithm
(i.e. finding the user with maximum SINR on each beam) at
the BS for both RBF and DBF has a computational complexity
of O(KM), which is significantly less than that of ZFS.

Overall, both RBF and DBF impose a significantly lower
CSI feedback overhead than DPC and ZFS. The associated
user scheduling scheme for RBF and DBF also has a reduced
complexity. These observations are summarized in Table I,
along with the computational complexity and CSI feedback
results for the random rotations IRS scheme and the bench-
mark coherent IRS beamforming scheme (implemented in
simulations using exhaustive search with Q phase shift levels).

IV. ENERGY EFFICIENCY OPTIMIZATION

In this section, we optimize the IRS-assisted MISO BC
in terms of EE by using the sum-rate results developed in
last section. Current works that study the EE of IRS-assisted
MISO BC consider coherent beamforming schemes at the IRS
under perfect CSI assumption. Different from these works, we
consider the random rotations scheme at the IRS and DBF (or
RBF) at the BS. Under this framework, no CSI is needed
at the IRS since it just introduces random phase-shifts from
the uniform distribution and only partial CSI is needed at the
BS to implement DBF or RBF. Under this setting, we aim to
obtain the optimal system configuration parameters, including
the numbers of BS antennas M and IRS elements N and
the Tx power PT , that maximize EE. The main analysis is

presented for DBF at the BS and extends straightforwardly to
RBF as well.

A. Problem Formulation

We first describe the power consumption model, which will
consist of the Tx power PT at the BS, the circuit power Pc
consumed at the BS and users, the static power Ps,B consumed
at the BS and the power PIRS consumed at the IRS. The total
power consumed is given as

Ptot = (1/ζ)PT + Pc + Ps,B + PIRS , (24)

where ζ is the power amplifier efficiency. The circuit power
model is given as [36]

Pc = M(PDAC + Pmix + Pfilt)︸ ︷︷ ︸
Consumed by the BS

+M(PLNA + Pmix + Pfilr + PADC)︸ ︷︷ ︸
Consumed by the M users

, (25)

where Pmix, Pfilt, Pfilr, PLNA, PDAC and PADC represent
the power consumed in the mixer, filters of transmitter and re-
ceiver, low noise amplifier, digital-to-analog converter (DAC)
and analog-to-digital converter (ADC), respectively. The IRS
power consumption is given as PIRS = NPn + Ps,I , where
Pn is the power consumed by one IRS element and Ps,I is
the static power consumption of the IRS. The total power can
then be written in a compact form as

Ptot = APT +BM + CN +D, (26)

where A = 1
ζ , B = PB + PU , PB = PDAC + Pmix + Pfilt,

PU = PLNA + Pmix + Pfilr + PADC , C = Pn and D =
Ps,B + Ps,I .

Since the focus of this work is on the large K regime, we
utilize the sum average rate scaling expression R(K)

DBF derived
in (23) to formulate the EE scaling expression under DBF as

EE(K) =

M log((βr
∑N
n=1 α

2
n + βd) logK) +M log

(
PT
σ2M

)
+ log det(R̄)

APT +BM + CN +D
,

(27)

where R̄ = 1
βr
∑N
n=1 α

2
n+βd

(βrH1diag(α2
1, . . . , α

2
N )HH

1 +

βdIM ).

TABLE I: Computational complexity and feedback overhead comparison of considered beamforming schemes at the BS and
IRS. All values are provided per coherence interval.

Scheme Feedback Complexity of Beamforming Complexity of User
(in real numbers) (for M selected users) Selection

Base Station
ZFS [33] 2KM O(M3) O(M3K)
RBF 2K [18] O(M3) O(MK)
DBF 2K [18] O(M3) O(MK)
IRS
Random rotations None O(N) -
Coherent BF 2KN + 2KM O(QN ) -
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To determine the optimal values of the number of BS
antennas M∗, the number of IRS elements N∗, and the optimal
power P ∗T , we consider the following problem:

(P1) max
M,N,PT

M log((βr
∑N
n=1 α

2
n + βd) logK)

+M log
(
PT
σ2M

)
+ log det(R̄)

APT +BM + CN +D
,

(28)

subject to constraints on the maximum number of deployable
transmit antennas and IRS reflecting elements, i.e. M ∈M =
{1, . . . ,Mmax} and N ∈ N = {1, . . . , Nmax}, and on the
maximum feasible Tx power, i.e. PT ≤ Pmax.

To explicitly show the dependence of det(R̄) on M and
N , we express the determinant of R̄ ∈ CM×M using Leibniz
formula and the definition of H1 in (3) to obtain det(R̄) =

M !∑
i=1

σi∈SM

sgn(σi)
M∏
m=1

βr
∑N
n=1 α

2
n exp

(
j 2π
λ (l(m),(n1,n2)

− l(σi(m)),(n1,n2))
)

+ βdIM (m,σi(m))

βr
∑N
n=1 α

2
n + βd

,

(29)

where SM ∈ RM×M ! represents the set of all M ! permutations
of [1, . . . ,M ], where each permutation denoted as σi ∈ RM×1

is the ith column of SM . Moreover sgn(σi) denotes the
signature of σi which will be 1 if σi is an even permutation
and −1 if σi is an odd permutation.

Finding the optimal solution of (28) with affordable com-
plexity is complicated due to the fact that two of the three
variables are discrete and also that both M and N appear as the
upper limits of sums and products terms as seen in (29), which
prevents us from using standard gradient-based methods. For
these reasons, we will consider both the maximization of the
exact objective of (28) by line searches methods, and the
maximization of a bound of this objective.

Note that the problem (P1) can be similarly formulated
under RBF by using the sum-average rate scaling R

(K)
RBF ,

derived in (21), as the numerator of EE(K) in (28).

B. Exact Solution of Problem (P1)

The global solution of Problem (P1) can be determined by
an exhaustive search in the set S = {M × N × [0, Pmax]}.
Using a step size δ to search the continuous set [0, Pmax],
this approach requires MmaxNmaxPmax/δ computations and
comparisons of the values of the objective function of (28).
Although globally optimal, this technique might be too de-
manding for large values of Mmax and Nmax, or for low
values of δ.

A first approach to reduce the computational complexity
is based on the use of alternating maximization to optimize
(28) with respect to M , N , and PT one variable at a time,
while keeping the other two fixed. Formally, denoting by
F (M,N,PT ) the objective of Problem (P1), an alternating
maximization algorithm for Problem (P1) can be stated in
Algorithm 1.

The convergence of Algorithm 1 is ensured by the fact that
at each step the objective function does not decrease. Since EE

can not grow to infinity, Algorithm 1 must eventually converge
in the value of the objective. As for its complexity, Algorithm
1 requires two exhaustive searches in each iteration to optimize
M and N , while the optimization with respect to PT can be
carried out in a semi-closed-form, as shown next.

Theorem 5: For any fixed M and N , the objective function
of Problem (P1) admits a unique maximizer with respect to
PT , which is given by

P̄T = min{P ?T , Pmax}, (30)

where P ?T is obtained as the root of

d+
c

PT
− db− d log(aPT ) = 0. (31)

Proof: Define a = 1
σ2M , b = log((βr

∑N
n=1 α

2
n +

βd) logK) + 1
M log det(R̄), c = BM+CN+D

M and d = A
M .

The objective function in (28) can be written as a function of
PT as

EE(K) =
log(aPT ) + b

dPT + c
. (32)

Then, the first-order derivative of (32) is positive whenever

d+
c

PT
≥ db+ d log(aPT ) , (33)

which is verified for PT → 0 and not verified for PT →
∞, implying that the function (32) has at least one stationary
point.

Next, let us observe that the objective (32) as a function
of only PT , has a strictly concave numerator and an affine
denominator. As a result, it is a strictly pseudo-concave
function, being the ratio between a strictly concave function
and an affine function. Strictly pseudo-concave functions are
known to be either monotonically increasing or to admit a
unique stationary point, which coincides with the function’s
global maximizer. As for the objective in (32), there exists
a unique stationary point, say P ?T , because we have found
the condition in (33) to be verified for PT → 0 and not
for PT → ∞. The theorem then follows from the constraint
PT ≤ Pmax.

Denoting by I the number of iterations until convergence,
Algorithm 1 requires IMmaxNmax evaluations and compar-
isons of the objective of Problem (P1), plus I evaluations
of (30). While the number of iterations I for convergence is
not known in advance, it is typically of the order of a few
units. Moreover, P ?T in (30) can be conveniently evaluated

Algorithm 1 Alternating Maximization for Problem (P1)

Set M = M̄ ∈ M, N = N̄ ∈ N , PT = P̄T ∈ [0, Pmax];
F = F (M̄, N̄ , P̄T );
while |F̄ − F | ≥ ε do

F̄ = F ;
P̄T = arg maxPT F (M̄, N̄ , PT );
M̄ = arg maxM F (M, N̄, P̄T );
N̄ = arg maxN F (M̄,N, P̄T );
F = F (M̄, N̄ , P̄T );

Output M̄ , N̄ , P̄T
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using standard numerical methods for solving transcendental
equations, e.g. bisection search applied to (31).

Remark 4: The global solution under RBF can be similarly
determined by an exhaustive search in the set S = {M×N ×
[0, Pmax]}, where the objective function evaluated in (P1) is

R
(K)
RBF

APT+BM+CN+D , where R
(K)
RBF is given in (21). Similarly

the alternating optimization in Algorithm 1 will be the same
for RBF as well, with the objective of (P1), denoted by
F (M,N,PT ), given as R

(K)
RBF

APT+BM+CN+D . The definition of
b in Theorem 5 to find P ∗T will be b = log((βr

∑N
n=1 α

2
n +

βd) logK) + Eφ
[
log 1

φHmR̄−1φm

]
, where the expression of

Eφ
[
log 1

φHmR̄−1φm

]
has been derived in Appendix D.

C. Low-Complexity Solution of Problem (P1)

The methods just developed involve an exhaustive search
either in two or three dimensions. Instead, in this section we
optimize an upper bound on the objective function of Problem
(P1) that does not require any exhaustive search. To this end,
we proceed as follows.

Note that in the objective function in (28), log(det(R̄)) ≤ 0
with equality when R̄ = IM . This is because the value of
det(R̄) is between 0 and 1, as discussed in Sec. III. The value
of log det(R̄) will therefore determine the rate loss caused by
the correlation introduced into the channel by the BS-IRS LoS
link H1. This observation allows us to upper bound the EE
scaling under DBF (as well as RBF) under the assumption that
αn = α, ∀n2 as

EE(K) ≤
M log((Nα2βr + βd) logK) +M log

(
PT
σ2M

)
APT +BM + CN +D

.

(34)

In this part we will focus on optimizing this bound on
EE instead of the exact objective function in Problem (P1),
resulting in the following optimization problem.

(P2) max
M,N,PT

M log((Nα2βr + βd) logK) +M log
(
PT
σ2M

)
APT +BM + CN +D

,

(35)

subject to M ∈ M = {1, . . . ,Mmax}, N ∈ N =
{1, . . . , Nmax} and PT ≤ Pmax.

We would stress that the reason we are considering the
upper-bound on the EE as an objective function here is to
develop a low-complexity method to obtain the solutions for
M , N and PT , that achieve EE values close to those yielded
by the exact algorithms developed in the last subsection. We
will numerically study the true EE performance (i.e. the value
of the function in (28)) under the values of M , N and PT
obtained by solving (P2), in a realistic setting. Interestingly,
we will see that the true EE performance under the solution
of (P2) is close to the EE performance under the solutions of
the exact Problem (P1).

We would also remark here that theoretically the upper
bound on EE in (34) starts to approach the exact EE in

2Note that the assumption αn = α, ∀n is made in almost all existing
papers on IRS-assisted systems since the reflecting elements in a single IRS
will generally have the same construction.

(28) when H1H
H
1 = NIM which results in R̄ = IM and

log det(R̄) = 0. This implies that as the rows of the LoS
channel matrix H1 in (3) become orthogonal, the bound starts
to become tight. The criteria to achieve full orthogonality
in terms of the array parameters at the BS and IRS has
been derived for a URA at the IRS in [30], and requires
the distance between the BS and the IRS, denoted as D̄, to
become extremely small or the number of elements in the
IRS to become very large, especially at the current mmWave
frequencies.

Although H1 in (3) is observed to have a high rank for small
to moderate BS-IRS distances (under the considered spherical
wave model), high rank does not guarantee full orthogonality.
In fact, in most practical settings H1 will not have orthogonal
rows since the condition for orthogonality discussed above will
not hold, so the bound will not be tight. However, we stress
that the fact that the bound is not tight does not directly impact
the accuracy of the optimization. The important thing is to see
if the resulting EE performance under the obtained maximizers
is close irrespective of whether the functions in (28) and (35)
are close or not. For example: the authors in [37] used upper
and lower bounds on the rate and EE that are not tight to find
the optimal IRS beamforming and other system parameters.
The maximizers they obtained, when plugged into the true
objective functions, yielded very good results. Since we have
already provided two exact methods to solve (P1) in the last
section, here we are trying to develop a more computationally-
friendly method that can be employed when computational
cost is an issue. The performance gap between (P1) and (P2)
will reduce as D̄ becomes smaller, since the bound becomes
closer (although not fully tight) to the true EE function.

A low-complexity solution for (P2) is now developed using
alternating optimization of the variables M , N , and PT and
noting that (35) lends itself to a semi closed-form maximiza-
tion with respect to all three variables. Let us analyze the
optimization of M , N , and PT separately.

1) Optimization of PT , for fixed M and N : It can be seen
that when M and N are fixed, (35) can be expressed as in
(32), with a = 1

Mσ2 , b = log((Nα2βr + βd) logK), c =
BM+CN+D

M and d = A
M . Then, the maximization of (35) with

respect to PT can be carried out following the same reasoning
as that in Theorem 5, which leads to the maximizer

P̄T = min{Pmax, P ?T } , (36)

with P ?T the unique solution of (31).
2) Optimization of M for fixed N and PT : Defining χ =

log((Nα2βr + βd) logK), β = PT
σ2 , ω = APT + CN + D,

δ = B, the objective to maximize in (35) can be written as

EE(K) =
χM +M log β

M

δM + ω
. (37)

Then, the optimal integer M that maximizes (37) is determined
in the following theorem.

Theorem 6: The maximizer of the EE function in (37) in
set {0, 1, . . . ,Mmax} is given by

M̄ = max{EE(dM̃e),EE(bM̃c)} , (38)
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wherein M̃ = min{Mmax,M
?} and M? is the unique

solution of the equation

χ+ log β − 1− log(M) =
δM(χ+ log β − logM)

δM + ω
, (39)

in the set M ∈ [0,Mmax].
Proof: In order to show the result, it is convenient to

study first the maximization of (37) in the continuous set
[0,Mmax]. We can see that the numerator of (37) is a strictly
concave function whereas the denominator is clearly affine
with M . Therefore (37) is a strictly pseudo-concave function.
Moreover, the first-order derivative of (37) is positive if

χ+ log β − 1− log(M) ≥ δM(χ+ log β − logM)

δM + ω
, (40)

which is verified for M → 0, and not verified when M →∞.
Thus, (37) must admit at least one stationary point, which is
unique given the pseudo-concavity of (37). Then, denoting by
M? the unique solution of (40), the M that maximizes (37)
is M̃ = min{Mmax,M

?}. The optimal integer M̄ in the set
{0, 1, . . . ,Mmax} can then be found as (38).

3) Optimization of N for fixed M and PT : Defining τ =
M log PT

σ2M + M log logK, γ = APT + BM + D, δ = C,
the objective to maximize in (35) with respect to N can be
written as

EE(K) =
M log(Nα2βr + βd) + τ

δN + γ
. (41)

The optimal integer N that maximizes (41) is determined in
the following theorem, whose proof follows along the same
lines as that for Theorem 6.

Theorem 7: The maximizer of the EE function in (41) in
the set {0, 1, . . . , Nmax} is given by

N̄ = max{EE(dÑe),EE(bÑc)} , (42)

wherein Ñ = min{Nmax, N?} and N? is the unique solution
of the equation

(δN + γ)

(
Mα2βr

Nα2βr + βd

)
= δM log(Nα2βr + βd) + δτ.

(43)
Thus, denoting by Fu the objective function of Problem

(P2), an alternating maximization algorithm is formally stated
in Algorithm 2, which does not require any exhaustive search.
The performance of this low-complexity algorithm as com-
pared to the exact methods will be numerically studied in the
next section by evaluating the true EE in (28) using the values
of M̄ , N̄ and P̄T obtained using Algorithm 2.

Algorithm 2 Alternating Maximization for Problem (P2)

Set M = M̄ ∈ M, N = N̄ ∈ N , PT = P̄T ∈ [0, Pmax];
Fu = Fu(M̄, N̄ , P̄T );
while |F̄u − Fu| ≥ ε do

F̄u = Fu;
Set P̄ as in (36); Set M̄ as in (38); Set N̄ as

in (42);
Fu = Fu(M̄, N̄ , P̄T );
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Fig. 2: Sum average rate for M = 2. Simulated (Sim.) and
theorem (Th.) results plotted.
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Fig. 3: Sum average rate for M = 4, N = 32. Both Sim. and
Th. results are plotted.

V. SIMULATIONS

Simulations results are obtained under the parameter values
described in Table II. Since the results are derived for a
homogeneous network so we set the IRS-user path loss β2

and BS-user path loss βd as the mean of the path loss of
all users. We consider 5 dBi elements at the BS and IRS
and penetration losses of 10dB for the IRS-assisted link and
25dB for the direct link. The reflection coefficient αn = 1,
∀n, as assumed in almost all works on IRS-assisted systems,
motivated by the significant advancements made in the design
of lossless metasurfaces [38].

We first study in Fig. 2 the sum average rate performance
against K under RBF and DBF at the BS and the random
rotations scheme at the IRS in a MISO BC. The sum-rate
is seen to increase with K due to the multi-user diversity
effect, i.e. as the number of users increases, it becomes more
likely to have some users close to their channel peaks. By
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scheduling these users, the sum average rate increases with K.
The simulated sum-rate plotted using (14) is shown to scale
according to Theorem 3 for RBF and Theorem 4 for DBF
as K grows large (i.e. have approximately the same slope).
As seen in the derived scaling laws, the random rotations
IRS scheme provides a sum-rate gain of M log

(
Nα2 βr

βd
+ 1
)

over the conventional system but also causes a rate loss of
approximately log det R̄ due to the correlation introduced by
H1. Fig. 2 shows that the positive effect of the improved
array gain outweighs the rate loss caused by the correlation
resulting in a significantly better performance than the system
without IRS. In Fig. 2, we see that introducing an IRS yields
approximately a 3.3 and 5 bit/transmission improvement with
N = 16 and 64 elements respectively under DBF as compared
to the system without IRS.

We also show the performance of ZFS [33] discussed in
Sec. III-D, where instead of sending random beams to the
strongest users, users are selected on the basis of the full
CSI and zero-forcing is employed at the BS. The IRS still
continues to employ random phase rotations. The ZFS scheme
is shown to achieve a significant portion of the average sum-
capacity promised by DPC in [33] and is therefore considered
here for comparison, since online implementation of DPC
based schemes is computationally prohibitive for large K. We
observe that the sum average rate scaling (i.e. the slope of
the curves) under this scheme and DBF are approximately
the same as K becomes large, confirming that DBF (without
requiring instantaneous CSI) asymptotically achieves the same
scaling as ZFS that requires full CSI from all users.

In Fig. 3, we plot the same results for M = 4 and N = 32.
The sum average rate increases with M since a higher number
of users are simultaneously served but the gain is not linear
due to the decrease in the SNR term PT

Mσ2 with M . The
convergence of the slope of the simulated sum average rate
to the scaling law slows down for large M , with a higher
K needed to obey the scaling laws. This is in accordance
with the result in [18] that the number of users should grow
exponentially in M to obey the scaling laws. However, 5G
networks target to provide massive connectivity making the
studied regime relevant. Here we also remark that the scaling
laws in Theorem 3 and Theorem 4 describe how the sum
average rate in (14) “scales” for large K and are not to be
considered as its approximations.

Next, we discuss how the performance of the proposed ran-
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dom rotations IRS scheme compares to coherent beamforming,
where the IRS phase shifts are optimized based on instanta-
neous CSI. The coherent IRS beamforming is implemented
using exhaustive search for N = 6 as follows. The BS obtains

TABLE II: Simulation parameters.

Parameter Value Parameter Value
BS position (0, 0) IRS position (0, 50m)
Users positions (x, y) ∈ [−30, 30]× [50, 130] Bandwidth 20MHz
Noise level σ2 −80dBm N1 8

Path loss model 10−C/10

dα C 30dB
α 2.2 (β1), 2.8 (β2), 3.5 (βd) [5] H1 (3)
θBS , θIRS 0 φBS , φIRS

π
2

dBS , d(1)
IRS , d(2)

IRS λ Pmax 10dBW
Mmax, Nmax 6, 256 A 1.2
PB , Ps,B 20dBm, 30dBm PU , Pn 10dBm
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perfect CSI of the individual links (i.e. h2,k’s and hd,k’s) from
all users, which requires prohibitively long training time under
the estimation protocols in [12] and [14]. It then calculates

max
k=1,...,K

γk,m in (14) for every possible combination of phase-

shifts implementable using b-bit IRS phase shifters. That is,
each IRS element can employ a discrete phase shift chosen
from the set F = {0,4θ, . . . , (Q− 1)4 θ} where 4θ = 2π

Q

and Q = 2b. The sum average rate in (14) is computed
for all possible combinations of IRS phase shifts and the
combination (θ1 ∈ F , . . . , θN ∈ F) that maximizes the sum
rate is adopted in that coherence interval. Therefore, this serves
as a performance upper-bound for IRS-assisted MISO BC. The
performance of random rotations IRS scheme, in which the
IRS elements apply random phase rotations without requiring
any CSI while the BS implements DBF using partial SINR
feedback from users as explained in Sec. III-B, is also plotted.
For fairness in comparison, we draw the phase shifts for the
random rotations scheme randomly from the same discrete set
F used for exhaustive search. We also plot the performance
of the random rotations scheme under the scenario where the
IRS phase shifts are selected randomly from the continuous
range [0, 2π].

Interestingly, we observe in Fig. 4 that the sum average rate
gap between the random rotations scheme and coherent beam-
forming decreases with K. This is because as K increases,
it becomes more likely that even under the random rotations
scheme there are M users in the network who are in their
respective coherent beamforming configurations with respect
to the random phase shifts employed at the IRS, i.e. their
channels have the optimal relationship with the IRS phase-
shifts adopted in that coherence interval. By scheduling these
M strong users, the performance under random IRS phase
shifts starts getting closer to the scenario where IRS phase
shifts are chosen using exhaustive search based on full CSI.
This makes our scheme very desirable in the large user regime
especially under opportunistic scheduling (i.e. RBF, DBF).
Also note that while the performance of coherent beamforming
improves with the resolution of IRS phase shifters b, the
performance of the random rotations scheme is insensitive to
whether the phase shifts at the IRS are chosen from a discrete
set or a continuous set. This is because our scheme does not
exploit any reflect beamforming gains at the IRS but rather
just uses the IRS to increase the multi-user diversity effect by
increasing the variance of the channel elements, defined in (5),
by approximately a factor of N βr

βd
+ 1. This increase in the

range of channel fluctuations (which determines the multi-user
diversity gain) is independent of the choice of phase shifts at
the IRS.

Next we study the EE performance of the IRS-assisted

MISO BC under DBF at the BS and the random rotations
scheme at the IRS. The EE scaling is given by (27), with
parameters defined in Table II. The optimal values of the
number of BS antennas M∗, number of IRS elements N∗

and transmit power P ∗T are found using (i) exhaustive search
outlined in Section IV-B with δ = 0.01, (ii) Algorithm 1
which solves the exact problem in (P1), and (iii) Algorithm 2
which solves an upper bound on the exact problem specified
in (P2), for which we tabulate the actual EE in (27) (not
the upper-bound value). The performance without IRS is also
evaluated where M∗ and P ∗T are found using exhaustive
search. The results are tabulated in Table III. The performance
yielded by Algorithm 1 is very close to the global solution
obtained using exhaustive search with the former yielding an
EE of 17.80Mbits/J and the latter yielding 17.94Mbits/J. The
performance under Algorithm 2 yields a lower EE value of
around 14.17Mbits/J with higher numbers of BS antennas and
IRS elements needed to be activated. However, as the BS-
IRS distance is reduced to 25m, the bound in (34) becomes
closer to the true EE in (27) and the solution of Algorithm 2
(i.e. 12.61Mbits/J) becomes closer to the global solution (i.e.
13.36Mbits/J).

Here we remark that while Algorithm 2 leads to higher
values of M and N that need to be activated, this does
not necessarily lead to a higher hardware complexity. The
considered IRS-assisted system is built with Mmax antennas
at the BS and Nmax reflecting elements at the IRS, and a
subset of these are activated as a result of solving the EE
maximization problem. So, in any case, we need to build
the same hardware. While Algorithm 2 does not generally
perform as well as the exact algorithms, the performance gap
does significantly reduce for small values of D̄, for example
for D̄ = 25m, with the advantage of a significantly reduced
computational complexity. Therefore, Algorithm 2 is a useful
alternate method to optimize system parameters when D̄ has
small to moderate values and computational complexity is a
critical issue.

These numbers are also illustrated in Fig. 5, where we
plot EE(K) in (27) against Pmax for the optimal values M∗,
N∗ and P ∗T computed using exhaustive search, Algorithm 1
and Algorithm 2 under DBF at the BS and random rotations
scheme at the IRS. The maximum value taken by EE under
each optimization method at Pmax = 10dB matches the values
stated in Table III. The performance under all three methods is
much better than the system without the IRS. We also simulate
and plot the EE performance under ZFS scheme at the BS for
values of M∗, N∗ and P ∗T obtained using exhaustive search
under DBF. Note that the sum rate scaling of ZFS is not known
so we can not optimize the system parameters directly for ZFS
under our optimization framework. The EE under ZFS is better

TABLE III: EE performance under different algorithms.

D̄=50m D̄=25m
M∗ N∗ P∗

T Optimal EE(K) value M∗ N∗ P∗
T Optimal EE(K) value

Exhaustive 2 116 1.9 17.94 6 224 7.48 13.36
Algorithm 1 3 140 2.8 17.80 6 224 7.48 13.36
Algorithm 2 5 212 1.86 14.17 6 256 4.25 12.61
Without IRS 6 - 10 8.57 6 - 10 8.57
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than that under DBF, since ZFS achieves higher sum average
rate (at the cost of higher feedback overhead and complexity
as outlined in Table I).

Fig. 5 also shows that the performance gap between Algo-
rithm 1 and Algorithm 2 is noticeable for D̄ = 50m. However,
for D̄ = 25m, Algorithm 2 performs very close to Algorithm
1 and exhaustive search since the bound in (34) over which we
optimize in (P2) becomes closer to the true EE(K) in (27) that
is being plotted. Also notice that there are some jumps in the
EE curve under Algorithm 2 for intermediate values of Pmax,
because of optimizing the upper bound. These jumps represent
a change in optimal values of system parameters that increased
the bound but not the true function being plotted. However, for
Pmax > 0dB the jumps settle down and the curves eventually
saturate. To summarize, Algorithm 1 always performs very
close to the global solution obtained using exhaustive search
and promises large EE gains by using an IRS in the MISO BC.
Algorithm 2 can be utilized as a low-complexity alternative
when BS-IRS distance is not large (for example in small cell
settings) and computational cost is an important factor.

VI. CONCLUSION

This work makes the preliminary contribution of studying
the IRS-enabled random rotations scheme in an IRS-assisted
MISO BC, under which the reflecting elements only introduce
random phase rotations without requiring instantaneous CSI,
making it desirable in terms of implementation as compared
to coherent beamforming. Under this framework, we derive
the scaling laws of the average sum-capacity (achieved by
DPC under full CSI) as well as that of the sum average rate
achieved by RBF and DBF schemes under partial CSI at the
BS. We show that the random rotations scheme increases the
sum-rate by exploiting the multi-user diversity effect, but also
compromises the gain to some extent due to the correlation in
the IRS-assisted channel. The results are used to formulate the
EE scaling law, which is maximized in terms of the number of
BS antennas, IRS elements and transmit power. Simulations
show the proposed IRS scheme to approach the coherent
beamforming performance for a large number of users.

APPENDIX A
PROOF OF THEOREM 1

The IRS-assisted channel in (2) under the random rotations
scheme is statistically equivalent to hk = R1/2zk where zk ∼
CN (0, IM ) (4). The sum-capacity in (8) can then be written
as

Rsum = E
[

max
p1,...,pK∑K
k=1

pk=PT

log
(

det

(
R−1 +

1

σ2

K∑
k=1

pkzkz
H
k

)

det R
)]
. (44)

Using detA ≤
(

tr(A)
M

)M
and

∑K
k=1 tr(pkzkzHk ) ≤

max
k

tr(zkzHk )
∑K
k=1 pk = max

k
||zk||2PT yields

log det

(
R−1 +

1

σ2

K∑
k=1

pkzkz
H
k

)
≤M log

( 1

M
trR−1

+ max
k
||zk||2

PT
Mσ2

)
. (45)

All zk’s are i.i.d., so we can apply Lemma 1 to study the
behaviour of max

k
||zk||2. We note that Z = ||zk||2 has χ2(2M)

distribution. Using the PDF and CDF of a χ2(2M) RV,
we can verify the condition in (6) as g(z) = 1−FZ(z)

fZ(z) =

(M−1)! exp(−z)
∑M−1
i=0

zi

i!

exp(−z)zM−1 = (M − 1)!
∑M−1
i=0

zi−(M−1)

i! ≥ 0. Fi-
nally using 1−FZ(lK) = 1

K , we can show that max
k
||zk||2 be-

haves like lK = logK+(M−1) log logK+O(log log logK)
as K →∞. Therefore for large K, we obtain

R(K)
sum ≤M log

(
1

M
trR−1 +

PT
Mσ2

logK +O(log logK)

)
+ log det R + o(1). (46)

Using the fact that for large K,
log
(

1
M trR−1 + PT

Mσ2 logK +O(log logK)
)

=

log
( (

PT
Mσ2 logK

) ( trR−1

PT
σ2 logK

+ 1 + O
(

log logK
logK

)))
=

log PT
Mσ2 + log logK + o(1), we can further simplify (46) to

R(K)
sum ≤M log

PT
Mσ2

+M log logK +M log(det R)1/M + o(1).

(47)

Next we define R̄ = 1
βr
∑N
n=1 α

2
n+βd

R such that tr(R̄) = M ,
and write (47) as

R(K)
sum ≤M log

PT
Mσ2

+M log((βr

N∑
n=1

α2
n + βd) logK)

+M log(det R̄)1/M + o(1), (48)

for large K. This yields the desired upper bound to the average
sum-capacity scaling.

While the average sum-capacity is achievable using DPC,
we find that the asymptotic scaling in (48) is also achievable
using a low-complexity DBF scheme studied later in Sec.
III-C. Using Theorem 4 from Sec. III-C, we get

R(K)
sum ≥M log

PT
σ2M

+M log((βr

N∑
n=1

α2
n + βd) logK)

+M log(det R̄)1/M + o(1), (49)

for large K, confirming the result in (48) is achievable. Using
(48) and (49) yields Theorem 1.
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APPENDIX B
PROOF OF LEMMA 3

λM is the maximum eigenvalue of Am, which can be
written using the definition of Am as

λM = max
||u||2=1

uHAmu = max
||u||2=1

uH(Λ1/2φ̄mφ̄
H
mΛ1/2

− xΛ1/2
∑
i 6=m

φ̄iφ̄
H
i Λ1/2)u. (50)

The vector u that maximizes uHAmu is the associated
eigenvector qM of λM . Writing u =

∑M
i=1 αiΛ

−1/2φ̄i and
using the fact that φ̄is are orthonormal vectors, we have

uHAmu = uH(αmΛ1/2φ̄m − x
∑
i6=m

αiΛ
1/2φ̄i)

= α2
m − x

∑
i6=m

α2
i , (51)

The maximum value uHAmu takes is α2
m, which happens

when
∑
i 6=m α

2
i = 0, i.e. αi = 0 for i 6= m. As a result

λM = α2
m. The expression for αm can be obtained by noting

that ||u||2 = 1, so αm = 1√
φ̄HmΛ−1φ̄m

. Using this in u =∑M
i=1 αiΛ

−1/2φ̄i, we can obtain the expression of qM .
APPENDIX C

PROOF OF THEOREM 2
According to Lemma 4, max

k=1,...,K
γk,m − lK,m converges in

distribution to a limiting RV. Solving for lK,m using Lemma
1 and (17), while noting that λis are functions of lK,m we
obtain

λM (lK,m)

det(R)lM−1
K,m

(
M−1∏
i=1

λi(lK,m)λM (lK,m)

(λi(lK,m)− λM (lK,m))

)

exp

(
− lK,m

PT
σ2M λM (lK,m)

)
=

1

K
. (52)

Manipulation of this expression and defining clK,m =(∏M−1
i=1

λi(lK,m)λM (lK,m)
(λi(lK,m)−λM (lK,m))

)
yields,

lK,m =
PT
σ2M

λM (lK,m) logK − PT
σ2M

λM (lK,m)

log

(
(lK,m)M−1det(R)

λM (lK,m)clK,m

)
. (53)

To this end, note that Lemma 3 implies λM (x) does not
depend on x. Utilizing the expression of λM from Lemma
3 we obtain lK,m = PT

σ2M
1

φ̄HmΛ−1φ̄m
logK + O(log logK),

for large K and fixed M and N . Substituting lK,m for
max

k=1,...,K
γk,m in (16), we obtain the scaling law as

R
(K)
RBF =

M∑
m=1

Eφm
[

log
(

1 +
PT

σ2M φ̄
H
mΛ−1φ̄m

logK

+O(log logK)
)]

+ o(1). (54)

Next note that φ̄
H
mΛ−1φ̄m = φHmR−1φm. By defin-

ing R̄ = 1∑N
n=1 α

2
nβr+βd

R, we obtain φ̄
H
mΛ−1φ̄m =

1
βr
∑N
n=1 α

2
n+βd

φHmR̄−1φm. Substituting this back in (54)
completes the proof.

APPENDIX D
PROOF OF THEOREM 3

Denote the eigenvalue decomposition of R̄ as R̄ =
UHΛ̄U and define φ̄m = Uφm. The CDF expression
for y = 1

φHmR̄−1φm
= 1

φ̄HmΛ̄−1φ̄m
is given as FY (y) =

1 −
∑M
i=1 ηi

(
1
y −

1
λi(Λ̄)

)M−1

u
(

1− y
λi(Λ̄)

)
, where ηi =

1∏
j 6=i

(
1

λj(Λ̄)
− 1
λi(Λ̄)

) and λi(Λ̄) is the ith diagonal element of

Λ̄ ordered as λ1(Λ̄) < · · · < λM (Λ̄). Using this CDF,

E [log y] = FY (y) log(y)|λM (Λ̄)

λ1(Λ̄)
−
∫ λM (Λ̄)

λ1(Λ̄)

FY (y)
1

y
dy,

= log(λM (Λ̄))−
∫ λM (Λ̄)

λ1(Λ̄)

1

y
dy +

M∑
i=1

ηi

∫ λi(Λ̄)

λ1(Λ̄)

1

y(
1

y
− 1

λi(Λ̄)

)M−1

dy,

= log(λ1(Λ̄)) +

N∑
i=1

ηi

∫ λi(Λ̄)

λ1(Λ̄)

M−1∑
l=0

(
M − 1

l

)
1

yl+1(
− 1

λi(Λ̄)

)M−1−l

dy,

= log(λ1(Λ̄)) +

N∑
i=1

ηi

(
−1

λi(Λ̄)

)M−1

log y|λi(Λ̄)

λ1(Λ̄)

+

N∑
i=1

ηi

M−1∑
l=1

(
M − 1

l

)
y−l

(−l)

(
−1

λi(Λ̄)

)M−1−l

|λi(Λ̄)

λ1(Λ̄)
,

= log(λ1(Λ̄)) +

N∑
i=1

ηi

(
− 1

λi(Λ̄)

)M−1

log

(
λi(Λ̄)

λ1(Λ̄)

)

+

N∑
i=1

ηi

M−1∑
l=1

1

l

(
1

λ1(Λ̄)l
− 1

λi(Λ̄)l

)
(
M − 1

l

)(
− 1

λi(Λ̄)

)M−1−l

.
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