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Comparing Backscatter Communication and Energy
Harvesting in Massive IoT Networks

Rong Du™, Thomas Ohlson Timoudas

Abstract—Backscatter communication (BC) and radio-
frequency energy harvesting (RF-EH) are two promising tech-
nologies for extending the battery lifetime of wireless devices.
Although there have been some qualitative comparisons between
these two technologies, quantitative comparisons are still lacking,
especially for massive IoT networks. In this paper, we address
this gap in the research literature, and perform a quantitative
comparison between BC and RF-EH in massive IoT networks
with multiple primary users and multiple low-power devices
acting as secondary users. An essential feature of our model
is that it includes the interferences caused by the secondary
users to the primary users, and we show that these interferences
significantly impact the system performance of massive IoT
networks. For the RF-EH model, the power requirements of
digital-to-analog and signal amplification are taken into account.
We pose and solve a power minimization problem for BC, and
we show analytically when BC is better than RF-EH. The results
of the numerical simulations illustrate the significant benefits
of using BC in terms of saving power and supporting massive
IoT, compared to using RF-EH. The results also show that the
backscatter coefficients of the BC devices must be individually
tunable, in order to guarantee good performance of BC.

Index Terms— Backscatter communication, energy harvesting,
Internet of Things, power optimization.

I. INTRODUCTION

HE next generation of wireless communication systems

will be able to manage thousands of machine-type com-
munication or internet-of-things (IoT) devices, even inside
small geographic areas. Massive IoT devices, such as wireless
sensors for long term monitoring, have low requirements on
data rates, but instead have very strict requirements on cost
and lifetime, due to their limited battery capacity [1]. This
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places high requirements on IoT network sustainability. In the
following, we define a massive IoT network as a wireless
network that supports tens or hundreds of massive IoT devices,
inside an area of diameter up to a few hundred meters.

One well-known technology for improving the sustainability
of such massive IoT networks is based on radio frequency
energy harvesting (RF-EH) [2], which is a type of wireless
power communication (WPC). RF-EH uses an energy trans-
mitter that sends radio frequency (RF) waves to the low-power
IoT devices, which then harvest and store this energy. The
stored energy can then be used for information transmission
as needed. However, RF-EH suffers high path loss between
the transmitter and the IoT devices, which limits the potential
harvested energy. One idea for solving this problem, and
increasing the power that can be harvested, is to use multiple
antennas and energy beamforming to concentrate the transmit-
ted energy [3], [4]. Other ways to solve the problem is by using
a distributed antenna system (DAS) [5], or unmanned aerial
vehicles (UAVs) as mobile base stations [6], which could have
a better coverage performance than a traditional base station
with co-located antennas. Interference alignment is used in [7]
to add artificial noise that can be harvested for energy, and that
can prevent eavesdropping.

Another possible technology for network sustainability is
backscatter communication (BC) [8], [9]. Instead of harvesting
the RF energy and using it later, an IoT node could act as a
backscatter transmitter to modulate the data by switching its
antenna impedance state [8], to backscatter the signal from a
carrier emitter to the backscatter receiver. Compared to WPC,
BC has the following advantages: 1) It does not incur the RF
to direct current (RF-DC) conversion losses present in WPC
during the energy harvesting (EH) process; 2) A backscatter
transmitter does not convert the data to analog signals and does
not amplify the signal [10]. Therefore, it does not need digital-
to-analog converter (DAC) and power amplifier (PA) circuits,
which are the most power consuming components in generic
RF transceivers. Thus, BC offers great potential for enabling
green and sustainable IoT devices. However, traditional BC
systems suffer a major problem: the ambient signal may be
too weak, hindering applications of BC in dense networks.

To support the development of BC for green and sustainable
massive [oT networks, we must require the carrier emitter to be
controllable, to ensure that the signal reaching the backscat-
ter transmitter is strong enough. The carrier emitter should
also transmit information to its own destination, instead of
purely sending signals for backscattering devices, and network
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optimization should be used to improve system performance.
Therefore, we consider a system as shown in Fig. 1, which
contains a DAS base station, acting as the carrier emitter, that
needs to transmit some information to its own intended users,
the primary users in the network. At the same time, the base
station aims to support the massive IoT devices, which use BC
to transmit information to their own respective destinations
(BC receivers). The backscatter transmitters and receivers are
considered secondary transmitters and secondary receivers in
the system. The whole system should ensure that the quality
of service (QoS) requirements in terms of data rates are met
for all the users, while at the same time minimizing the total
power consumed at the base station.

To understand the potential benefits of using the system
we consider, we compare it to a similar system, in which the
IoT devices, instead of using BC, harvest RF energy from
the base station and transmit their data at a later time (we
call this (energy)-harvest-then-transmit (HTT) [11], [12] in
the following). We are interested in the comparison of the
backscatter and the energy harvesting solutions. We summarize
our main contributions and novelties as follows:

« We make a quantitative comparison between BC and HTT
in a massive IoT network, in the sense that all the para-
meters for the requirements are the same, with the only
difference being the application of either BC or HTT. For
each of these technologies, we formulate an optimization
problem. We take into account the most important factors
that are usually neglected in the literature, such as the
interferences caused by backscattering, and the power
consumption in digital to analog conversion and signal
amplification in HTT technologies, making the system
models more accurate and realistic. Our simulations
demonstrate that these factors should not be neglected,
especially for massive IoT networks.

o The two optimization problems above are difficult to
solve in general. For the BC case, we provide a numer-
ical algorithm to achieve the optimal solution, and a
closed-form solution for the special case when the base
station has a single antenna. For the HTT case, we can
establish a performance bound, which allows us to per-
form numerical comparisons between the two technolo-
gies. We also provide analytical results to show that the
BC technology outperforms the HTT technology under
selected conditions on the hardware parameters.

The algorithm for obtaining the optimal solution for BC in
the single-antenna case has appeared in our earlier conference
paper [13], for the case of a single primary user. Here,
we greatly extend the results in that paper to the cases of
multiple primary users, and provide the full proof of these
extended results in the Appendix.

The rest of the paper is organized as follows. In Section II,
we review related work about BC and WPC. In Section III,
we provide the details of the system model and formulate
optimization problems for the two technologies. We present
our analytical results in Section IV, based on which we
perform numerical studies in Section V. We summarize our
work in Section VI.

Notation: Bold, non-italic, upper-case Latin characters
(A,Q) denote matrices; bold, italic characters (o, P")
denote (column) vectors; and regular characters (i, V) rep-
resent scalars. Bold numbers (0, 1) denote vectors with all
elements equal to the corresponding number. Inequalities
involving vectors or matrices (v > x) are meant element-wise
(e.g., for every ¢, v; > x;). The transpose of a vector/matrix
is denoted v” or M7, and the conjugate transpose M.

II. RELATED WORK

The seminal work [8] presents the design and prototype of
an ambient BC system, which allows two devices to commu-
nicate by leveraging ambient RF signals from TV or cellular
transmissions. The backscatter transmitter uses a switch that
modulates the impedance of the antenna between reflective
and absorptive states to convey bits to its receiver. This design
avoids the process of generating radio waves at the device and
therefore uses less power and energy than traditional radio
communication. The work in [14] subsequently introduced
a multi-antenna design and a coding mechanism based on
CDMA to extend the communication range and allow con-
current transmissions. Several different modulation schemes
and signal detection algorithms for BC [15]-[17] have been
proposed to achieve this same goal. These designs successfully
showcase the great potential of using ambient backscatter
communication for low-power or battery-less devices.

There are several recent studies that optimize the per-
formance of backscatter communication systems. In [18],
the authors have studied a BC system with power domain
non-orthogonal multiple access (NOMA) and time division
multiple access. The backscatter transmitters can choose their
reflection coefficients to make the channel gains of different
backscatter transmitters more significant, and the receiver
decodes the data from multiple transmitters using successive
interference cancellation (SIC). The authors of [19] have
investigated a hybrid system where the transmitter can use
either BC or WPC to transmit data to its receiver. They have
analyzed the outage probability, coverage, and throughput of
the system using stochastic geometry. The authors of [20] have
formulated a throughput maximization problem for a system
that integrates wireless power transfer and BC. Similarly, [21]
studies throughput maximization for a time division multiple
access scheme, allowing a subset of the devices to backscatter
to nearby devices in each time slot. Time switching and power
splitting are used in [22] to maximize output capacity, letting
each device backscatter only on one channel, and harvest
energy from the remaining channels. Outage performance of
BC systems is studied in [23] using Monte-Carlo simulations.

Most of the works mentioned above only consider the
performance of the backscatter transmitters and their receivers
in isolation, ignoring the impact of interference caused by
the backscatter devices on the legacy (primary user) receivers
of the carrier emitter (or base station). In contrast to these,
we also take into account the legacy users in the system, with
the aim of ensuring that, even with the interference from the
backscatter devices, the throughput requirements of the legacy
users are met.
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An illustration of the system considered in this paper. A distributed antenna system is used to transmit information to its primary users, and the

wireless signals from the distributed antenna system are in turn leveraged by the massive IoT devices, considered secondary users, to transmit information to

their own destination.

One way to handle the interferences caused by the backscat-
tering devices is to apply time scheduling. That is, each
backscatter device is assigned a mini slot in which it may
backscatter the signal, while the other devices could harvest
the energy. Many studies have attempted to optimize such time
schedules, see e.g. [24]-[26]. However, the energy harvesting
models in these studies are oversimplified. The energy con-
sumption in the power amplifier and DAC are not considered.
Thus, the results may be over-optimistic. More importantly,
time scheduling schemes do not scale well with the number
of backscatter devices. The reason is that, when there are
many backscatter devices, a device may only get a very limited
time duration for data transmission. Moreover, guard time is
needed in practice to avoid interference, making such schemes
inefficient. Thus, these solutions may fail in massive IoT
networks. In our paper, instead of considering time scheduling,
we allow all backscatter devices to backscatter at the same
time, taking the interference into account, while carefully
optimizing the power of the base station and the backscatter
coefficients of the backscatter devices, to ensure that the QoS
requirements are met.

III. SYSTEM MODELS AND FORMULATION
OF THE PROBLEMS

We consider a massive [oT network, consisting of one
base station serving M primary users, and N secondary user
pairs (a transmitter paired with a receiver). The transmitter
of each secondary user pair is a low-power [oT device that
needs to send data to its corresponding receiver, such as a
gateway, which has greater computing and power capacity.
The secondary users are interested in taking advantage of
the “ambient” energy of the RF signals carrying information
to the primary users, not their content, using either BC or
HTT (we consider both cases in this paper), which is why the
network serves them only when the QoS of the primary users
can be guaranteed while doing so. We assume that both the
primary and secondary users have only one antenna (see
also [19], [25], [27]). We make this assumption to simplify
the model, and because of the low-power setting. The case
of multiple receiver antennas is an interesting problem that
could be considered in a future work. The base station has a

CP (central processor) and K antenna ports, each of which has
one antenna, as shown in Fig. 1. The CP maintains the channel
state information, makes decisions, and processes baseband
signals. The ports are used for RF signal operations, and are
located in different places in the area and connect to the CP
using high capacity backhaul links.

The channels are modeled as frequency-flat and quasi-
static. We consider a scenario where the base station sends
downlink multicast messages to the primary users in a frame
with normalized duration 7" = 1. The received signal of the
primary user m is then yp ., = hfmw + Np,m, Where hy, ,, =
[P1p.ms P2pms -« s hicp.m] ™ is the channel coefficient vector
between the ports and the primary user, x is the transmitted
signal to the primary user, and n;, , is additive white Gaussian
noise with zero mean and variance o?. Let Q, = E[zz”]
denote the covariance of Gaussian input, and recall that the
distributed ports have independent power budgets. Thus, they
do not code and process the signal jointly, meaning that
the signals at the ports are independent. Therefore, Q, =
diag{p1,p2,...,pr}, where p; is the transmit power of port i.
This formulation is similar to the one in [5].

Whenever the base station transmits information to the
primary users (PUs), the RF signals also reach the secondary
users (SUs). These signals can then be used by the secondary
users for their own transmission purposes, as long as they
do not cause significant interference to the primary users.
One possible way of doing this is using BC, and another
one is using HTT. We will separately discuss these two
technologies in more detail in the following subsections.
Lastly, we denote the source and destination of the i-th
secondary user pair by SU-TX ¢ and SU-RX 1, respectively.
The channel gain from SU-TX i to SU-RX j is denoted g;;,
and h; = [h1,...,hk.i]" represents the channel coefficient
vector between the antenna ports and SU-TX :. Similarly,
9i.p,m denotes the channel gain from SU-TX ¢ to primary
user m.

A. Secondary Users Applying Backscatter Communication

In this case, each SU-TX applies BC to transmit data to
its respective destination, or SU-RX. More specifically, each
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SU-TX backscatters the signal from the base station to its
destination by changing the impedance of its antenna. The
energy required to do so is negligible and does not require the
use of a DAC or PA circuit. On the receiver side, each SU-
RX i receives the combined signals of the following: 1) the
signal carrying information to the PU; 2) the signal carrying
information from SU-TX i; 3) the signals carrying information
from the other SU-TXs; and 4) noise. In a typical backscatter
communication system, the signal carrying information to the
PU is not seen as interference, using filter approaches such
as envelope detectors [8], [14]. Therefore, the signal-to-noise-
and-interference-ratio (SINR) at SU-RX ¢ is SINR;pc =
(aigiih? Quhi)/(0? + > i a;jgjihi Quh;), which can be
simplified as SINR;gc = (igii Sory Prlheil?)/(0? +
D ji 5 Gji Eszlpk|hk,j|2), where o; € [0, umax] i8 the
backscatter coefficient that corresponds to the ratio of the
source signal power that is backscattered by SU-TX i, and
max < 1 1s the maximum backscatter coefficient. The data
rate of BC depends on the frequency of switching the states
of the impedance, and is assumed to be pre-determined here.
Therefore, any given data rate requirement can be translated
into an SINR requirement at the receiver. Namely, the SINR
must exceed some threshold, denoted by ~pc, which depends
on the desired data rate.

Since the backscattered signals interfere with the primary
users, the SINR of the primary user m is SINRp,, pc =
(ke Prlhipml®)/ (0% + S0l 0igipm Sy pilhiil”),
where g; ., is the channel gain from SU-TX ¢ to the pri-
mary user m. The primary users have a QoS requirement
that their downlink data rate must exceed a pre-determined
threshold R,. This requirement can be formulated as
W log, (14+SINR,, 1, Bc) >Ry, for every m, where W is the
bandwidth. Denote the power of the K antenna ports by p =
[p1,.-.,pk]T, and set @ = [aq,...,an]|T. This constraint
is then equivalent to SINR; ,,, Bc > 7, for every m, with
v, = 25%/W — 1. When the secondary users apply BC, we can
formulate the power allocation problem as follows:

K
r}{{ngpk (la)
k=1
K
> et Pkl pom |
S.t. 5 G T 5 > Y
0%+ 3 i1 ¥iGipm Dop—1 Prlhil
m=1,...,M, (1b)
K
@iGii 2y Pkl Pl
5 = 5 > YBC
0%+ s 3951 D1 Pr| Pk ]
i=1,...,N, (1c)
0<pe<P.k=1,... K, (1d)
0<a; <amax,t=1,...,N. (le)

The objective is to minimize the total power (for the
sake of energy efficiency), with the Constraint (1b) rep-
resenting the QoS requirement of the primary users, (lc)
representing the SINR requirement for the SU-RXs, and (1d)
representing the maximum power that each antenna port can
use. Problem (1) is non-convex due to the multiplication of
the variables o and p. Note that Problem (1) ensures that the

QoS requirements for all PUs and SUs are met, as long as
the SUs use the o computed by the base station. If some SUs
are malicious, i.e., they do not follow the decision and want
to cause large interference, then the base station could try to
mitigate by removing Constraints (1c) for the malicious SUs
and replacing «; of the malicious SUs by aynax.

B. Secondary Users Applying Harvest-Then-Transmit

We now consider the second case, in which the SU-TXs
first harvest the RF energy from the BS, and then transmit
data to their corresponding receivers, instead of using BC.

We first consider the SU-TXs. For SU-TX 4, the received
power from the ports is Pf = hYQuhi = 3, prlhp|>
The harvested power is Pih = nre.pc(PY), where nrepc(-)
is the RF-DC conversion function. In general, nrp.pc(-) is a
nonlinear function due to the diode non-linearity and the satu-
ration behaviour [6]. However, in the literature [27]-[29], it is
common to assume that it is linear, for the sake of analytical
simplicity. As we will see later on in this paper, the problem is
difficult to solve even when nrr.pc(+) is assumed to be linear.
Therefore, we use a linear model, i.e., P} = 7P, and set 7 as
the maximum gradient of 7rp.pc(+), which guarantees that the
harvested energy is never under-estimated. We will later show
that even using this over-optimistic, or over-estimated, model
results in worse performance than using BC.

Recall that the duration of the time frame is normalized to
be 1. If SU-TX ¢ harvests energy for the duration t; < 1,
then the total energy it harvests is n¢; P;. In the remaining
time 1 — ¢;, SU-TX ¢ transmits its data to its corresponding
destination with power P}. We assume that 1 — ¢; > tmin,
which corresponds to the minimum transmission time of
the transceiver. Then, the requirement that the amount of
consumed energy must not exceed the amount of harvested
energy gives us the constraint (1 — ¢;)(P!/npa + PPAC) <
ntihf Qph; [30]. Here, mpa < 1 is the power amplifier
efficiency (different from the power amplifier gain), and PPAC
is the power usage of the power amplifier, which are ignored in
most of the related studies, and results in an over-simplified
model and an over-optimistic performance. For the sake of
fairness, we assume that the SU-RX also in the HTT case
does not see the signal to the primary users as interference (for
instance, by using different frequency bands). Then, the SINR
at SU-RX i is [18] SINR; gy = gi; P/ (0? + Zj# 95i %))
Thus, the maximum amount of data SU-TX 7 can send to its
receiver is (1 —¢;)W logy(1 + SINR,; gn).

Regarding the primary users, the SINR of the primary user
m is

H
SINR EH = h‘p,mehp,m _ Zi(:l pk‘hk,p,mlz
p,m, -

PN Gipm P AT gipm P

Let P' = [P{,...,P{]" and t = [t1,...,tx]|T. Then,
similar to Problem (1), we can formulate the power allocation
problem for the HTT case as follows:

K

min, > pw (2a)
k=1
K 2

s1, 2=t Pelltkpm| >npm=1,...,M,  (2b)

2 N t
0%+t GipmD;
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(1 —1t;)Wlog, 1+2LP;[ > Ry,
0% + 3 jzi 95iF)
1=1,...,N, (2¢)
P DAC H
1-t){—+P <ntih; Qphi,
TIPA
i=1,...,N, (2d)
0<t;<1—tmm,t=1,...,N, (2e)
0<pe<P,k=1,....K, (2f)
0<P,i=1...,N. (2g)
For the sake of fairness, the required data rate of the

SU-RXs is the same as in the case for BC, ie., Ry =
Wlogy(1 + ~gc). Problem (2) is also non-convex, due to
the multiplication of the decision variables (e.g., in Con-
straint (2d)).

C. Problem Formulation

We are now in a position to present the problem we
are interested in, in this paper, as follows: Given the QoS
and rate requirements of the primary user and the SU-RXs,
which technology is more energy-efficient: BC or HTT? To
answer this question, we would have to solve Problem (1) and
Problem (2), and compare their two optima. However, these
optima depend on the parameters, such as cyax, 1, tmin- Since
both of these problems are non-convex, they are not trivial to
solve, and therefore an analytical comparison between BC and
HTT is non-trivial.

IV. THEORETICAL RESULTS

In this section, we first present our solution to the backscat-
ter problem, and then compare BC and HTT. Since the HTT
problem (2) is difficult to solve, we start with a special case,
in which it is possible to compare the optimal solutions to the
two problems (1) and (2) without solving them. For the general
cases, we compare BC and HTT by analyzing performance
bounds of the optimal HTT solution. For the sake of fairness,
we will assume that the parameters W, R,, R (equivalently
vsc), P, and the channel gains are the same for the two
problems.

A. Solution in the Backscatter Communication Case

Although Problem (1) is non-convex, we can transform it to
a linear optimization problem by using an auxiliary variable
Pigc = Zszl pr|hi,i|? as follows. Then, the requirement
that c; < umax 18 equivalent to Pl ge < timax Eszl Prlhiil?.
Problem (1) then becomes /

K

min Pk (3a)
P Pye kz::l
K 2
h m
s.t. Zk:ljf’“l pm| >npm=1,...,M, (3b)
0+ 3721 Gipm b pe
i Pi pc .
. >vc,t=1,..., N, (3¢)
0%+ 34 95} Be
0<pr<Pk=1,... K, (3d)

Algorithm 1 Solution for Problem (1)

Input: Parameters of Problem (1)

Output: Optimal solution p*, o*

1: Construct Problem (3) according to Problem (1)
2: if Problem (3) is feasible then

3:  Achieve optimal solution (p*, Pj¢.) of Problem (3) with
linear programming

o legc/ Eszl Pis|hi,i|* for all i

return (p*, ™)

. else

return No feasible solution

: end if

® s

K

0< Pjgc < OémaxZPk|hk,i|2,i =1,...
k=1

.N. (e)

We show that Problem (3) is a linear optimization one,
as summarized by the following theorem:

Theorem 1:  Problem (3) is a linear optimization
problem.
Proof: The objective function of Problem (3), and the

Constraints (3d) and (3e), are linear functions. What remains
is to show that Constraints (3b) and (3c) are equivalent to
linear constraints. Since the channel gains from SU-TX i to
the primary users (g;pm) and SU-RX i (g; ;) are positive,
we can multiply the denominator of Constraints (3b) and (3c)
to the right-hand side and the resulting constraints are linear,
which completes the proof. [ ]

Based on Theorem 1, we can easily solve Problem (3).
Denote its optimal solution by (p*, Pyc). Then, we can
obtain the optimal solution to Problem (1) as (p*, @*), where
af = P;:;C/ Zszl pi|he,i|?, as summarized in Algorithm 1.
Note that Algorithm 1 has the same complexity as solving a
linear program.

Proposition 1: The complexity of Algorithm 1 is the
same as the complexity of solving a linear program. Using
an interior point method, the complexity is no higher than
O(n3L) or O(lggn L) [31], with L equal to the bit length of
the input data, and n = max(K, N, M).

In addition to Algorithm 1, we also develop a closed-form
solution to Problem (1) in a special case, that we will present
in the next subsection.

B. Closed-Form Solution in the Backscatter Communication
Case With a Single-Antenna Base Station

In this subsection, we still focus on the BC technology, and
we will restrict to the case of one antenna, that is K = 1.
We will therefore suppress the indices k corresponding to
the antenna ports. Since it is possible to obtain a simple
closed-form solution in this special case, it is of particular
interest. The material in this subsection is an extension of our
earlier conference paper [13], with the major addition that here
we consider the case of multiple primary users.

First, we will reformulate Problem (1), and then
give a closed-form solution to the problem. Notice that
the inequalities in (lc) can be equivalently stated as
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N
plhp,m|2 — Ei:l aigi,p,mp|hi|2 > UQ'Yp (when K = 1),
after rearranging them. This can be further simplified as
Spa > 1, by introducing the N x N matrix

S £ (wij), “)

with w;; = gii|hi|2/(02'YBC)» and Wij = —gji|hj|2/0'2 if 7 75
j. Since each g;; denotes the channel gain from SU-TX j to
SU-RX i, and is thus strictly positive, the diagonal elements
of S are all strictly positive, and the off-diagonal ones strictly
negative.

Next, introduce the real-valued functions B,, on RY, for
1 <m < M, given by

N
B, ('U) = bimo + Z bmﬂ]i; 5)
i=1
: _ 2/(-2 o 12/ 2
with b0 = |hp,m|”/(0°7), and by = —gipm|hi|* /0 when

1 < ¢ < N. Just like above, the inequalities in (1c) can be
rearranged and expressed (when K = 1) as

aigiplhil*=yec Y | ogjiplhi|* > o vsc,
J#i
which can be further simplified as pB,,(a) > 1 for every
1 < m < M. Given a vector v > 0, each of the functions
R 3 ¢t — By, (tv) is monotone decreasing, since every b,; is
strictly negative for 1 < 4 < N. Since b,,0 > 0, it follows
that B,,(0) > 0. These properties will play an important role
later on in the proofs in the Appendix.
If we ignore the upper bound p < P, then Problem (1) is
equivalent to the following problem when K = 1:

min p (6a)

P

st. pBp(a)>1,m=1,...,.M (6b)
Spa > 1, (6¢)
0<p, and (6d)
0 < a < apmaxl. (6e)

That is, an optimal solution (p*, &™) to Problem (6) is also
an optimal solution to Problem (1), if and only if p* < P.
We have the following feasibility result.

Theorem 2: The following condition is necessary and
sufficient for Problem (6) to be feasible:

o The equation Sv = 1 has a positive solution v > 0.

The proof can be found in the Appendix, where it is also
shown that the solution v must be unique, if it exists. Our
next result shows how such a solution can be directly used to
compute the optimal solution (p*, a*) to Problem (6), and to
solve our original problem, Problem (1).

Theorem 3: Suppose that Problem (6) is feasible. Then
it has a unique optimal solution (p*,a*) that satisfies

(7, 0%) = (7.10)

where v > 0 is the (unique) solution to Sv = 1, and

t_mm{M min {b#}}
a vl 1<m<M N :
[v]loc " 1<m< 1= 3" bty

=1

Algorithm 2 Backscatter Coefficient Balancing (BCB)

Input: Parameters of Problem (1) for K = 1.

Output: Optimal solution p*, a* to Problem (1) when K =

1.

1: Initialize w;; and S in (4), and b;; and B,, in (5).

2: Find v that satisfies Sv = 1.

3: if such v exists, and ming<;<y v; > 0 then

4t — min {arnax/”UHoo; minlfmﬁM {me/(l -
S bmivi) }}

5 pf— 1/t

6: a* «— tv

7. if p* < P then

8

9

return The optimal solution is (a*, p*).
end if
10: else
11:  return The problem has no solution.
12: end if

In particular, when K = 1, Problem (1) has an optimal
solution, if and only if Problem (6) is feasible and p* < P,
which is then unique and equal to (p*, ™).

Using these results, we formulate a solution algorithm
(Algorithm 2). It takes as input the parameters of the problem,
recalling that the number of antennas is X' = 1, and returns
the unique optimal solution to Problem (1), if it exists. As can
be seen on Lines 2 and 3, the algorithm first checks if the basic
feasibility condition for Problem (6) in Theorem 2 is satisfied.
It then computes the optimal solution for Problem (6), follow-
ing the results in Theorem 3. On Line 7, the final condition
for feasibility of Problem (1) is checked. In the final step,
the algorithm returns the optimal solution, if it exists. It is
evident that:

Proposition 2:  The complexity of Algorithm 2 is the
same as the complexity of solving a linear system of N
equations with N unknowns, which is no worse than O(N3).

We have now shown how to obtain the optimal solution for
the backscatter communication case. Unfortunately, it is not
easy to find the optimal solution to the HTT case. Therefore,
in the next subsection, we will compare the optima of the two
technologies without solving them.

C. Comparison Between BC and HTT in a Special Case

We study a special case in which ayax > 1mpa, and recall
that 77 and npa are the efficiency of EH and the efficiency of PA,
respectively. This special case is actually highly relevant, since
Qmax = NMpa typically holds in many practical cases: For BC,
some typical values of ap,ax used in the literature are relatively
large, e.g., 0.81 in [32], 0.7 in [18], and 0.6 in [25]. The
energy harvesting rate 7 is usually not high, e.g. 0.15 in [10],
0.4 in [33], and less than 0.4 in [34]. The PA efficiency 7pa
is around 0.7 [30]. In this special case, we have the following
result:

Theorem 4: Consider Problem (1) and Problem (2) with
the same problem inputs R, ~pc, P, and channel gains.
If Problem (2) is feasible, then Problem (1) is also feasible.
Suppose that they are both feasible, and let py- and ppy be
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the optimum of Problem (1) and Problem (2), respectively.
If amax > nnpa, then pye < ppy, i.e., BC always outperforms
HTT.

Proof: Recall that Problem (1) is equivalent to Prob-
lem (3). The idea of this proof is to show that all feasible
points for Problem (2) are feasible for Problem (3), and thus
for Problem (1). More precisely, we will show that, given
a feasible solution (pgy, Pry,ten) for Problem (2), we can
construct a feasible solution (pge, Pyc) for Problem (3) such

K K
that > " | PrEH = D) Pk,BC-
We construct Pige = (1 — t;gn) P gy, Vi and prpc =

pk,EH;VkX ObViOllSly, Zé{:l pk,EH Zé{:l pk,BC~ The
remaining is to show that such a (pgc, Pyc) is a feasible
solution for Problem (3). We prove it in the following.

From Constraint (2d), we have that (1 —
tiEn) (Pz'[,EH/ﬂPA + PDAC) < ntiEH Zszl pk.en|Pr.i| %, Thus,
we have that (1 — t@EH)P,L-t’EH/?]pA < anzlpk7EH|hk,i|2.
Then we have that PZ-"BC < 1Mpa Zé{:lpkﬁdhk,iﬁ <
Qmax Zszl pr.elhiil?, (Ppc, Phe) satisfies
Constraint (3e).

Recall that Ry = W log, (14 7pc). Thus, we can show that
(Ppc, Pye) satisfies Constraint (3¢) by proving that

ie.,

9ii P} pc
Wlog, | 1+ ’ > Rs. @)
? < 0%+ i gjint‘,BC> '

To prove (7), we define the function Fj(z) =

W log, (1 +a/(0®+ 3. gjiP;EH)) on the domain x €
[0,400). We can see that F;(x) is concave, and so Jensen’s
inequality applies to show that (1 — ¢;pn)F;(Plpy) +
t¢7EHFZL'(0) < Fz((l — ti7EH)P'L[.EH)' Notice that E(O) =0,
and recall that (1 —¢; gn) P} gy = P} ¢ Thus, Constraint (2c)
gives us that

Ry < (1 —tign)Fi(Pjgy) < Fi(Pipc) - ®)

Since Pjpc < P} gy, we have that
Pisc )
0%+ 3252 95 pe

From (8) and (9), we have that (7) holds. Thus, (pgc, Pic)
satisfies Constraint (3c). Similar to the statement to prove (9),
we can see that as long as (pgy, Pry, ten) satisfies Con-
straint (2b), (pgc, Ppc) satisfies Constraint (3b). It is
also straightforward to see that (pgc, Pjc) satisfies Con-
straints (3d) and (3e). To summarize, (pgc, Pyc) is a feasible
solution for Problem (3), and it holds that ZkK:1pk*,EH =
Zszl Pr,BC, Which completes the proof. [ |

Remark 1: Equality between pj and ppy in Theorem 4
holds only when R, = 0 and ypc = 0 (i.e., pgc = 0), which is
trivial. For the other cases, strict inequality pp- < pgpy holds,
when Qumax = 17pa-

Remark 2:  We can now claim that BC is better than
HTT when omax > 1nmpa, and more importantly, when the
backscatter coefficients of the SU-TXs are tunable. If they are
not, this theoretical solution may not be achievable even when
the condition is satisfied. However, the simulations show that

Fi(Pipc) < W log, <1 +

the performance of BC can still be better than HTT even if o
is not tunable, due to the non-negligible power usage of the
DAC used in HTT.

Although we could not find the optimal solution for the
HTT case, we can obtain a performance bound for the HTT
case and compare it with the optimum for the BC case in the
simulations to gain more insight. In the following subsection,
we analyze the bounds for Problems (1) and (2).

D. Performance Bounds

We will first present an upper bound and a lower bound of
Problem (1), which will be used in the simulation section for
a deeper study.

The upper bound corresponds to the cases where the
backscatter coefficients «; at the SU-TXs are predefined, and
the CP is not able to control the backscatter coefficients of the
SU-TXs. For the case when the backscatter coefficients «; are
set to be amax for all the SU-TXSs, it means that they all want
to greedily backscatter as much power as possible. This gives
us an easy way to achieve an upper bound of the optimum of
Problem (1), as described in the following:

Proposition 3:  Consider a feasible Problem (1). Let
Dic be its optimum, and let ppc(aumax) be the optimum of
Problem (1) given o; = amax. Then, py- is upper bounded

by pBC(amax)-
Remark 3: We call a scheme where all the backscatter
coefficients are set to «; = Quax, Vit greedy backscatter.

We will use this scheme in the simulations as the upper-bound
of the optimum of the backscatter scheme.

The lower bound corresponds to the cases where the inter-
ference caused by the backscattered signals are ignored and
are set to be 0. We will refer to this case as the over-optimistic
scheme in the simulations, and compare it to the case when
the interference is taken into account, to see whether it is
important to consider the interference.

Next, we will study the lower bound of the optimum for
Problem (2). Before we provide its lower bound, we need to
formulate the following optimization problem:

K
;ngl Zpk (10a)
k=1
9ii P
s.t. Wlo 1+ : > Rs,
g2 < o2 + Zj# gnjiP}> Eaa
1=1,...,N, (10b)
P! s
— +tminPDAC S nzpk|hk,z|27
eA k=1
i=1,...,N, (10c)

(2b), (2), (2g) -

Remark 4: Problem (10) can be interpreted as follows:
Each SU-TX can harvest energy from the base station and
transmit information at the same time. This allows us to omit
the time variables. We call such a scheme energy harvesting
with separated antennas. Problem (10) can be transformed,
by simple algebraic manipulations, into a linear optimization
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problem. It is therefore easy to obtain the optimal solution to
this problem.

Then, we have the following results:

Proposition 4: Suppose that Problem (2) is feasible. Let
pgn be its optimum, and let pgy; be the optimum of the
corresponding Problem (10). Then, pgy > pgy;-

The proof of Proposition 4 is similar to the one of Theo-
rem 4, and we therefore omit the proof here. Based on this
proposition, in the simulations we will solve Problem (10)
using the convex optimization solver SeDuMi [35], which is
a Matlab toolbox for solving optimization problems such as
linear optimization, quadratic optimization and semi-definite
optimization, and we use the results as the lower bound of
required power of Problem (2).

Remark 5:  We note that, even though pry, is a lower
bound of iy, If Qmax > 1Npa, then pzﬂ‘, > DPper Le., the
optimal solution in the BC case outperforms the one in the
case of energy harvesting with separated antennas. We will
provide a brief proof as follows.

Proof: The main idea of the proof is similar to the one in
the proof of Theorem 4, i.e., to show that any feasible solution
to Problem (10), is also feasible for Problem (3).

Let (p, P') be a feasible solution to Problem (10). We will
show that it is also a feasible solution to Problem (3). It is
easy to see that, when (p, P') satisfies Constraints (2b), (2f),
and (10b), it satisfies Constraints (3b), (3d), and (3c), respec-
tively. When the solution satisfies Constraint (2g), it satisfies
the first inequality in Constraint (3e). What remains is to show
that, when (p, P') satisfies Constraint (10c), it will satisfy
the second inequality of Constraint (3e).

From Constraint (10c), it follows that
P! < 77PA Z;If:l prlhiil® = Meatmin PPAC <
aZle pr|hi.i|?, for every i, where the second inequality
comes from aunax > 7mpa and tminnpAPDAC > 0. Thus,
Constraint (3¢) holds when Constraint (10b) holds.

To summarize, Problem (3) is a relaxation of Problem (10),
and the optimum of Problem (3) will be no larger than that
of Problem (10). [ |

From the proof, we can see that, if ayax = 7mpa and
the power usage of the DAC is ignored, then Problem (10)
is equivalent to Problem (3), and thus also equivalent to
Problem (1). This means that the importance of considering
the power usage of the DAC in HTT can be seen by letting n =
Qimax/Mpa, and comparing the performance of BC (optimum
of Problem (1)) with the performance of HTT (optimum of
Problem (10)).

With these results on the performance bounds, we will be
able to get a deeper understanding of the two technologies,
BC and HTT, through the numerical simulations in the next
section.

V. NUMERICAL STUDY AND RESULTS

In this section, we will present the results of four different
simulations. For each simulation, the metrics we are interested
in are the minimum required power, and the outage proba-
bility. An outage occurs when the problem has no feasible
solution. For each simulation, the average minimum power was

TABLE I
DEFAULT SIMULATION SETUP

Default value

Parameter Explanation
Single Multiple
antenna antennas
D ~ Uniform(50,200) m  Distance, antenna to primary users
K 1 8 Number of antennas
L 100 m Side length of the field
M 5 Number of primary users
N 100 Number of secondary users
P 160 W 20 W Power constraint
PPAC 1073 W Power of the DAC
R, 1 Mbps Data rate requirement, primary users
Ry 1 Kbps Data rate requirement, secondary users
T 1 (Normalized) time slot duration
tonin 10-5T Minimum tAIans‘missi(A)n time for
the transceiver in a timeslot
w 1 MHz Channel bandwidth
Omax 0.5 Maximum backscatter coefficient
7)PA 0.625 PA efficiency
o2 -80 dBm Noise power
Miscellaneous parameters Explanation

~ Uniform(3,5) m
(0,0)
(L cos(2mk/K)/2, Lsin(2rk/K)/2)
g = 30.6 + 36.7 log, o (d)

Distance, SU-TX to its SU-RX
Location of antenna, when K =1
Location of k-th antenna, when K > 1
Channel gain path-loss model

recorded across multiple trials, and for each trial the minimum
required power was included only when the problem had a
feasible solution (also satisfying the power constraints). One
of the goals of the simulations is to compare HTT and BC
with respect to these two metrics. In some of the simulations,
both the single antenna case and the multiple antenna case
were simulated.

We will now describe the setting and parameters for the
simulations. For reference, the default values of the parameters
used in the simulations are summarized in Table I, and are the
same across all simulations, unless otherwise stated. Some of
the parameters have different values for the single antenna
and the multiple antenna cases, indicated by the two columns
in the table. When the parameter value is the same for both
cases, only one value is given, centered between both columns.
In each of the following subsections, a specific subset of the
parameters was varied. The parameters that were varied in
each subsection are listed in Table II, along with the range of
values used in the corresponding simulations.

In the simulations, all the SU-TXs and BS antenna ports are
located inside a square field, centered at the origin (0, 0), with
side length L (see Fig. 2). By default, L = 100 meters. Note
that the primary users are not restricted by this field, and may
or may not be located inside this field. In the single-antenna
cases, the base station, together with its antenna, is located at
the origin. In the multiple-antenna cases, the DAS base station
has K = 8 separated antennas, with the k-th antenna located
at the point (L cos(2nk/K)/2, Lsin(2nk/K)/2).

The power constraint for each antenna in the multiple
antenna case is set to P = 20 Watts. To compare the energy
efficiency between the single antenna and multi-antenna cases,
that is the relative benefit of using a distributed antenna setup,
we set the power constraint for the single antenna case to
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TABLE 11
SIMULATIONS AND VARIED PARAMETERS

TABLE III
SUMMARY OF SIMULATED CASES

Value range Case Description
Varied parameter
Single antenna case Multi-antenna case Harvest-then-transmit (HTT)
Subsection V.A Yes No HTT Case 1 Uses 7 = 0.5
HTT Case 2 Uses n = 0.8
D 300 to 500 m
Backscatter communication (BC)
Subsection V.B Yes Yes
Optimal Sets «; according to Algorithm 2 (single antenna case) or
L 50 to 200 m 50 to 450 m Algorithm 1 (multiple antenna case)
Greedy Sets a; t0 Qmax
Subsection V.C No Yes Over-optimistic Ignores interference from secondary users
N 10 to 100
L solution refers to the one obtained by Algorithm 2 when the
0 0 t] Secondary user, base station has a single antenna, and the one obtained by
&, backscatter transmitter  Algorithm 1 in the general multiple antenna case. The greedy
o one corresponds to the greedy backscatter in Remark 3, which
@ Secondary user, sets every backscatter coefficient to its maximum value aupy.
U - backscatter receiver . .
- (0, 0) We also present the results achieved when the interferences
Y A from the SU-TXs are ignored, referred to as the over-optimistic
&] D Primary user case
- For the HTT cases, Case 1 uses the value n = 0.8, and
The square field @ Base station . .
A Case 2 uses 17 = unqzr = 0.5. We should mention that typical
ad O RF-DC conversion rates are less than 0.8. Thus, the results

Fig. 2. An illustration of the square field in the single antenna case. All
secondary user transmitters are located inside the field, with primary users
possibly inside or outside.

P = 160 Watts (8 times the power constraint per antenna
in the multi-antenna case). This power constraint was chosen
only to serve this illustrative purpose, and the primary case
of interest in the simulations is the multiple antenna case. For
a more in-depth numerical study of the single antenna case
using the power constraint P = 20 Watts, see [13].

By default, the number of primary users M is 5 and the
number of secondary users NV is 100. Each primary user was
placed randomly and uniformly at a distance (different for
each one) between 50 to 200 meters from the origin, which
could be either inside or outside the field. The SU-TXs were
randomly and uniformly deployed inside the field, while the
SU-RXs were located randomly and uniformly 3 to 5 meters
away from their corresponding SU-TX.

The channel gains between each pair of devices are
based on the path loss model g = 30.6 4+ 36.7log;((d) in
dB [36], where d is the distance between the two devices.
We should note that this path loss model includes a shadow
fading term with standard deviation ¢ = 4. The channel
bandwidth is 1MHz, and the noise power is —80 dBm.
The data rate requirements of the primary users and the
SU-RXs are 1Mbps and 1Kbps, respectively. The maximum
backscatter coefficient is amax = 0.5. The PA efficiency is
npa = 0.625. The power of the DAC, PPAC, is 1073 Watts,
and %, is set to be 10757

We compare the following cases in the simulations, sum-
marized in Table III. For the backscatter cases, the optimal

for the HTT cases are optimistic in general. In addition,
we use the optimum of convex Problem (10) as the lower
bound of the required power and the outage probability for the
HTT cases for evaluation, as was mentioned in Section IV-D.
This means that the results obtained in these simulations may
overestimate the performance of the HTT cases. We should
mention that the required power in the optimal BC cases is
much smaller than the lower bound of the required power for
the HTT cases, as will be shown in the following numerical
results.

A. Varying the Distance to the Primary Users

In the first simulation, we studied the impact of the distance
from the antenna to the primary users on the performance,
considering only the single antenna case. In order to better
illustrate this effect, the primary users were randomly dis-
tributed on the perimeter of a circle centered at the antenna,
meaning that the distance was the same for all primary
users.

The simulation was performed for distances in the range
300 to 500 m. The results are plotted in Fig. 3a, and Fig. 3b.
The solid line with circle marks represents the case where
the SU-TXs use BC, and the base station helps them to
transmit the data, whereas the dashed line with circle marks
represents the case of having no secondary user pairs (i.e.,
N =0, or only primary users). The green line with diamond
marks and the purple one with crosses show the results of
HTT Case 1 and Case 2, respectively. The green dashed line
is the HTT Case 1 without primary users (only secondary
users).
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Simulation results for the single-antenna base station case. (a) Required power for different distances to the primary users. (b) Outage probability

for different distances to the primary users. (c) Required power for different field lengths. (d) Outage probability for different field lengths.

Fig. 3a shows that, as the distance to the primary users
increases, the required power when using BC also increases.
However, the difference between having secondary users and
not having any secondary users diminishes as the distance
increases. When using HTT, the required power is much higher
than in the BC case. For HTT Case 1, the baseline green
dashed line shows that the broadcasting power of the base
station required to support 100 SU-TXs to harvest enough
power in a field with side length L. = 100 meters, is still more
than the power that is needed to transmit with 1Mbps to the
primary users 500 meters away. Thus, the required power of
HTT Case 1 with primary users remains almost constant when
the distance of the antenna to the primary users is smaller than
440 meters.

In Fig. 3b, we have plotted the probability of being feasible
(one minus the outage probability), as a function of the
distance from the antenna to the primary users. The labels
are the same to the ones in Fig. 3a. For the cases with
secondary users, the probability of being feasible stays above
91% when the distance to the primary users is less than
500 meters and the SU-TXs use optimal BC. In the case
of HTTI, the probability is about 84%, even without any
primary users. The probability achieved by optimal BC is
higher than that in the HTT Case 1 and Case 2. We also

observe that this probability is not significantly affected by
the distance to the primary users, in the range that we
considered.

Running 10,000 trials using Algorithm 2 takes about half
a minute on a modern commodity laptop. As a comparison,
running 4,000 trials using SeDuMi to solve Problem (3) (also
in the single-antenna case) takes about 40 minutes on similar
hardware. It would therefore be interesting to see if and
how the ideas behind Algorithm 2 could be extended to the
multiple-antenna case.

B. Varying the Field Length

In the second simulation, we instead varied the side length
L of the field, while using the default values for the other
parameters. These simulations were performed for both the
single antenna, and the multiple antenna case.

Consider first the single antenna case, varying the field
length L between 50 and 200 m. We have plotted the required
power for the optimal solution in the BC case, the HTT Case 1,
and the HTT Case 2, as a function of the field length L
in Fig. 3c. The blue curve with circle marks, the green curve
with diamond marks, and the purple curve with cross marks,
show the required power for the optimal solution in the BC



DU et al.: COMPARING BACKSCATTER COMMUNICATION AND ENERGY HARVESTING IN MASSIVE IoT NETWORKS 439

T ATAAND 1id)
W‘ WY AEYaTI
ADaAd

p —&—greedy BC
[ —e—optimal BC i
{ over-optimisitic BC

[ —0—HTT1

'( = = 'HTT1, no interference
a —»#—HTT2

— = ‘HTT2, no interference | |

150

iy
(=
o

Power (W)

o
o

50 200 250 300 350 400 450
Field length, L (m)

(@)

50
—HB—greedy BC

—O—optimal BC 3
over-optimistic BC = 1

—6—HTT1

= = *HTT1, no interference 16%

30 [|——HTT2 p

= = ‘HTT2, no interference =

20 3/ 1

25%

Power (W)

0 . . . . . . . .
10 20 30 40 50 60 70 80 90 100

Number of secondary users, N
(©

Fig. 4.

] Ll e et Lo DDA Ll T | ;
P —&—greedy BC
—6— optimal BC
0.8¢ over-optimistic BC 1
_ —6—HTT1
& {— — 'HTT1, no interference
206 —%—HTT2 1
8 = = "HTT2, no interference
=1 .
o4 |
e
-
0.2 1
0 SRIELEES g ° i avay
50 100 150 200 250 300 350 400 450
Field length, L (m)
(b)
1€
0.9
)
o
g 0.8 r
C —HB—greedy BC
g 07l —E&—optimal BC
a over-optimistic, BC
- —5—HTT
o6k~ ~ *HTT1, no interference
—»%—HTT2
= = *HTT2, no interference 1
0.5 ‘ ‘ ‘ ‘

10 20 40 60 80 100
Number of secondary users, N

(d)
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case, the HTT Case 1, and HTT Case 2, respectively. Fig. 3c
shows that, when the field length is 100 m, BC uses 30 %
as much power as HTT Case 1, and 22 % as much power as
HTT Case 2.

We can see that the required power increases with the field
length. The reason is that, as the field length increases, more
power is needed to reach the furthest SU-TX to meet its data
rate requirement. When we compare the performance of the
BC and HTT technologies, we can see that the required power
in the BC case is much lower than in the HTT case. At L =
100 meters, the required power for the optimal solution for
BC is approximately 31 Watts, which is 70% lower than the
required power in the HTT Case 1, and 78% lower than in
the HTT Case 2. Recall that the required power in both HTT
cases may be greater than what is indicated here, since the
plotted results are in fact the lower bound for the power (the
solution to Problem (10)).

We then compare the outage probability for the three dif-
ferent cases. We have plotted the probability of being feasible,
as a function of L in Fig. 3d, using the same labels. The results
show that the data rate requirements of the system are met in
more than 50% of the trials when using optimal BC, as long as
the field length is less than 160 meters, whereas the problem

becomes infeasible for the HTT cases when L is greater than
130 meters. In Fig. 3d, we see that the graphs for both HTT
Case 1 and HTT Case 2 have a “bump” between 50 and 100 m.
For small field lengths, the distances between secondary users
will be very small, causing significant interferences between
them. The difference between the BC and HTT graphs is
due to the extra power requirement of DAC. The “bump” is
caused by a decrease in outage probability as the field length
(and the distances between devices) increases and there is less
interference, but beyond a certain point, the transmit power of
the base station is not high enough to reach the SUs (which
causes the sharp drop).

Since the optimal solution in the BC case is much more
energy-efficient than in the HTT cases, BC can support larger
field sizes than HTT. If we define the maximum feasible field
length as the threshold beyond which the outage probability
is larger than 99%, then the maximum feasible field length
in the BC case is around 200 meters, which is around 54%
and 67% greater than the maximum feasible field length in the
HTT Case 1 and the HTT Case 2, respectively.

Next, we consider the case with multiple separated antennas,
and the results are shown in Fig. 4a. In general, the required
power increases with the field length. The required power for
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the different BC schemes starts to saturate at 160 Watts when
the field length is larger than 220 meters, at which point the
most problem becomes infeasible. Although the curves of the
different BC schemes are close to each other in the figure,
the greedy BC scheme requires on average 7% more power
than the optimal one. Additionally, the optimal case requires
on average 16% more power if the interference is neglected;
and in some cases when the field length is small, it requires
even twice the power. It shows that the interference should not
be neglected when we have massive numbers of backscattering
devices or the network is dense.

When we compare the required power of the BC case and
the HTT cases, we can observe that the required power of
the HTT case increases much faster than the BC case. This
shows that BC is much more power-saving than HTT. When
we compare the required power for the optimal solution in
the BC case where the base station has a single antenna (the
result in Fig. 3c), with the case where it has multiple separated
antennas (the result in Fig. 4a), we observe that the required
power in the multiple-antenna case is much less than in the
single-antenna case.

We also check the outage probabilities for the different
schemes for different field lengths, as shown in Fig. 4b. The
outage probability for the greedy BC is much greater than for
the optimal BC case. The gap is noticeably large when the
field length is small, that is, when the density of backscat-
tering devices is high. The reason is that the interferences
between the secondary devices becomes too large, when they
are unable to adjust their backscatter coefficients. In this
case, the required transmission power for the base station,
to keep the interferences low enough to produce a good SINR,
becomes too high. This happens even when the backscatter
devices are able to adjust their backscatter coefficients, but
the effect is less extreme, which explains why the probability
of the BC case being feasible increases as the field length
increases from 50 meters to around 200 meters. It is also the
reason why the problem is always feasible when backscatter
interferences are neglected for the BC case for field lengths
less than 200 meters.

The graph for the over-optimistic BC case (yellow graph
with triangles), which corresponds to optimal BC but ignor-
ing the interference, shows that the outage probability is
approximately 10% to 20% higher when taking into account
interference (blue graph with circles, i.e., the optimal BC
case). This means that, if we ignore the interference caused by
the backscattered signals, then there is an approximately 10%
to 20% chance that the BC case is classified as feasible, when
it is actually infeasible. When the field length is 350 meters,
the greedy scheme almost always results in an infeasible
solution (for more than 99% of the cases). The optimal BC
scheme extends the feasible field length by 14% to 400 meters.

In summary, given the same number of devices, the network
is denser when the field length is smaller, increasing the
impact of the interference caused by the backscattered signals,
which makes the problems infeasible. When the field length
is large, the power that reaches the backscattering devices is
low, which becomes the main reason that makes the problem
infeasible.

When we compare the performance of BC and HTT, we see
that when the field length is small, HTT may have a lower
outage probability than the greedy BC scheme. However,
it is still worse than the optimal BC scheme. For the cases
without considering the interference from the secondary users,
the outage probability is almost 0 when the field length is
small.

The HTT schemes, no matter whether the interferences by
the SU-TXs are considered or not, starts to become infeasible
when the field length is greater than 140 meters, as the required
power gets closer to the limit. The maximum feasible field
length for the HTT case with n = 0.8 and n = 0.5 is
168 meters and 148 meters, respectively. Compared to the
maximum feasible field length for the HTT cases, the one for
the optimal BC case is approximately 1.4 times and 1.7 times
greater. This shows that optimal BC can greatly extend the
network field size.

When we compare the outage probability for the optimal
BC schemes where the base station has a single antenna
(the result in Fig. 3d) and multiple separated antennas (the
result in Fig. 4b), we observe that the optimal BC in the
multiple-antenna case can cover larger field sizes in general.
Thus, if we want to support a larger field size, the base station
with multiple separated antennas is better than the single
antenna case. Therefore, in the following, we focus on the
results of the multiple-separated-antenna cases.

C. Varying the Number of Secondary Users

Here, we compare the performances of different schemes
as the number of secondary users varies from 10 to 100. The
field length L is fixed to 100 meters.

First, we compare the average required power for differ-
ent schemes and present the result in Fig. 4c. In general,
the required power for all schemes increases with the number
of secondary users. Since the field length is not too large,
the required power is far below the power constraints.

When we compare the performance of the optimal BC
scheme with the HTT scheme with n = 0.8 (in this case
ULIN max), We see that the required power for the
BC scheme is on average 20%-30% of the required power
for the HTT scheme. Recall the proof of Remark 5. The
difference between the optimal solutions to the two problems
comes from the DAC power consumption in the HTT scheme.
Consequently, we observe that, if the DAC power usage is
ignored, the required power for the HTT scheme will be
greatly different from reality. While it may be reasonable to
ignore the DAC power when the network has very few EH
devices and each of them can harvest much more power than
the DAC power, the DAC power may not be negligible in
massive IoT networks. Thus, the DAC power is an important
factor that should be considered in the modelling of the HTT
process, especially in massive IoT networks.

When we compare the performance of the optimal BC
scheme and the HTT scheme with np = 0.5, the required power
for the BC scheme is on average 12%—15.9% of the required
power for the HTT scheme. This shows that BC is much more
power-saving than HTT.
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We also compare the outage probability for different
schemes and present the results in Fig. 4d. The labels are the
same as in Fig. 4c. We see that the probability of being feasible
for the greedy BC scheme drops very fast as the number of
secondary users increases. The failures are due to the strong
interferences caused by the backscattered signals, as we have
discussed in Section V-B.

We can also see that, when the field length is not too great
(recall that it is 100 m in this case), the probability of being
feasible for the optimal BC case and the HTT cases are very
similar. This is because, at such distances, energy harvesting
is still able to supply enough power to the devices for HTT,
but note that it requires much more power than using BC.
However, when the interferences caused by the secondary
users are ignored, the outage probability for both the BC case
and the HTT cases is 0, which is up to 10 percentage points
higher than when the interferences are taken into account. This
shows that the interference caused by the secondary users has
greater impact on the required power and whether the problem
is feasible or not, for the cases we consider.

D. Summary and Discussion

Based on the numerical results in this section, we can
summarize that BC requires much less power than HTT.
It can support a field side length almost 1.5 times greater
than that of HTT. Furthermore, the interference caused by the
backscattered signals should not be neglected when we have
massive numbers of backscatter devices and dense networks.
We have also observed that the power consumption in DAC
and PA should not be neglected in the HTT cases. Otherwise,
the result will be greatly inaccurate compared to reality.

BC may still fail when the network is dense due to the strong
interference, as we have seen in the simulations. A possible
solution to this could be scheduling a subset of secondary
users to backscatter simultaneously in a timeslot of the time
frame and letting the other secondary users backscatter in the
rest of the time frame. Compared to BC, HTT still has some
advantages. For example, it can use another channel that has a
better channel gain whilst BC can only use the same channel
of the carrier emitter. In addition, it is easier to add an energy
harvesting circuit to an existing IoT device and reuse or adapt
the existing standards and protocols; whilst we probably need
to design a new standard and protocol for BC. Although there
exist prototypes for BC, it might still take some time before
it becomes mature and popular for a broader market.

VI. CONCLUSION

Backscatter communication and energy harvesting can make
a wireless network green and sustainable. To gain a deeper
understanding of these two technologies and compare their
performance, we considered a massive IoT network with
multiple primary users and massive [oT devices as secondary
users in the paper. We have formulated an optimization
problem to minimize the total transmit power of the base
station, where the IoT devices use backscatter communication
to transmit data to their destinations, and another similar one
where the IoT devices use energy-harvest-then-transmit for
data transmission.

We proposed numerical algorithms for obtaining the opti-
mal solution for the backscatter communication case. Our
theoretical and simulation results show that, in most of the
interesting situations, the required transmit power is lower in
the backscatter communication case, than in the energy har-
vesting case. The numerical results also shows the importance
of considering the interference from the backscattered signals
in modelling, and of considering the power usage in digital-
to-analog converters in the energy-harvest-then-transmit
process.

For the future work, an interesting research direction would
be to generalize our approach to the general multi-user
downlink transmission case, where the base station needs to
determine the precoding to send different data to different
primary users.

APPENDIX

In this section we will prove Theorems 2 and 3, after first
proving several intermediate results. Recall that the diagonal
elements of the matrix S, given in (4), are strictly positive, and
the off-diagonal ones strictly negative. The following lemma
will be used to prove Lemma 3 below.

Lemma 1: Consider a square matrix A, whose diagonal
elements are all strictly positive, and off-diagonal ones are
all strictly negative. Suppose that the vector v > 0 satisfies
Av > 1 and Av # 1. Then there is another vector w > 0
that satisfies Aw > 1 and 0 < w; < v; for every 1 <i < N,
with strict inequality 0 < wy, < vy for some 1 < k < N.

Proof: Let r = Awv. Each r; is strictly increasing as a
function of v;, and strictly decreasing as a function of v;, for
i # 7, since the diagonal elements of A are all strictly positive,
and the off-diagonal elements are all strictly negative.

Since r # 1, rp, > 1 for at least one 1 < k < N. Let
w be a vector with w; = v; for ¢ # k. By continuity and the
above monotonicity property of the elements 7, there is a real
number wy, such that 0 < wg < v and Aw > 1. [ |

The next result will be used to show that an optimal solution
to Problem (6) must be unique.

Lemma 2: Consider a square matrix A, whose diagonal
elements are all strictly positive, and off-diagonal ones are all
strictly negative. Suppose that there is a positive vector v > 0
such that Av > 0. Then A is invertible.

Proof: Let P = diag(v1,...,vy) be the diagonal matrix
with entries v1, ..., vy. P is invertible, since v > 0. Consider
the matrix B = P~!AP. We will prove that B is strictly
diagonally dominant, and hence invertible, which would then
imply that A is invertible, since they are similar matrices.

Since every element of v is strictly positive, the assumptions
on A imply that the diagonal elements of B are strictly pos-
itive, and the off-diagonal ones are sjt\lfrictly negati\;\e[:. Further-
more, since Av > 0, it follows that )" B;; = vi ]21 Ajjv; >

j=1
0, for every 1 < ¢ < N. Therefore

|Bii| = By > _ZBij = Z | Bijl
J#i J#i
that is, B is strictly diagonally dominant, and the claim
follows. ]
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The last of these intermediate results further constrains any
optimal solution.

Lemma 3: Any optimal solution (p*, o) to Problem (6)
(if one exists) must satisfy Sp*a* = 1.

Proof: Suppose that (p, ) is an optimal solution to the
problem, and let v = pax. Since it is a solution to the problem,
the constraints imply that v > 0 and Sv > 1. If Sv = 1,
we are done, so we suppose instead that Sv # 1. Recall
that the diagonal elements of S are strictly positive, and the
off-diagonal ones strictly negative. Therefore, since Sv # 1,
Lemma 1 applies, meaning that there is a vector w > O,
satisfying Sw > 1, w; < v; for every 1 < i < N, and
wy < v for some 1 < k < N.

Express the vector w as w = pa’. This means that 0 < o/,
since p > 0 and w > 0. It also means that o’ < a, and 042, <
ay for some 1 < k < N, due to the other properties of w.
That is, 0 < @’ < «. In particular, this means that B, (a) <
B, () for every 1 < m < M, since the coefficients b,,; in
the expression for B,, are all strictly negative for 1 < 7 < N
(see (5)).

Therefore, it holds that both 1 < Sw = Spa’, and
1 < pBp(a) < pBp(a’), for every 1 < m < M. That
is, (p,@’) is a feasible pair. By continuity, there is an even
smaller 0 < p’ < p satisfying both 1 < Sp’a’ < Spa’, and
1 < p'By (') < pBp(a’) for every 1 < m < M. It follows
that (a/,p’) is a feasible solution, which (since p’ < p) is
strictly better than (e, p), contradicting our initial assumption
that (e, p) is optimal. Therefore our assumption that Sv # 1
must be false, and thus Sv = Spa = 1. [ |

Lemma 4: If Problem (6) is feasible, then it has an
optimal solution.

Proof: Let F be the feasible set, and suppose that (a’, p’)
is a feasible pair. The subset 7/ = F N {0 < p < p'} of pairs
that satisfy the constraints in (6), together with the constraint
0 < p <y, is closed and bounded, and therefore compact.
Since the objective function is just p, it is smaller on F’ than
on the rest of the feasible set F \ F’. Since the objective
function is continuous, and F’ is compact, the extreme value
theorem implies that the minimum objective value in the
feasible set is attained, and consequently that an optimal
solution exists. [ ]

A. Proof of Theorem 2

Proof: 1f the problem is feasible, then it must have an
optimal solution, by Lemma 4. Consequently, necessity of the
condition follows immediately from Lemma 3.

As for sufficiency, suppose that the vector v > 0 satisfies
Sv = 1, and let (a,p) be a pair such that pa = v and
p > 0. It is always possible to find such a pair that satisfies the
constraints of the problem, since p can be as large as possible
(recall that Problem (6) ignores the upper power bound P).
That is, the problem is feasible. [ |

B. Proof of Theorem 3

Proof: Since we assume that Problem (6) is feasible,
Lemma 4 implies that it has an optimal solution (p, ).
Lemma 3 further implies that this solution must satisfy
Spa = 1.

Let v = pa, meaning that Sv = 1, and let t = p~! > 0,
so that a = tw. Using these new auxiliary variables ¢ and v,
and recalling that we already have the constraints ¢ > 0 and
Sv = 1, the constraints (6b) to (6e) can be reduced to

Y
12)

B, (tv) >t >0, and

Recall that B,,(tv) is monotone decreasing as a function
of ¢, and that B,,(0) > 0 (see the paragraph following (5)).
Therefore, the constraint (11) is satisfied for every 0 < ¢t <
bmo/(1— EN 1 bmivi), where the upper bound is the value of ¢

which achieves equality in (11). Furthermore, the constraint 12
means that 0 < ¢ < amax/||V||cc. Therefore, the minimum
possible value of p = t~1, for which (a,p) is a feasible
solution to Problem (6), is attained for the largest possible
value of ¢, which is

max me

t = min ol 1<mi£1M ~
m
I 1= bivs
i=1

Since the matrix S and the vector v > 0 satisfy the assump-
tions in Lemma 2, S is invertible. Therefore, the solution v
is unique. Since o = tv and p = ¢!, the optimal solution
(p*, a*) is unique and equal to (t~1, tv). [
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