
1

Downlink Precoding for DP-UPA FDD

Massive MIMO via Multi-Dimensional Active

Channel Sparsification
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Abstract

In this paper, we consider user selection and downlink precoding for an over-loaded single-cell

massive multiple-input multiple-output (MIMO) system in frequency division duplexing (FDD) mode,

where the base station is equipped with a dual-polarized uniform planar array (DP-UPA) and serves a

large number of single-antenna users. Due to the absence of uplink-downlink channel reciprocity and

the high-dimensionality of channel matrices, it is extremely challenging to design downlink precoders

using closed-loop channel probing and feedback with limited spectrum resource. To address these issues,

a novel methodology – active channel sparsification (ACS) – has been proposed recently in the literature

for uniform linear array (ULA) to design sparsifying precoders, which boosts spectral efficiency for

multi-user downlink transmission with substantially reduced channel feedback overhead. Pushing forward

this line of research, we aim to facilitate the potential deployment of ACS in practical FDD massive

MIMO systems, by extending it from ULA to DP-UPA with explicit user selection and making the

current ACS implementation simplified. To this end, by leveraging Toeplitz matrix theory, we start with

the spectral properties of channel covariance matrices from the lens of their matrix-valued spectral

density function. Inspired by these properties, we extend the original ACS using scale-weight bipartite

graph representation to the matrix-weight counterpart. Building upon such matrix-weight bipartite graph

representation, we propose a multi-dimensional ACS (MD-ACS) method, which is a generalization of

original ACS formulation and is more suitable for DP-UPA antenna configurations. The nonlinear integer

program formulation of MD-ACS can be classified as a generalized multi-assignment problem (GMAP),

for which we propose a simple yet efficient greedy algorithm to solve it. Simulation results demonstrate
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the performance improvement of the proposed MD-ACS with greedy algorithm over the state-of-the-art

methods based on the QuaDRiGa channel models.

I. INTRODUCTION

Massive multiple-input multiple-output (MIMO) has been demonstrated, in both theory and

practice, as one of the major performance boosters for the next generation (5G and beyond)

wireless communication systems [1], [2]. Operating massive MIMO in time division duplex (TDD)

mode is technically favorable, because the inherent uplink-downlink channel reciprocity makes it

convenient to reconstruct the downlink channel vectors directly from the uplink pilot observations

without requiring downlink training. Nevertheless, from the mobile network operators’ standpoint,

the frequency division duplex (FDD) mode seems more preferable, as the current wireless

systems are mainly operating in FDD mode, for which a lot of resource has been invested (e.g.,

in acquiring the spectrum), and FDD systems show a much better performance in scenarios with

symmetric data traffic and delay-sensitive applications.

For FDD massive MIMO, however, the uplink-downlink channel reciprocity does not hold in

general, due to the large uplink/downlink frequency separation that exceeds the fading coherence

bandwidth. The base stations (BSs) have to probe the downlink channels via pilot training and

ask for channel information feedback from the users. The high-dimensional channel vectors

(due to the large number of antennas) incur prohibitively expensive feedback overhead and

therefore result in inevitable performance degradation provided the limited channel coherence

time and bandwidth. Recently, a fast-growing number of techniques have been proposed to

make FDD as competitive as TDD systems by reducing downlink training and uplink feedback

overhead, e.g., joint spatial division and multiplexing (JSDM) [3], [4]. It has been observed that

the high-dimensional channel vectors admit a sparse representation in the angular/beam domain,

such that they could be efficiently represented by low-dimensional ones [3]–[6]. As such, the

pilot dimension of downlink training and the feedback overhead can be substantially reduced.

By exploiting the sparse representation in the beam domain, a number of techniques have

been proposed. First, the compressed sensing (CS)-inspired methods (e.g., [5]–[7]) exploit this

sparse representation to reconstruct the channel vectors at the BS using the compressed downlink

pilot signals fed back from users. In particular, it allows each user to obtain the compressive

measurements of the probing signals locally, and feed back to the BS, so that the BS can jointly

recover the channel vectors using CS techniques [5]. Although effective to some extent, these CS-
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based techniques rely highly on the knowledge of channel vector sparsity order (i.e., the number of

significant elements), and probably fail to reconstruct downlink channels reliably when the devoted

pilot dimension is less than the sparsity order. Second, channel reconstruction by exploiting

the second-order statistics has attracted more and more attention [8]–[10]. Instead of feeding

back compressed measurements of pilot signals, these approaches leverage the angular domain

reciprocity to reconstruct downlink channel covariance matrices from the uplink training. Third,

there is a new trend of using deep learning to predict downlink channel from the observations of

uplink training [11]–[14]. The basic idea is to build up a mapping from uplink channel vectors

to downlink ones by using an over-parameterized deep neural network. In principle, the deep

neural networks with a sufficiently large number of parameters are able to approximate any

complicated functions, as long as the training dataset is large enough. Nevertheless, there are

still many challenges to design an efficient deep neural network for channel reconstruction.

More recently, channel reconstruction methodologies using second-order channel statistics have

been advanced by e.g, [15]–[18], which aim to reconstruct downlink channel for FDD massive

MIMO by exploiting the angular scattering function (ASF) reciprocity. This technique relies on

the key assumption of the reciprocity of the ASF – it assumes that the ASF is frequency-invariant

over both uplink and downlink frequency bands [10]. It consists of two major components: (1)

Acquiring downlink channel support information in the angular domain from uplink channel

training by exploiting uplink/downlink angular domain reciprocity; and (2) exploiting structural

properties of such support information to design efficient downlink probing and uplink feedback

schemes. As the channel angular support (i.e., non-zero elements) information is contained in the

covariance matrix, its acquisition can be done by estimating downlink covariance matrices from

the uplink ones, followed by the angular supports extraction. The channel support information

of all users establishes a beam-user association (that can be modeled by a bipartite graph), in

which the support of a user’s channel vector indicates the corresponding beams that can be

utilized to serve this user. Such a beam-user association can be exploited for intelligent beam-user

assignment that leads to artificially sparsified users’ channels. The active channel sparsification

(ACS) will finally help reduce the pilot dimension for downlink probing, while allowing for

simultaneous multiple-access of a large number of users using spatial multiplexing.

However, the ACS methodology is still facing some challenges in the potential deployment

in the practical massive MIMO systems. On one hand, dual-polarized uniform planar array

(DP-UPA) is commonly used in the practical systems, although attempts have been made to
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extend from ULA to DP-ULA [16]. On the other hand, although the current ACS implementation

using the mixed integer linear program (MILP) formulation is elegant in theory, its computational

complexity scales as the number of antennas and users. To address these issues, in this paper,

we consider to extend the ACS formulation from ULA/DP-ULA to DP-UPA by leveraging a

matrix-weight bipartite graph representation for users’ channels. By relaxing the original MILP

formulation, we come up with a new nonlinear integer program (NIP) formulation. Hence, we

propose a greedy algorithm to solve the NIP problem in an efficient way. Specifically, our

contributions are summarized as follows.

• The channel covariance matrix of massive MIMO with DP-UPA antennas can be recognized

as a doubly block Toeplitz matrix. By leveraging Toeplitz matrix theory, we characterize

the spectral properties of channel covariance matrices by investigating their matrix-valued

spectral density function, which is also referred to as angular scattering function [19]. There

exhibits some sparsity in the spectral density function when the angular spread is narrow

under the context of DP-UPA massive MIMO scenarios.

• Inspired by these properties, we extend channel representation of ACS using bipartite graph

from the original scale-weight to the matrix-weight counterpart. The matrix-weight bipartite

graph establishes the association between block beams (correspond to dual-polarized antenna)

and users according to the asymptotic block diagonalization of the channel covariance

matrices. Building upon the matrix-weight bipartite graph representation, we propose a

multi-dimensional ACS (MD-ACS) method, which is a generalized version of original ACS

formulation and is more suitable for DP-UPA antenna configurations. The MD-ACS can be

formulated as a generalized multi-assignment problem, which includes the original ACS

formulation (i.e., assignment problem) as a special case.

• By taking into account the sum rate maximization and multiuser interference control, we

reformulate the MD-ACS approach as a nonlinear integer program, for which we propose

a simple yet efficient greedy algorithm to solve it. The extensive simulation results using

QuaDRiGa channel models demonstrate the superiority of the proposed MD-ACS with

greedy algorithm to the state-of-the-art methods, including the recently advanced ACS

method concerning DP-ULA antenna configurations.

The rest of this paper is organized as follows. In the next section, we describe the channel and

system model of the DP-UPA FDD massive MIMO system with downlink training and precoding.
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In Section III, we study channel covariance matrices through Toeplitz theory, and characterize

the spectral properties of the spectral density functions. The proposed MD-ACS is detailed in

Section IV, including the review of the original ACS, the matrix-weight graph representation,

and the NIP formulation with a greedy algorithm. The numerical results can be found in Section

V, followed by the Conclusion in Section VI.

Notation: We use x, x, andX to represent scalar, vector, and matrix, respectively. For any scalar

x, we denote {xn}Nn=1 , {x1, x2, . . . , xN}. For the integer N , we denote [N ] , {1, 2, . . . , N}. A

matrix X is Hermitian if and only if X = XH, where XH is the conjugate transpose of X . tr(X)

denotes the trace of a matrix X . E{·} denotes the expectation. The Kronecker and Hadamard

products of two matrices X and Y are denoted by X ⊗ Y and X � Y , respectively. NC(α, β)

denotes the complex normal distribution, where α and β are mean (vector) and variance (matrix),

respectively. IM is the M ×M identity matrix, and FM is the discrete Fourier transform (DFT)

matrices with [FM ]p,q = 1√
M
e−

2π(p−1)(q−1)
M for all p ∈ [M ], q ∈ [M ].

II. CHANNEL AND SIGNAL MODEL

A. DP-UPA Channel Model

We consider a single-cell massive MIMO system where the base station is equipped with

an Mx ×My × 2 dual-polarized uniform planar array (DP-UPA) serving NU single-polarized

single-antenna users. The DP-UPA consists of in total M = 2MxMy antenna elements with Mx

ports in each column and My ports in each row, and for each port there are two polarized antenna

elements. According to 3GPP TR-36.873 [20], which is also referred by e.g., [21] and [22], the

channel vector h of DP-UPA can be represented as

h =

hV
hH

 ∈ CM×1 (1)

where hV ∈ C
M
2
×1 and hH ∈ C

M
2
×1 correspond to the channel between the vertical (V )/horizontal

(H) antenna and the user, respectively. For notational simplicity, let q ∈ {V,H}. Given the angle

intervals of azimuth A and elevation B, according to the channel model of 3GPP [20], the q-th

sub-channel vector can be written as

hq =

∫
B

∫
A
βq(θ, φ)γqa(θ, φ)dθdφ (2)

where A = [θmin, θmax],B = [φmin, φmax] and |A| = 2δθ and |B| = 2δφ, in which δθ and δφ are

the angular spread (AS) of azimuth and elevation, respectively; βq(θ, φ) ∼ NC(0, βq) denotes
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the complex gain that is independent and identically distributed (i.i.d.) across paths; γq is the

polarization factor of the q-th sub-channel; and a(θ, φ) is the steering vector of DP-UPA antenna

that possesses the same structure as that of UPA, and it can be written as [20] [21] [23]

a(θ, φ) = ay(θ, φ)⊗ ax(θ, φ) =


1

e
2πdy
λw

sin(φ) sin(θ)

...

e
2πdy(My−1)

λw
sin(φ) sin(θ)

⊗


1

e
2πdx
λw

sin(φ) cos(θ)

...

e
2πdx(Mx−1)

λw
sin(φ) cos(θ)

 (3)

where dx and dy are antenna spacing of column and row array respectively, and λw is the carrier

wavelength.

B. Downlink Training and Precoding

In this paper, we follow the comprehensive framework proposed in [16, Figure 4], which

consists of (1) uplink pilot transmission, (2) uplink covariance estimation, (3) uplink-downlink

covariance transformation, (4) downlink pilot transmission, (5) feeding back pilot measurements,

(6) downlink channel estimation, and (7) downlink beamforming. As our focus in this paper

is on the downlink precoding/beamforming, we assume the availability of downlink covariance

matrix at the base station via the above steps (1)-(3). In what follows, we briefly reiterate the

procedure of (4)-(7) to maintain certain level of self-containedness.

1) Downlink Pilot Transmission: As in [16], the base station sends a space-time pilot matrix

S ∈ CT×M ′ to all users through a sparsifying precoder Vh ∈ CM×M ′ , where T is the number of

time slots used for pilot trainsmission, M ′ ≤M is the dimension after the active sparsification,

and the columns of Vh are chosen from an orthogonal matrix that will be specified later. As

such, the received pilot signal yp
i of i-th user can be written as

yp
i = SV H

h hi + n, (4)

where hi ∈ CM×1 is the downlink channel vector of i-th user, and n ∼ NC(0, σ2IM) is the

additive white Gaussian noise (AWGN). The pilot matrix S is up to design, subject to a total

power constraint tr(SV H
h VhS

H) ≤ ρpT , where ρp is the pilot signal power in each time slot.

2) Feeding Back Pilot Measurements: For simplicity, we assume the users feed back their pilot

signals yp
i ∈ CT×1 to the base station in an analog form. The digital feedback with quantization

can be implemented according to well-developed techniques (see [24] and references therein).

Due to possible user selection, only the selected users are required to send the pilot signals back
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to the base station. In doing so, the base station could successfully acquires the perfect pilot

signals {yp
i }i∈S with S being the subset of selected users, which will be specified later.

3) Downlink Channel Estimation: Given the T × 1 pilot signal yp
i , we aim to recover the

M × 1 channel vector hi with M > T , relying on the sparsity of hi in the angular domain.

Following the footstep in [16], we obtain the estimated channel vector via MMSE estmators as

ĥi = Rh,iR
−1
y,iy

p
i , (5)

where Rh,i = E{hi(yp
i )H} = RiVhS

H, Ry,i = E{yp
i (yp

i )H} = SV H
h RiVhS

H + σ2I with Ri ,

E[hih
H
i ] being the downlink channel covariance matrix of user-i.

4) Downlink Precoding: With channel estimates, the base station transmit users’ data {di}i∈S
through sparsifying precoders pi ∈ CM×1 for each selected user i ∈ S . Thus, the received signal

under FDD DP-UPA downlink data phase yd
i of i-th user can be written as

yd
i = hH

ipidi +
∑
j∈S\i

hH

ipjdj + ni (6)

where ni ∼ NC(0, σ2
i ) is the AWGN, and the sparsifying precoder pi will be specified later. As

the downlink covariance matrix estimation has been extensively investigated in the literature (e.g,

[9], [16], [22]), we place our focus instead on designing the downlink precoder assuming that

the downlink channel covariance matrix {Ri}NUi=1 is perfectly known at the base station.

III. SPECTRAL PROPERTIES OF COVARIANCE MATRIX

While some existing works have mentioned the Toeplitz structure of covariance matrices for

ULA/UPA massive MIMO (e.g., [3], [25]), the extension to DP-UPA has not been fully understood.

In what follows, we will inspect the structural properties of downlink channel covariance matrices

{Ri}NUi=1 for DP-UPA massive MIMO through the lens of Toeplitz matrix theory.

A. Toeplitz Matrix Theory

Before proceeding further, we first introduce the definitions related to Toeplitz matrix [26] and

its extension to block Toeplitz matrix [19] and doubly Toeplitz matrix [27], [28].

Given a sequence of scalars {t−n+1, . . . , t−1, t0, t1 . . . , tn−1}, an n× n matrix Tn is a Toeplitz

matrix if [Tn]i,j = ti−j for all i, j ∈ [n]. Similarly, given a sequence of M1 ×M2 matrices

{T−n+1, . . . ,T−1,T0,T1 . . . ,Tn−1} , an nM1 × nM2 matrix Bn is a block Toeplitz matrix if the

(i, j)-th M1 ×M2 submatrix [Bn]i,j = Ti−j for all i, j ∈ [n]. In particular, if Tm is an N ×N
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Toeplitz matrix for all −n+1 ≤ m ≤ n−1, then Bn is an nN×nN doubly Toeplitz matrix, also

known as Toeplitz-block-Toeplitz (TBT) matrix (i.e., block Toeplitz matrix with Toeplitz blocks).

Further, if Tm is an NM1 ×NM2 block Toeplitz matrix for all −n+ 1 ≤ m ≤ n− 1, then Bn

becomes an nNM1×nNM2 doubly block Toeplitz matrix. It can be viewed as a Toeplitz matrix

with each element being block Toeplitz matrices, or a doubly Toeplitz matrix with each element

being a general matrix. Throughout this paper, we consider Hermitian matrix, that is t−i = t∗i for

Toeplitz matrix and T−i = T H
i for block Toeplitz matrix.

The circulant, block circulant, doubly circulant, doubly block circulant matrices can be similarly

defined as their Teoplitz counterparts, where the only difference is the circular operation using

the modulo operator mod, i.e., for the scalar sequence [Cn]i,j = c(i−j) mod n for all i, j ∈ [n]

and for the matrix sequence [Bn]i,j = C(i−j) mod n for all i, j ∈ [n]. Apparently, the (doubly

block) circulant matrix is the special case of (doubly block) Toeplitz matrix. Given an n× n

circulant matrix Cn, it can be diagonalized by DFT matrix, i.e., Cn = FnΛF
H
n with Λ being a

diagonal matrix. For an nN × nN doubly circulant matrix, it can be diagonalized by 2D-DFT

matrix Fn⊗FN . For an nM1× nM2 block circulant matrix Bn, it can be block-diagonalized by

Bn = (Fn ⊗ IM1)Σ(Fn ⊗ IM2)
H where Σ is an nM1 × nM2 block diagonal matrix, with each

block being an M1 ×M2 matrix.

When n tends to infinity, each Toeplitz matrix can be associated with a generating function,

which is a continuous and periodic function [19], [26]–[28]. For instance, the Hermitian Toeplitz

matrix Tn can be generated by a real function F : [−1/2, 1/2] 7→ R, i.e., F (ω) =
∑∞

k=−∞ tke
2πkω.

Similarly, the Hermitian block Toeplitz matrix Bn can be generated by a matrix-valued real

function F : [−1/2, 1/2] 7→ RM1×M2 , i.e., F (ω) =
∑∞

k1=−∞ Tk1e
2πk1ω. Further, for the Hermitian

doubly block Toeplitz matrix, it can be generated by F : [−1/2, 1/2]2 7→ RM1×M2 , i.e.,

F (ω1, ω2) =
∞∑

k1=−∞

∞∑
k2=−∞

Tk1,k2e
2πk1ω1e2πk2ω2 . (7)

The circulant conterparts share the same generating functions.

B. Spectral Properties

By leveraging the Toeplitz matrix theory, we inspect the spectral properties of channel covariance

matrix through a function analysis perspective. In particular, instead of looking into the channel

covariance matrix, we investigate its spectral density in the angular domain. This is underpinned

by the following lemma.
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Lemma 1. The channel covariance matrix R of DP-UPA massive MIMO can be represented,

subject to row/column permutation, as a Hermitian doubly block Toeplitz matrix R̂, which can

be asymptotically block diagonalized by an orthongal matrix

V = FMx ⊗ FMy ⊗ I2, (8)

as Mx,My →∞, where Fn is an n× n DFT matrix, and the block-diagonal submatrices are

uniformly sampled from the matrix-valued spectral density function, i.e.,

Σ(ω1, ω2) =

My−1∑
m1=−My+1

Mx−1∑
m2=−Mx+1

[R̂]m1,m2e
2π(m1ω1+m2ω2) (9)

with [R̂]m1,m2 being a 2× 2 submatrix of R̂.

Proof. See Appendix A.

Remark 1. The 2 × 2 matrix-valued spectral density function Σ(ω1, ω2) over (ω1, ω2) ∈

[−1/2, 1/2]2 is the generating function of the doubly block Toeplitz matrix R̂. As row/column

permutation does not change spectral properties, Σ(ω1, ω2) is the spectral density function of

channel covariance matrix R over the two-dimensional angular domain [−1/2, 1/2]2. Similar to

the ULA massive MIMO, we can also transform the signals from spatial to angular domain to

exploit possible (block) sparsity of the spectral density. The columns of the DFT-type orthogonal

matrices have been widely used as the common basis for Toeplitz, block Toeplitz and TBT matrix

in massive MIMO such as precoder design for ULA [16], [29] and UPA [25] array, and pilot

decontamination [30]–[32].

Equipped with Lemma 1, we are able to inspect the spectra of channel covariance matrix R

through its spectral density function Σ(ω1, ω2). As such, we come up with the sparsity properties

of DP-UPA antennas in the angular domain, as in Theorem 1.

Theorem 1. The spectral density function Σ(ω1, ω2) has a compact support over the two-

dimensional frequencies (ω1, ω2) ∈ [−1/2, 1/2]2, i.e.,

Σ(ω1, ω2) = 0, if (ω1, ω2) /∈
[
− d

λw
zmax

1 ,
d

λw
zmin

1

]
×
[
− d

λw
zmax

2 ,
d

λw
zmin

2

]
(10)

where zmin
i and zmax

i depend on a fixed AOA θc, φc and AS ∆1,∆2.

Proof. See Appendix B.
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Fig. 1: The normalized spectra of covariance matrices for 128 ULA, 16× 8 UPA, and 8× 8× 2 DP-UPA antennas.

Remark 2. Theorem 1 is a generalization of the compact properties of spectral density function

from ULA reported in [3] to DP-UPA antenna configurations. In contrast with the ULA, the

spectral density function of DP-UPA is 2 × 2 matrix-valued because of the dual-polarization.

In addition, for UPA and DP-UPA antennas, the compact supports of Σ(ω1, ω2) could be more

dispersed, thanks to the two-dimensional array. This enables UPA-type antennas to server more

users without causing severe pilot contamination or multiuser interference.

Thanks to the high resolution of large-scale antenna arrays, the azimuth and elevation AoAs

are usually limited within a narrow range [33], so that zmax
i and zmin

i are confined within small

intervals in [−1, 1]. As such, the compact support only covers a limited range of frequency range,

and thus the spectral density exhibits sparsity properties in the angular domain. To illustrate the

above points, we plot the spectral density of covariance matrices of ULA, UPA, and DP-UPA

with the same number of antennas, using channels generated by QuaDRiGa [33] (See Section

V for the configurations). In particular, Figure 1 shows the normalized diagonal elements of

DFT-diagonalized covariance matrices for 128× 1 ULA, 16× 8 UPA, and 8× 8× 2 DP-UPA,

respectively. It can be observed that ULA has one single yet wide support, and UPA and DP-UPA

have multiple narrow supports. Additionally, for DP-UPA, it exhibits the block support where the

supports appear in pair, which agrees with the 2× 2 matrix-value spectral density function.

IV. MULTI-DIMENSIONAL ACTIVE CHANNEL SPARSIFICATION

Inspired by the matrix-valued spectral density function, we extend the active channel sparsi-

fication to multi-dimensional scenarios, with a generalized optimization problem formulation.
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In what follow, we first summarize the merit of active channel sparsification proposed in [15],

followed by a matrix-weight graph representation, and finally we bridge the general optimization

problem formulation to an existing problem in combinatorial optimization.

A. Preliminary: Active Channel Sparsification

For the sake of self-containedness, we briefly introduce the main idea of active channel

sparsification proposed in [15], with the focus on ULA antenna geometry.

1) Channel Representation: Each user’s channel is represented as a weighted sum of a set of

vectors chosen from common bases. These common basis vectors are also referred as to virtual

beams in the angular/beam domain. Usually, for ULA antenna setting, the columns of discrete

Fourier transform (DFT) matrix are adopted as common basis vectors. This is underpinned by the

fact that the channel covariance matrix of ULA antenna is a Toeplitz matrix, which asymptotically

approximates the circulant matrix that can be diagonalized by DFT matrix.

Such a representation ensures that all users are represented in the same vector space, such that

beam selection can be alternatively done by switching on/off the basis vectors. If we use xm to

denote the status of the beam-m, we have

xm =

 1, if beam-m is selected,

0, otherwise.
(11)

In a similar way, we can also impose a binary variable yi to denote user selection, i.e.,

yi =

 1, if user-i is selected,

0, otherwise.
(12)

Hence, after adopting the user and beam selection strategy, the estimate of i-th user’s channel hi,

as in (5) in Section II-B, can be asymptotically written as

ĥi ≈
M∑
m=1

xmιi,m
√
wi,mfm (13)

if user-i is selected, i.e., yi = 1, where fm is the m-th common basis vectors used for channel

representation, wi,m is the corresponding coefficient that can be estimated by downlink training,

and ιi,m is a random variable. Usually, in the ULA setting, fm comes from the columns of the

DFT matrix FM (e.g., [15], [34]), and in the Mx ×My × 2 DP-UPA setting, fm is usually from

the columns of the common basis I2 ⊗ FMx ⊗ FMy (e.g., [16]). Accordingly, the sparsifying

precoder Vh in (4) can be specified as the collection of basis vectors {fm : xm = 1}.
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2) Graph Representation: To describe the interaction between beam and user selection, we

can construct a weighted bipartite graph, where beams are on one side and users are on the other

side, and a beam and a user is connected if the beam contributes to channel representation of

such user. By such bipartite graph representation, we establish the user-beam association with

respect to the weighted combinations of channel representation.

For the readers’ reference, we introduce some graph definitions. Consider an undirected bipartite

graph G = (U ,V , E) with two vertex sets U and V , and an edge set E . For any u ∈ U and v ∈ V ,

e = (u, v) ∈ E if and only if u and v are connected with an edge e. The neighborhood of a vertex

v is the set of nodes u ∈ U such that (u, v) ∈ E , i.e., NG(v) , {u ∈ U : (u, v) ∈ E}. The degree

of a vertex v is the number of nodes in the neighborhood of v, i.e., degG(v) , |NG(v)| where

|N | is the cardinality of the set N . The adjacency matrix A of the bipartite graph G = (U ,V , E)

is a binary matrix, where Ai,j = 1 if (i, j) ∈ E and 0 otherwise. The Bipartite matching of the

bipartite graph G = (U ,V , E) is a subset of edges MG ⊂ E such that there are not edges in MG

sharing the same vertex.

3) Beam/user Selection: The aim of beam/user selection is to switch on/off beams and users

to avoid beam overlapping among selected users, in order to achieve the maximum multiplexing

gain (i.e., prelog of the sum rate expression). The optimization problem was given in [15] as

(P1) : max |MG′| (14a)

s.t. degG′(ui) ≤ T, ∀ui ∈ U ′ (14b)∑
bm∈NG′ (ui)

wi,m ≥ P, ∀ui ∈ U ′ (14c)

where |MG| is the maximum cardinality bipartite matching number of the selected subgraph

G ′ = (B′,U ′, E ′), and the degree constraint (14b) guarantees that for each the selected user

ui ∈ U ′ the number of beams to represent this user’s channel vector is no more than T , and

the power constraint (14c) is to ensure that for each selected user ui ∈ U ′ the sum power of

representing beams is no less than P . The degree and power constraints ensure that each selected

user should have a sufficient number of (but not too many) representing beams selected, so that

those beams with little contribution to a user’s channel representation can be switched off.

As usually there are much more beams than users, by intuition, the maximum cardinality

bipartite matching tends to select all users and only the users have severe conflicting representing

beams will be unselected. As such, there is only implicit user selection through beam selection.
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4) Casting as an MILP: By establishing the equivalence between the multiplexing gain

of the users’ effective channel and the maximum cardinality bipartite matching of the graph

representation, the objective of ACS can be solved by finding the solutions to an MILP [15]

involving two sets of binary variables {xm}Mm=1 and {yi}NUi=1, and a set of continuous ones,

{zi,m}NU ,Mi=1,m=1 i.e.,

(P ′1) : max
xm,yi,zi,m

∑
bm∈B

∑
ui∈U

zi,m (15a)

s.t. zi,m ≤ [A]i,m, ∀bm ∈ B, ui ∈ U (15b)∑
ui∈U

zi,m ≤ xm, ∀bm ∈ B (15c)

∑
bm∈B

zi,m ≤ yi, ui ∈ U (15d)

∑
bm∈B

[A]i,mzi,m ≤ Tyi +M(1− yi), ∀ui ∈ U (15e)

Pyi ≤
∑
bm∈B

[W ]i,mxm, ∀ui ∈ U (15f)

xm ≤
∑
ui∈U

[A]i,myi, ∀bm ∈ B (15g)

xm, yi ∈ {0, 1} ∀ui ∈ U , bm ∈ B (15h)

zi,m ∈ [0, 1] ∀ui ∈ U , bm ∈ B (15i)

where binary matrix A is the adjacency matrix of graph G, and [W ]i,m = wi,m indicates the

contribution of the block beam m to the i-th user’s channel representation. By such an MILP

formulation, we can adopt off-the-shelf solvers to find a feasible solution {x∗m}Mm=1, {y∗i }
NU
i=1 and

{z∗i,m}
NU ,M
i=1,m=1 efficiently, where the selected beams and users are indicated by {m : x∗m = 1} and

{i : y∗i = 1} respectively in the optimal solution yielded by the MILP.

B. Matrix-weight Bipartite Graph Representation

From Section III, the covariance matrix R̂i can be asymptotically block-diagonalized by

lim
Mx,My→∞

R̂i = (FMy ⊗ FMx ⊗ I2)Σi(FMy ⊗ FMx ⊗ I2)H (16)

=

My∑
m1=1

Mx∑
m2=1

(fv,m1 ⊗ fh,m2 ⊗ I2)Σi(m1,m2)(fv,m1 ⊗ fh,m2 ⊗ I2)H (17)
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Users 𝒰
𝑢2𝑢1 ⋯ 𝑢𝑁𝑈

𝑬1,1

Virtual Beam ℬ
𝑏1 𝑏2 ⋯⋯ 𝑏𝑀/2

Edge ℰ
Interfered edge/user/beam

Active edge/user/beam

Inactive edge/user/beam

𝑎
𝑏

Fig. 2: Matrix-weight bipartite graph for channel representations, where the virtual block beams are denoted by a

square with crossed lines (cf. cross-polarized antenna elements), the users are denoted by triangles, and the weights

between beams and users Ei,m are 2×2 matrices. (a) Channel representations from different users are overlapping in

the sense that they share some common block beams (indicated by red edges) to represent their respective channels.

(b) After active channel sparsification applied, some block beams (marked in gray) and users (marked in black) are

switched off to avoid channel overlapping, so that the remaining users are not overlapping on active block beams.

where fv,m and fh,m are the m-th column of DFT matrices FMy and FMx , respectively, and

Σi(m1,m2) is the (My(m1 − 1) +m2)-th diagonal block matrix of Σi.

Instead of using a vector to represent a virtual beam in the ULA and UPA settings, here we use

a M×2 submatrix Vm1,m2 , fv,m1⊗fh,m2⊗I2 to represent a virtual cross-polarized block beam.

Similarly, we can represent all users’ channels by a bipartite graph with matrix-valued weights,

where the cross-polarized block beams {Vm1,m2 ,m1 ∈ [My],m2 ∈ [Mx]} on one side and the

users on the other side, and the beams and users are connected with edges of matrix-valued

weights {Σi(m1,m2),m1 ∈ [My],m2 ∈ [Mx]}. For notational simplicity, we use [Σi]m to denote

the matrix-valued weight for m ∈ [M/2] corresponding to some (m1,m2).

We refer to the scalar-weight graph representation of previous ACS formulation as single-

dimension, and the matrix-weight one as multi-dimension bipartite graph representation. In

particular, we represent the users’ channel covariance matrices in respect of the block beams in

a matrix weighted bipartite graph G as in Fig. 2, where a block beam corresponds to a pair of

cross-polarized antennas. For notational simplicity, we index the block beams as m ∈ [M/2]. We

define the matrix weighted bipartite graph G = (B,U , E), in which the block beams b ∈ B is on

one side and users u ∈ U on the other side. Therefore, a beam bm and a user ui are connected

with an edge (bm, ui) ∈ E if Ai,m = 1. It is worth noting that, the weight of edges (bm, ui) ∈ E ,

i.e., Ei,m = [Σi]m with m corresponding to some (m1,m2), is a 2× 2 matrix rather than a scalar.

With the block beam and user selection parameters xm and yi, the estimated channel of i-th user,
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as in (5) in Section II-B, can be approximately written as

ĥi ≈
M/2∑
m=1

xmVm ([Σi]m)
1
2 ιi,m (18)

where Vm ∈ CM×2 corresponds to the block basis vectors Vm1,m2 with m corresponding to some

(m1,m2), and ιi,m ∈ C2×1 is a random vector. Similarly, the sparsifying precoder Vh in (4) can

be specified as the collection of {Vm : xm = 1}.

Let us explain the physical meaning of the matrix weighted bipartite graph. Each block beam

is illustrated as a pair of crossed lines, in which the cross with red and black lines corresponds

to the vertical and horizontal polarization antennas in the DP-UPA array, respectively. As a

matter of fact, such a correspondence is resulted from the block-diagonalization of the channel

covariance matrix, where it combines the cross-polarized antennas at the same position. The

diagonal elements of Ei,m ∈ C2×2 represent the channel characteristics of the corresponding

antenna, while the off-diagonal elements indicate the channel correlation between the vertical

and horizontal antennas due to their cross-polarization. In Fig. 2(a), the edges in red indicate the

inter-user spectral correlation between users’ channels in the angular domain, which results in

potential inter-user interference for multi-user transmission. Fig. 2(b) presents a simple beam

and user selection to reduce the possible beam overlapping for activated users. When actively

switching off some block beams and users, the partial channel correlation of the remaining users

is reduced, for which there is not any overlap on the activated beams anymore. Note here that the

original channels covariance matrices are partially represented by the active block beams only.

While this may result in partial channel estimation and exploitation, it is expected not to

degrade the overall multi-user performance as long as a proper beam and user selection strategy

is designed. For the scalar case, it has been evidenced in [15] that the beam and user selection

by ACS could improve overall performance over the ones without channel sparsification. In what

follows, before proceeding with the matrix-weight bipartite graph representation, we take a step

back to propose a more general formulation of ACS from the lens of combinatorial optimization.

C. Generalized Multi-dimensional Active Channel Sparsification (MD-ACS)

Given the above matrix-weight graph representation, we reformulate the original ACS [15] in

a more general way. The generalization lies in two aspects: one is to extend one-to-one matching

to many-to-many matching, the other one is to generalize scale-weight (i.e., single-dimensional)
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to matrix-weight (i.e., multi-dimensional) matching with rate maximization and interference

mitigation embedded instead of maximizing multiplexing gain.

1) From One-to-one to Many-to-Many Matching: In the original formulation in (14) of ACS,

a subgraph G ′ is selected with active beams B′ and users U ′, and the maximal bipartite matching

is constructed in the induced subgraph G ′ = (B′,U ′, E ′). It has been shown in [15] that the

cardinality of the maximal bipartite matching is equal to the multiplexing gain of multi-user

transmission. If we take a step back, instead of working on the maximal (one-to-one) bipartite

matching in the selected graph, we could consider the many-to-many matching on the original

bipartite graph G, where a number of beams can be associated to one user, and likewise each

beam can serve multiple users as long as inter-user interference is properly controlled. As such,

a more general formulation can be given by

(P2) : max w(M∗
G) (19a)

s.t. degG(ui) ≤ κb,i, ∀ui ∈ U (19b)

degG(bm) ≤ κu,m, ∀bm ∈ B (19c)

whereM∗
G is the set of many-to-many matching, which is a generalization of one-to-one matching,

κb,i ≤ T/2 is the maximum beams can be assigned to user i to guarantee that channel estimation

is feasible [15], and κu,m the maximum users that can reuse the same beam m so that not much

interference is caused one another. In contrast to the one-to-one matching, many-to-may matching

allows each vertex on one side to be matched with multiple vertices on the other side.

The above many-to-many weighted matching is equivalent to the generalized multi-assignment

problem (GMAP) [35], which is a generalized version of the assignment problem corresponding

to one-to-one matching. The GMAP considers to assign a set of tasks to a set of agents. When a

task is assigned to an agent, it produces profit and incurs cost. The aim of GMAP is to assign

each task to multiple agents, where one agent can conduct multiple tasks, so that the total cost

of all tasks is minimized and/or the total profit is maximized. Under the context of the multiple

beam-user assignment, the above generalized ACS formulation can be reformulated as a GMAP

with an integer programming as follows

(P ′2) : max
zi,m

M/2∑
m=1

NU∑
i=1

wi,mzi,m (20a)

s.t.

NU∑
i=1

zi,m ≤ κu, ∀bm ∈ B (20b)
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M/2∑
m=1

zi,m ≤ κb, ∀ui ∈ U (20c)

zi,m ∈ {0, 1}, ∀bm ∈ B,∀ui ∈ U (20d)

where zi,m is a binary decision variable such that zi,m = 1 indicates the m-th block beam is

assigned to i-th user, and 0 otherwise; wi,m is the corresponding profit for such an assignment,

and it is a function of the matrix-weight Ei,m; κu and κb are the maximum number of users and

block beams to match each beam and user, respectively. For simplicity, we assume each user

(resp. beam) is associated to the same number of beams (resp. users).

2) From Single-dimensional to Multi-dimensional Matching: The generalized formulation

in (20) reduces the size of the integer program compared to (14) to a great extent, thanks to

the GMAP formulation and the matrix-weight bipartite representation of beam-user association.

However, the merits in the original formulation, e.g., multiplexing gain maximization in (15a)

and interference control in (15f), are totally lost.

To remedy the above reformulation, in what follows, we integrate the consideration of sum

rate maximization into the objective function, especially into the parameters {wi,m}, and relegate

the interference control to a constraint. Such a remedy results in a nonlinear formulation, which

motivates us to propose a greedy algorithm to solve it in an efficient way.

a) Embedding Sum Rate Maximization and Interference Control: Given the subset of

selected users S = {i : y∗i = 1}, the achievable rate of i-th user with downlink precoder pi can

be written by

Ri = log

(
1 +

|hH
ipi|2

σ2 +
∑

j∈S\i|hH
ipj|2

)
. (21)

For the sake of tractability of optimization, we consider an asymptotic version of sum rate when

Mx,My →∞ so that the asymptotic zero-forcing precoder of i-th user can be simply written by

the column vectors of common basis V . In particular, we have

pi ∈ R{hi} ∩ N{hj, j ∈ S\i} (22)

= {Vm : xmtr([Σi]m) ≥ δ, xmyjtr([Σj]m) ≤ δ, ∀j ∈ [NU ]\i,m ∈ [M/2]} (23)

where R{·} and N{·} are the range and null spaces of the subspace spanned by the vectors,

and δ is a threshold to determine if the block beam is strong enough to be considered.
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Hence, with such asymptotic precoder, the asymptotic rate1 of i-th user can be written as

R∞i = log

1 +
tr
(∑M/2

m=1 xm[Σi]m[Σi]
H
m

)
σ2 + tr

(∑M/2
m=1

∑NU
j=1,j 6=i yjxm[Σi]m[Σj]Hm

)
 (24)

= log
(
σ2 + tr

( M/2∑
m=1

NU∑
j=1

yjxm[Σi]m[Σj]
H

m

))
− log

(
σ2 + tr

( M/2∑
m=1

NU∑
j=1,j 6=i

yjxm[Σi]m[Σj]
H

m

))

≥
M/2∑
m=1

(
log
(2σ2

M
+ tr

( NU∑
j=1

yjxm[Σi]m[Σj]
H

m

))
− ηi,m

)
(25)

where the first term is due to Jensen’s inequality with log(·) being a concave function, and the

second term is due to an artificially introduced constraint

log
(
σ2 + tr

( M/2∑
m=1

NU∑
j=1,j 6=i

yjxm[Σi]m[Σj]
H

m

))
≤

M/2∑
m=1

ηi,m (26)

With Jensen’s inequality, the above constraint can be relaxed to
M/2∑
m=1

log
(2σ2

M
+ tr

( NU∑
j=1,j 6=i

yjxm[Σi]m[Σj]
H

m

))
≤

M/2∑
m=1

ηi,m. (27)

Let us introduce two matrices P ∈ CNU×
M
2 and C ∈ CNU×

M
2 such that

[P ]i,m = log tr
( NU∑
j=1

yj[Σi]m[Σj]
H

m

)
, (28)

[C]i,m = log tr
( NU∑
j=1,j 6=i

yj[Σi]m[Σj]
H

m

)
. (29)

The maximization of the asymptotic sum rate with joint user and beam selection can be

approximately formulated in the following way

(P3) : max
zi,m

M/2∑
m=1

NU∑
i=1

zi,m[P ]i,m (30a)

s.t. (20b), (20c), (30b)

[C]i,mzi,m ≤ ηi,m, ∀bm ∈ B,∀ui ∈ U (30c)

zi,m ∈ {0, 1}, ∀bm ∈ B,∀ui ∈ U (30d)

1We point out that the asymptotic rate here is with respect to the number of antennas, which is different from those at high

SNR in the literature.
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where the objective function (30a) comes from the lower bound of the asymptotic rate, with the

constant parts dropped for simplicity, and the final constraint (30c) due to the constraint (27) to

control interference, and zi,m = xmyi is binary-valued.

The above optimization formulation can be recognized as a GMAP with an additional constraint

(30c). The lower bound of the asymptotic rate can be regraded as the profits, and the constrained

term in (27) can be treated as costs. As such, we refer to P and C as the profits and costs

matrices, respectively. While the optimization problem (30) is linear for the parameters {zi,m},

the profits and costs matrices P and C are dependent of user selection {yj}, which is entangled

with {zi,m} as zi,m = xmyi. This makes the problem a nonlinear integer program with respect to

{xm} and {yi}, which is challenging to solve. To overcome this, we propose a low-complexity

greedy algorithm, avoiding overlaps between any two users in the matrix-weight bipartite graph.

b) Greedy Algorithm: As detailed earlier, given the channel covariance matrix R̂i with

permuted rows and columns from the original one Ri, we can construct a matrix-weight bipartite

graph representation where the matrix weights [Σi]m come from the block diagonalization of R̂i.

However, when it comes to the practical scenarios with a finite number of antennas, R̂i is not

perfectly block-diagonalizable with the DFT matrix as in (16). To overcome this, a possible way

is to approximate the matrix-weight [Σi]m by

[Σ̂i]m = [(FMy ⊗ FMx ⊗ I2)HR̂i(FMy ⊗ FMx ⊗ I2)]m,m (31)

where [·]m,m is the m-th 2× 2 block diagonal submatrix with m ∈ [M/2]. It is readily verified

that limMx,My→∞[Σ̂i]m = [Σi]m for all i,m. Thus, in what follows, we use [Σ̂i]m instead of

[Σi]m for algorithm design in the practical scenarios.

For ease of presentation, we introduce a NU × M
2

matrix Ψ with [Ψ]i,m = tr([Σ̂i]m) to indicate

the contribution of the m-th block-beam to the i-th user. Let us define a binary matrix A′ for

the greedy algorithm with elements specified as

[A′]i,m =

 1, if m ∈ maxnp
{

[Ψ]i,m′ ,∀m′ ∈ [M/2]
}
,

0, Otherwise,
(32)

where np ∈ [M/2] is a tunable integer parameter, and maxnp{A} returns the indices of the

largest np values in the set A. Here A′ serve as a mask to filter out the insignificant weight

matrices {[Σ̂i]m,∀m} and only keep np largest ones. In particular, if we set np = κb, then after

masking with A′, there are at most κb block beams left that are connected to each user, so that

the constraint (20c) is automatically satisfied.
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For the greedy algorithm, according to the asymptotic analysis of sum rate, we define a specific

evaluation function as

Φ(P ,C) =
∑
i

∑
m

xmyi([P ]i,m − [C]i,m), (33)

where P and C are profit and cost matrix as shown in (28) and (29), for which [Σ̂i]m is used.

Given the bipartite graph representation G = (B,U , E) and the matrix-weight [Σ̂i]m on the edge

(bm, ui), we propose a greedy algorithm to solve the optimization problem (P3). The detailed

procedure is outlined in Algorithm 1.

Let us explain the greedy algorithm in detail. Instead of maximizing the profit with the cost

as the constraint in (30), we define a new profit function as in (33) which takes both original

profits and costs into account. At the beginning, each user i selects κb block beams with the

largest weights as specified by A′ in (32). This is to make the constraint (20c) automatically

satisfied. Then, each block beam m determines whether the number of served users exceeds its

capability κu to satisfy the constraint (20b). For those beams with more than κu users served

that violate the constraint (20b), we need to determine if it is better to switch off this beam m,

or some users so that the constraint (20b) is satisfied. To make such a decision, we compute

and compare two quantities Φb and Φu when either option is applied with respect to the newly

defined profit in (33). This operation repeats till the constraint (20b) is satisfied for all active

block beams. After each iteration, the weight matrix Φ and the binary matrix A′ will be updated,

so that the deactivated users or beams will not be considered in the future. As such, the greedy

algorithm results in a feasible solution after at most M
2

updates.

To summarize, compared with the original single-dimension ACS formulation in [15], [16],

our proposed MD-ACS with greedy algorithm has the following advantages.

• While the original ACS is dedicated to the maximization of multiplexing gain, our proposed

MD-ACS takes both sum rate maximization and interference control into account, which

leads to better performance at finite SNR, as will be shown in Section V.

• In the original ACS, the same threshold is applied for all users and beams to construct

the bipartite graph representation, and the resulting graph is sensitive to such threshold. In

addition, there are quite a few tunable parameters in (15), which are challenging to fine-tune

to arrive at the sweet spot for the optimal solution, so that an improper choice probably

results in severe performance degradation. For our proposed MD-ACS, the integer-valued
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Algorithm 1 Greedy Algorithm for Generalized MD-ACS

1: Input: {R̂i,∀i}, κu, κb
2: Initialization: xm = yi = 1 for all i ∈ [NU ],m ∈ [M/2]

3: Produce 2× 2 diagonal submatrices {[Σ̂i]m}NU ,M/2
i=1,m=1 from {R̂i}NUi=1 according to (31)

4: Construct the bipartite graph representation G = (B,U , E) with matrix-weights {[Σ̂i]m} for

the edge (bm, ui) ∈ E , and construct the weight matrix Ψ with [Ψ]i,m = tr([Σ̂i]m)

5: Compute profit and cost matrix P ,C as (28)-(29) with [Σ̂i]m

6: Construct a binary matrix A′ as in (32) with np = κb, such that (20c) is satisfied

7: Update Ψ as Ψ← A′ �Ψ, and set M = {m :
∑NU

i=1 xmyi[A
′]i,m > κu,∀m ∈ [M/2]}

8: while M 6= ∅ do

9: Select the beam m ∈M

10: Compute (33) as Φb if the beam is switched off, i.e., xm = 0

11: Compute (33) as Φu if only κu users with the largest [Ψ]i,m are selected, i.e., yi = 0 for

all i /∈ maxκu{[Ψ]i′,m,∀i′}

12: if Φb > Φu then

13: xm = 0, and [A′]i,m = 0, ∀i ∈ [NU ]

14: else

15: yi = 0, and [A′]i,m = 0, ∀m ∈ [M/2], i /∈ maxκu{[Ψ]i′,m,∀i′}

16: end if

17: Update Ψ as Ψ← [A′]�Ψ

18: Update M← {m :
∑NU

i=1 xmyi[A
′]i,m > κu,∀m ∈ [M/2]}

19: end while

20: Output: {xm}M/2
m=1, {yi}NUi=1

parameters κu and κb are used to construct the bipartite graph, and the resulting graph is

more flexible and suitable for greedy search.

• Due to the pre-determined bipartite graph representation and the implicit user selection,

the original ACS is suitable to the homogeneous scenarios, whereas our proposed greedy

algorithm is suitable for both homogeneous and heterogeneous scenarios (e.g., with both

indoor and outdoor users), thanks to the adaptive bipartite graph construction and the explicit

user selection, as will be demonstrated in Section V.
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V. NUMERICAL RESULTS

In this section, we provide the numerical results of our proposed method — generalized

multi-dimensional active channel sparsification (MD-ACS) — compared with the state-of-the-art

ones in the practical DP-UPA FDD massive MIMO scenarios. The following baseline methods

are considered for comparison.

• No Selection: All users and beams are activated.

• JSDM: A clustering algorithm that divides users into groups according to the similarity of

their channel covariance matrices [3]. In each group, a user is randomly selected on behalf

of the corresponding cluster. In JSDM, the number of clusters K is essential, and is set to

K =
∑

i y
∗
i , where y∗ is the user selection vector obtained by our greedy algorithm.

• ACS: The original ACS on scale-weight bipartite graph representation, which was first

proposed in [15] for ULA, and later on extended to DP-ULA in [16];

• ACS-Matrix: The conventional ACS with the MILP formulation on the matrix-weight

bipartite graph representation, where the constraint (15f) is replaced by

Pyi ≤
∑
bm∈B

tr ([W ]i,m)xm, ∀ui ∈ U . (34)

• Greedy Algorithm: The proposed MD-ACS with greedy algorithm implementation as

specified in Algorithm 1.

The downlink channel training and precoding follow the procedure in Section II-B, where the

pilot matrix S is a T ×M ′ orthogonal matrix, with M ′ = 2
∑M/2

m=1 xm ≤M being the number

of activated virtual beams, and the average pilot signal power is set to ρp = 1.

For the simulation scenarios, we consider FDD downlink transmission in a single-cell massive

MIMO network, where the base station is equipped with M = Mx ×My × 2 DP-UPA antenna

and serves NU single-antenna users. In order to evaluate the algorithms comprehensively and

fairly, we adopt the QuaDRiGa channel model [33] to generate downlink channel vectors h.

According to the 3GPP and the QuaDRiGa specifications [36], the Inter-Site Distance is set

to be 500m and the ‘3GPP-3D-UMA’ scenario is considered. For the users’ located rules, the

minimum distance from users to the base station is 10m. We choose 50% indoor and 50% outdoor

users for downlink transmission, where the height of all the outdoor users is set to 1.5m. In all

simulation scenarios, we assume the downlink channel covariance matrix is somehow available,

which can be simply obtained by R = 1
N

∑N
t=1 hth

H
t using N = 1000 downlink channel vector

realizations ht generated from QuaDRiGa, or obtained from uplink channel covariance matrix by

April 28, 2021 DRAFT



23

-10 -5 0 5 10 15 20

SNR (dB)

0

10

20

30

40

50
S

u
m

 R
a
te

Fig. 3: Sum rate versus SNR with 4× 4× 2 DP-UPA,

NU = 15 users and T = 16 timeslots.
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Fig. 4: Sum rate versus pilot dimension with 4× 4× 2

DP-UPA, NU = 15 users and SNR = 20 dB.
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Fig. 5: Sum rate versus SNR with 4× 4× 2 DP-UPA,

NU = 30 users and T = 16 timeslots.
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Fig. 6: Sum rate versus pilot dimension with 4× 4× 2

DP-UPA, NU = 30 users and SNR = 20 dB.

leveraging uplink-downlink reciprocity (e.g., [15]). Unless otherwise explicitly specified, for all

the simulation scenarios, we choose the following parameters: κb = 3; κu = 20 for 64 antenna

configuration and κu = 12 for 32 antenna configuration; pilot dimensions of training phase

T = 16; for 32 antennas (Fig. 3-6), the antenna array is Mx = My = 4 and the FDD frame

length is Tc = 64, and for 64 antennas (Fig. 7-11), Mx = 4, My = 8 and Tc = 72.

Figures 3 and 4 illustrate the sum rate of downlink transmission with NU = 15 users in

total versus SNR and the pilot dimension of the training phase, respectively. We can observe

in Fig. 3 that, the proposed MD-ACS with greedy algorithm outperforms all other methods,

and the gap is increasing as SNR goes. The ACS-like methods (i.e., ACS and ACS-Matrix)

perform poorly at high SNR compared with No Selection, which is probably due to the fact
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that the number of users for selection is quite limited so that activating all users may not be a

bad idea. In Fig. 4, it appears the sum rate first increases as the pilot dimension does, because

higher pilot dimension yields higher estimation accuracy of downlink channel, and therefore

more accuracy downlink precoding. The sum rate is decreasing when pilot dimension increases

further, because the more resource the training phase occupies, the less the transmission phase

could use. For the ACS-like methods (i.e., ACS and ACS-Matrix), it looks too many users

have been switched off, which results in severe performance degradation when T is large. In

Figures 5 and 6, NU = 30 users are considered. It is observed that our proposed MD-ACS with

greedy algorithm consistently outperform other methods. In this scenario, with a sufficiently large

number of users, both ACS-Matrix and ACS perform better than JSDM and No Selection. The

No Selection method confronts severe performance degradation – it is because there are too many

users in the network, and user selection is crucial. In these simulations, ACS-Matrix outperforms

the conventional ACS approach, which demonstrates the effectiveness of using matrix-weight

bipartite graph representation. Notably, from Fig. 4 and Fig. 6, the optimal pilot dimensions that

maximize the sum rate are different across algorithms. The optimal pilot dimension of ACS is

around T = 12 while others are around T = 16. This suggests that ACS seems more dedicated

to beam selection, while others (including the greedy algorithm) prefer user selection.

Further, in Fig. 7-10, we increase the number of antennas from 32 to 64, and consider two

scenarios with NU = 30 and NU = 60 users. For the 64 DP-UPA antenna scenario with 30

users, compared with the 32-antenna case, the sum rate improvement of our greedy algorithm

over other methods is diminishing, because the capability of serving more users is enhanced

with more antennas, and thus user selection is not crucial. When the number of users increases

from NU = 30 to NU = 60, we observe the same phenomenon as that in Figures 5 and 6.

Interestingly, from Figures 8 and 10, we find that even if the number of antennas is increased,

the optimal pilot dimension is still around T = 16 timeslots. It is worth noting that, ACS-Matrix

with matrix-weight graph representation outperforms the conventional scalar-weight ACS method.

It suggests that the matrix-weight formulation is more suitable than scalar-weight ACS for the

DP-UPA scenario. As such, the improvement of our proposed greedy algorithm comes from two

aspects: the matrix-weight MILP formulation and the search-based user/beam selection strategy.

Fig. 11 shows the sum rate versus the number of users in the cell when the pilot dimension

is set to T = 16. We can observe that: (1) When the number of users is small, e.g., NU ≤ 30,

user selection is unnecessary, because the sum rates are nearly the same for the proposed greedy
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Fig. 7: Sum Rate versus SNR with 4× 8× 2 DP-UPA,

NU = 30 users and T = 16 timeslots.
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Fig. 8: Sum Rate versus Timeslots with 4× 8× 2 DP-

UPA, NU = 30 users and SNR = 20 dB.
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Fig. 9: Sum Rate versus SNR with 4× 8× 2 DP-UPA,

NU = 60 users and T = 16 timeslots.
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Fig. 10: Sum Rate versus Timeslots with 4 × 8 × 2

DP-UPA, NU = 60 users and SNR = 20 dB.
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Fig. 11: Sum Rate versus the number of users with 4× 8× 2 DP-UPA, T = 16 timeslots and SNR = 20 dB.
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algorithm, compared with No Selection. (2) As the number of users increases, the benefit of user

selection emerges, and it becomes crucial when the number of users is large, e.g., NU ≥ 45. (3)

Our proposed MD-ACS with greedy algorithm always outperforms the conventional ACS thanks

to the matrix-weight graph representation and the search-based greedy user/beam selection.

VI. CONCLUSION

In this work, we have investigated downlink sparsifying precoder design and user selection in

DP-UPA FDD massive MIMO systems using active channel sparsification (ACS). By extending

the original scalar-weight bipartite graph representation of user-beam association to a matrix-

weight bipartite graph, we proposed a generalized multi-dimensional ACS (MD-ACS) for DP-UPA

antenna configurations with a nonlinear integer program formulation. Inspired by the generalized

multi-assignment problem, we proposed an efficient greedy algorithm to solve the nonlinear

integer problem, and observed its superiority in extensive simulation results using QuaDriGa

channel models. We believe such an improvement of the ACS methodology could pave the way

for the potential deployment of ACS to the practical FDD massive MIMO systems.

APPENDIX

A. Proof of Lemma 1

Given the channel vector in (1), the covariance matrix R = E{hhH} can be written as

R =

E{hVhH
V } E{hVhH

H}

E{hHhH
V } E{hHhH

H}

 ,

R1 R2

RH
2 R3

 . (35)

For k = 1, 2, 3 we have

Rk =

∫
Ω

pka(θ, φ)aH(θ, φ)dθdφ (36)

where Ω = {(θ, φ) : θ ∈ A, φ ∈ B} and

p1 = γV γ
∗
V E{βV β∗V }, p2 = γV γ

∗
HE{βV β̄H}, p3 = γHγ

∗
HE{βHβ∗H} (37)

with βV and βH being vertical and horizontal polarization respectively. In fact, the submatrix Rk

has the same structure as the covariance matrix of UPA, which is a doubly Toeplitz matrix. By

letting Pβ =
(
p1 pH2
p2 p3

)
, the covariance matrix R can be alternatively written as

R = Pβ ⊗
∫

Ω

a(θ, φ)aH(θ, φ)dθdφ = Pβ ⊗B (38)
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where

B =

∫
Ω

ay(θ, φ)aH

y(θ, φ)⊗ ax(θ, φ)aH

x(θ, φ)dθdφ (39)

=

∫
Ω


B11 · · · B1My

... . . . ...

BMy1 · · · BMyMy

 dθdφ. (40)

For p, q ∈ [My], each block Bpq can be written as

Bpq =
[
ay(θ, φ)aH

y(θ, φ)
]
pq
A(θ, φ) = e

2π
λw

dy(p−q) sinφ sin θA(θ, φ) (41)

with

[A(θ, φ)]ij = [ax(θ, φ)]i[a
H

x(θ, φ)]j = e
2π
λw

dx(i−j) sinφ cos θ. (42)

It appears that the elements in A(θ, φ) only depend on (i− j) and the submatrices in Bpq only

depend on (p− q). Therefore, we conclude that B is a doubly Toeplitz matrix.

To facilitate the inspection from the perspective of generating function for Toeplitz matrices,

we transform R into a doubly block Toeplitz matrix by row/column permutation. Following the

footsteps in [37], we permutate R by a perfect shuffle matrix Q as

R̂ = QRQT = QPβ ⊗BQ = B ⊗ Pβ (43)

with

Q =


IM
(
1 : M

2
: M, :

)
IM
(
2 : M

2
: M, :

)
...

IM
(
M
2

: M
2

: M, :
)

 . (44)

By the permutation, R̂ is doubly Toeplitz matrix, that is, an MxMy ×MxMy doubly block

Toeplitz matrix, with each element being a 2× 2 matrix. In particular, the (m1,m2)-th submatrix

[R̂]m1,m2 can be given by

[R̂]m1,m2 =

∫
Ω

e
2π
λw

(dym1 sinφ sin θ+dxm2 sinφ cos θ)dθdφPβ. (45)

When Mx,My →∞, it is known in [19] that the (m1,m2)-th submatrix of R̂ can be given by

[R̂]m1,m2 =

∫ 1/2

−1/2

∫ 1/2

−1/2

Σ(ω1, ω2)e−2π(m1ω1+m2ω2)dω1dω2 (46)
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through its generating function

Σ(ω1, ω2) =
∞∑

m1=−∞

∞∑
m2=−∞

[R̂]m1,m2e
2π(m1ω1+m2ω2). (47)

It is known that for any Toeplitz matrix Tn, when n→∞, there exists a circulant matrix Cn

sharing the same generating function [34]. This applies to the extensions, e.g., doubly (block)

Toeplitz and circulant matrices. It is known in [19] that circulant matrix can be diagonalized by

DFT matrix, and this can be extended to block and doubly block Toeplitz matrices. As such, for

the doubly block Toeplitz matrix R̂, there exists a doubly block circulant matrix Ĉ such that

Ĉ = (FMx ⊗ FMy ⊗ I2)Σ(FMx ⊗ FMy ⊗ I2)H (48)

where Σ is a block diagonal matrix with MxMy non-zero diagonal blocks of size 2× 2 each.

According to [38, Theorem 2]. the diagonal blocks of Σ is the uniform sampling of the generating

function Σ(ω1, ω2) on the following grids

(ω1, ω2) =

(
−1

2
+
m1

My

,−1

2
+
m2

Mx

)
, ∀m1 ∈ [My]− 1, m2 ∈ [Mx]− 1. (49)

B. Proof of Theorem 1

According to Lemma 1, by letting dx = dy = d and plugging (45) into the spectral density

function Σ(ω1, ω2), we have

Σ(ω1, ω2) =
∞∑

m1=−∞

∞∑
m2=−∞

[R̂]m1,m2e
2π(m1ω1+m2ω2) (50)

= Pβ

∫
Ω

∞∑
m1=−∞

∞∑
m2=−∞

e2πm1( d
λw

sinφ sin θ+ω1)e2πm2( d
λw

sinφ cos θ+ω2)dθdφ (51)

= Pβ

∫
Ω

(
∞∑

m1=−∞

e2πm1( d
λw

sinφ sin θ+ω1)

)(
∞∑

m2=−∞

e2πm2( d
λw

sinφ cos θ+ω2)

)
dθdφ (52)

= Pβ

∫
Ω

(
∞∑

m1=−∞

δ

(
m1 −

(
d

λw
sinφ sin θ + ω1

)))

·

(
∞∑

m2=−∞

δ

(
m2 −

(
d

λw
sinφ cos θ + ω2

)))
dθdφ (53)

where the last equation is due to Poisson Summation Formula [39].

Further, let z1 = sinφ sin θ and z2 = sinφ cos θ. Define zmax
i = maxφ,θ{zi} and zmin

i =

minφ,θ{zi}. Due to the property of delta function, only if we have both ω1 = m1 − d
λw
z1 and

ω2 = m2− d
λw
z2, Σ(ω1, ω2) is a non-zero matrix. Given that m1,m2 ∈ Z, −1 ≤ zmin

i ≤ zmax
i ≤ 1,
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and ω1, ω2 ∈
(
−1

2
, 1

2

)
, the only possible integer of m1 and m2 is 0. Thus, the range of ωi that yields

non-zero Σ(ω1, ω2) depends on that of zmin
i and zmax

i , i.e. ωi ∈
[
− d
λw
zmax
i , d

λw
zmin
i

]
, i = {1, 2}.

As such, given a set of AOA θc, φc and AS ∆1,∆2, we are able to obtain a compact support that

is related to the both elevation and azimuth AOAs. Even when the special points, ω1, ω2 = ±1
2
,

are considered, such that m1,m2 = ±1 might exist, we only have the corresponding points under

zi = ±1 that does not alter the conclusion.
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