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Abstract—This paper investigates a reconfigurable intelligent
surface (RIS)-aided unsourced random access (URA) scheme
for the sixth-generation (6G) wireless networks with massive
sporadic traffic devices. First of all, this paper proposes a novel
joint active device separation (the message recovery of active
device) and channel estimation architecture for the RIS-aided
URA. Specifically, the RIS passive reflection is optimized before
the successful device separation. Then, by associating the data
sequences to multiple rank-one tensors and exploiting the angular
sparsity of the RIS-BS channel, the detection problem is cast as
a high-order coupled tensor decomposition problem without the
need of exploiting pilot sequences. However, the inherent coupling
among multiple sparse device-RIS channels, together with the
unknown number of active devices make the detection problem at
hand deviate from the widely-used coupled tensor decomposition
format. To overcome this challenge, this paper judiciously devises
a probabilistic model that captures both the element-wise sparsity
from the angular channel model and the low-rank property due to
the sporadic nature of URA. Then, based on such a probabilistic
model, a iterative detection algorithm is developed under the
framework of sparse variational inference, where each update
iteration is obtained in a closed-form and the number of active
devices can be automatically estimated for effectively avoiding
the overfitting of noise. Extensive simulation results confirm the
excellence of the proposed URA algorithm, especially for the case
of a large number of reflecting elements for accommodating a
significantly large number of devices.

Index Terms—Massive unsourced random access, higher-order
coupled tensor, sparse Bayesian learning, 6G, reconfigurable
intelligent surface.

I. INTRODUCTION

Massive access or massive machine-type communication

(mMTC) has been identified as one of the main application
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cases in the upcoming sixth-generation (6G) wireless net-

works, where the number of potential devices is expected

to reach hundreds of billions by 2030. In particular, a large

number of devices are connected to the Internet via a base

station (BS) with sporadic communications, where only a

small fraction of devices are active concurrently [2]. In this

context, applying conventional grant-based random access

schemes to this emerging scenario would lead to an exceed-

ingly high access latency and a prohibitive signaling overhead.

To address this issue, grant-free random access schemes have

been regarded as a promising candidate technology for en-

abling massive access in 6G wireless networks [3], where

active devices transmit their data without establishing any

access grant protocol with the BS. Currently, a commonly

discussed category of grant-free random access is sourced

random access, where each device is preassigned with a

unique non-orthogonal pilot sequence and the BS identifies the

device activity based on the received signals by distinguishing

the transmitted sequences [2]. However, since the number

of devices in 6G wireless network grows sufficiently large,

sourced random access schemes become increasingly ineffi-

cient to assign fixed pilot sequences to all potential devices.

For instance, in order to detect Ka active devices from total

K̄ devices, the length of pilot sequence should grow with the

scale of Ka log(K̄), even through an effective sparse recovery

algorithm implemented [4], [5].

To overcome this challenge, another category of grant-free

random access, i.e., unsourced random access (URA), was

proposed in [6]. Indeed, the roll-out of URA is motivated

by practical Internet-of-Things scenarios, where millions of

low-cost devices have a common codebook at the moment

of production [6]. Active devices maps their messages to

codewords of the common codebook, and the BS recovers

the messages by detecting the transmitted codewords, without

determining the identities of active devices. If active devices

wish to reveal themselves, they can embed identity information

in their payloads. In order to decrease the size of codebook,

active devices usually partition their messages to several sub-

messages [7], [8]. Active devices adds some parity check

bits to each sub-message which is mapped to a codeword

of the common codebook, and then the BS recovers all the

sub-messages which are stitched to the original messages by

using a some decoder according to the parity check bits,

e.g., the tree-based decoder [8]. Compared to sourced random

access, URA has a higher spectral efficiency, since it does

send pilot sequence for identity detection [9]. Moreover, URA

has a lower computational complexity, which is independent

http://arxiv.org/abs/2206.05427v1
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of the total number of potential devices and depends only on

the cardinality of the active device set [9]. Hence, URA is

appealing to 6G wireless networks with a large number of

devices with sporadic activities.

Despite the advancement of URA, the devices may locate in

a service dead zone, where the direct link from the devices to

the BS is not available [10]. Consequently, the signals received

from the devices are weak such that performing active device

separation is a challenging task for the BS. To overcome

this challenge, the use of millimeter-wave (mmWave)/terahertz

(THz) frequencies with massive multiple-input-multiple output

(MIMO) was proposed to enhance the detection accuracy

of grant-free random access [11]. However, it significantly

increases the hardware and energy cost as well as signal

processing complexity due to the deployment of a large

number of radio frequency (RF) chains. To this end, emerging

wireless technologies for manipulating the wireless channels

with low cost, low complexity, and high energy efficiency

are desired to unlock the potential of URA in 6G wireless

networks.

Recently, reconfigurable intelligent surface (RIS), as a

promising technology of 6G wireless networks, has been

proposed to enhance the signal quality at desired receivers

[12]–[17]. Specifically, an RIS is able to establish favourable

channel responses by customizing the wireless propagation

environment via a large number of reconfigurable passive

reflecting elements. Thus, the deployment of RIS can enhance

the strength of the signals between the BS and the devices in

dead zones via bypassing the obstacle between them. More-

over, by optimizing the phase shifts, the signal propagation

between the BS and the devices can be smartly reconfigured

to improve the accuracy of active device separation. On the

other hand, the performance gain in RIS-aided communication

systems depends critically on the availability of channel state

information (CSI). Yet, CSI acquisition is quite challenging

in practice due to the passive nature of RIS. In general, RIS

without equipping active radio frequency chains can neither

transmit nor receive pilot signals, thus it is challenging to

estimate the channels from RIS to the BS and devices to RIS

separately. Instead, the concatenated device-RIS-BS channels

are usually estimated based on the pilot sequences sent from

the devices. For example, by exploiting the information on

the slow-varying channel components and the hidden channel

sparsity, [18] formulated the channel estimation problem for

RIS-aided multiuser MIMO systems as a matrix-calibration

based matrix factorization task. Besides, to enable massive

random access, [10] proposed a three-stage framework based

on the approximate message passing (AMP) for joint active

device separation and channel estimation in RIS-aided sourced

random access.

Although various approaches have been proposed in the

literature for channel estimation in RIS-aided systems, e.g.,

[10], [13], [14], [16], [18], the required pilot signaling over-

head scales with the product of the number of RIS reflecting

elements and devices, which are prohibitively large in practical

scenarios, especially for the case of massive access. As a

remedy, the study of joint active device separation and channel

estimation with a fewer number of pilots for the RIS-aided

URA scheme in 6G wireless networks is desired. To achieve

the goal, the considered problem can be formulated as a novel

non-standard coupled tensor decomposition problem with a

sparse coupled factor, assuming no knowledge about the tensor

rank (i.e., the number of active devices). To handle coupled

tensor decomposition type problems, various attempts have

been conducted [19], [20]. For instance, [19] proposed a

coupled polyadic decomposition method, where each tensor is

a sum of coupled rank-1 tensors sharing some common factors.

Unfortunately, the results from [19] and [20] cannot be directly

applied to the joint active device separation and channel

estimation problem with a complicated coupled structure. Fur-

thermore, the number of active devices is unknown in practice,

which determines the number of unknown model parameters.

Besides, it is generally non-deterministic polynomial-time hard

(NP-hard) to acquire the number of active devices from tensor

data. To address this problem, the authors in [21] introduced

an additive regularization term that penalizes complicated

channel models to mitigate the overfitting of noise. However,

this method inevitably consumes enormous computational

resources and leads to a heavy computation burden. To learn

the tensor rank automatically, recent advances integrate the

tensor rank learning into its hyper-parameter inference steps,

such that the Bayesian theory can provide a natural recipe

for automatic rank determination [22]–[25]. Nevertheless, the

effectiveness of applying variational Bayesian inference for

solving coupled tensor decomposition is still unclear in the

literature. Moreover, the coupling structure (from the RIS-

aided URA scheme [6]), the element-wise sparsity structure

(from angular channel representation [26]), and the low-rank

property (from the sporadic nature of mMTC [3]) together

pose unique challenges in designing proper probabilistic model

and the associated inference algorithm. In this paper, by

devising novel priors to incorporate problem structures, we

design a novel probabilistic model to investigate the trade-off

between the expressive power of the model and the tractability

of the inference algorithm. The contributions of this paper are

as follows:

1) This paper studies a new application of RIS for detecting

active devices and estimating the corresponding channels

to support URA in 6G wireless networks. Specifically,

we propose a new RIS-aided URA architecture, where

RIS passive reflection is first optimized for enhancing the

performance of device separation. Then the transmitted

data symbols are constructed as multiple rank-1 tensors

that allows a pragmatic method for active device separa-

tion and device-RIS channel estimation without relying

on pilot sequences.

2) This paper proposes a novel element-wise sparsity and

low-rank inducing probabilistic model for the considered

high-order coupled tensor decomposition problem. By

using variational inference, an intelligent joint active

device separation and channel estimation algorithm is

derived, assuming no knowledge of active device number

and noise power.

3) This paper provides a thorough theoretical analysis of

the proposed algorithm and the results show that it en-
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joys fast convergence and low computational complexity.

Importantly, the proposed algorithm is well designed for

handling URA in large-scale RIS regime compared with

the existing ones.

The rest of this paper is organized as follows: Section

II introduces the system model and the channel models,

and Section III proposes the RIS-aided joint active device

separation and channel estimation architecture. Section IV

designs a coupled tensor based automatic detection algorithm

by applying Bayesian learning and analyzes the performance

of the proposed algorithm. Section V provides extensive

simulation results to validate the effectiveness of the proposed

algorithm. Finally, Section VI concludes the paper.

Notations: We use CA×B to denote the space of complex

matrices of size A×B, | · | to denote the absolute value of a

complex number, (·)H and (·)T to denote conjugate transpose

and transpose, respectively, ⊗ to denote the Kronecker prod-

uct, ◦ to denote vector outer product, ‖·‖F to denote Frobenius

norm of a matrix, ‖·‖2 to denote the l2-norm of an input

vector, [[·]] to denote the Kruskal operator. x ∈ [a, b] means

that scalar x lies in the closed interval between a and b. E
denotes the expectation of its input argument. ‖ · ‖0 denotes

the l0-norm defined as the number of nonzero elements of an

input vector or matrix. ∗ denotes conjugation. The Khatri-Rao

product is denoted by ⋄. The Hadamard product is denoted by

⊙. IK represents the K×K identity matrix. Vector 1K ∈ RK

is the all-ones vector with length K . a(n) denotes the nth

element of vector a. A(n, k) denotes the (n, k)th element

of matrix A. A(:, n) and A(n, :) denote the nth column

and the nth row of matrix A, respectively. Tr(·) denotes the

trace of a matrix. x ∈ Cn is said to follow a vector-valued

normal distribution with mean u and covariance matrix Σ

of the form CNn(x|u,Σ). Matrix G is said to follow the

matrix-variate normal distribution with mean matrix M and

covariance matrix Υ ⊗ Σ of the form CNN×K(G|M,Υ ⊗
Σ) = 1

(2π)NK/2|Υ|
N/2
d |Σ|

K/2
d

exp(− 1
2TrΥ

−1(G−M)Σ−1(G−
M)H) with |·|d being the determinant. O(·) stands for the big-

O notation. p(·|·) denotes conditional probability distribution.

diag(x) denotes a diagonal matrix with the diagonal entries

specified by vector x. D[A] is a diagonal matrix taking the

diagonal element from A.

II. SYSTEM MODEL

We consider a RIS-aided 6G wireless network, as illustrated

in Fig. 1, where a BS equipped with M antennas serves

massive single-antenna devices. Herein, the RIS consisting

of N passive reflecting elements is deployed to enhance the

devices’ communication performance. The passive reflecting

elements of the RIS are arranged as an N1 × N2 uniform

rectangular array with N , N1 × N2. Although the number

of potential devices K̄ is numerous, only Ka ≪ K̄ devices

are active concurrently at a given slot, due to the bursty nature

of the envisioned 6G services [3]. Note that the number of

active devices, Ka, is random and unknown to the BS. It is

assumed that the direct links between active devices and the

BS are obstructed [10], and thus calls for a need to enhance

the quality of communications via deploying RIS [13]. The

RIS with N elements

 BS with 

M antennas

Controller

k
hU

: Active devices

: Inactive devices

k

1h
2h

Fig. 1. RIS-aided massive unsourced random access in 6G wireless networks
with blocked direct links.

channels are assumed to be invariant in a given time slot,

but might independently fade over time slots. In particular,

hk ∈ C
N is used to denote the channel vector between the

RIS and the kth device; U ∈ CM×N is used to denote the

channel matrix between the BS and the RIS.

A. Channel Models

Since the RIS is usually mounted at some tall building, it is

expected that there are only limited scatters around the RIS.

This suggests the adoption of a sparse angular channel model

[26], which has been validated by real-world measurements

and widely adopted in RIS related research [18]. In specific,

the RIS-BS channel, i.e., U ∈ CM×N can be expressed as

U =
√
µ̄

Ī∑

i=1

ξ̄iaB(σi)aR(φ̄i, ψ̄i)
H , (1)

where aR(φ̄i, ψ̄i) = ϕN2(cos(ψ̄i) cos(φ̄i)) ⊗
ϕN1(cos(ψ̄i) sin(φ̄i)) with ϕNp(x) ,

1√
Np

[1,

e−j 2π
̺ dx, · · · , e−j 2π

̺ d(Np−1)x]T , ∀p = 1, 2; (φ̄i, ψ̄i) being

the azimuth and elevation angle-of-departure (AoD) from

the RIS, respectively; aB(σi) = ϕM (sin(σi)) is the receive

array response with respect to AoDs from the RIS to the

BS with ‖aB(σi)‖2 = M ; σi is the corresponding azimuth

angle-of-arrival (AoA) to the BS; N1 and N2 denote the

length and the width of the rectangular array of RIS; ̺
denotes the wavelength of carrier frequency; Ī is the total

number of spatial paths between the BS and the RIS; µ̄ is the

RIS-BS distance-dependent path loss; ξ̄i denotes the complex

amplitude associated with the i-th path.

For the device-RIS channel hk ∈ CN , it can be modeled as

hk =
√
µk

Ik∑

i=1

ǫki aR(φ
k
i , ψ

k
i ), (2)

where ǫki denotes the complex amplitude associated with the

i-th path; µk is the device-RIS distance-dependent path loss;

φki and ψk
i are the corresponding azimuth and elevation AoA

to the RIS, respectively; Ik denotes the number of paths

between the k-th device and the RIS. Following the grid-

based scheme in [18], the representation of channel vector

hk can be further simplified. In particular, two sampling

grids ν = [ν1, · · · , νN1
′ ]T with length N1

′ ≥ N1, and

ς = [ς1, · · · , ςN1
′ ]T with length N2

′ ≥ N2, are employed
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Uplink data 

transmission

Downlink data 

transmission

Pilot

transmission
Uplink data 

transmission

Downlink data 

transmission
Time

Estimate quasi-static 

RIS-BS channel

Active device septeration (the message 

recovery of active device ) and device-

RIS channel estimation

Fig. 2. The proposed joint active device separation and channel estimation
frame structure for RIS-aided URA.

such that hk can be represented as

hk = ARλk, (3)

where AR =
[
ϕN1(ν1), · · · ,ϕN1(νN1

′ )
]

⊗
[
ϕN2(ς1), · · · ,ϕN2(ςN2

′ )
]
∈ CN×N ′

1N
′
2 , and λk ∈ CN ′

1N
′
2

represents the channel coefficients of hk in the angular

domain. Since the number of paths is usually limited, λk

is essentially sparse, with each nonzero value being the

corresponding composite path gain
√
µkǫ

k
i . The exploitation

of such a sparse structure has been shown to bring improved

channel estimation performance and reduced complexity [11],

[26]–[28].

B. Signal Models

According to the characteristics of RIS-aided URA, we

propose a joint active device separation and channel estimation

frame structure, as shown in Fig. 2. Specifically, the BS

first estimates the RIS-BS channel and then recovers the

transmitted messages of the active devices and estimates the

corresponding device-RIS channels. Finally, the BS conducts

downlink data transmission based on the estimated CSI. Since

the BS and the RIS are placed at fixed positions, the BS-

RIS channel U is quasi-static [29]. As such, we only need

to estimate U once over a long period of time. The quasi-

static RIS-BS channel can be efficiently estimated by the dual-

link pilot transmission scheme proposed in [30], where the

BS transmits pilots to the RIS via the downlink channel with

a single-antenna. Then, the RIS reflects the transmitted pilots

back to the BS via the uplink channel with a set of predesigned

reflection coefficients. Based on the received pilots, the BS

can accurately obtain the estimate of the quasi-static RIS-BS

channel, i.e., Û.

On the other hand, a block transmission framework is

adopted for joint active device separation and device-RIS

channel estimation. Specifically, each active device divides its

B-bit message into L sub-messages [8] and the length of the l-
th sub-message is Bl bits, as illustrated in Fig. 3. Then, active

devices transmit their L sub-messages sequently, which are

jointly recovered at the BS. Noting that since each subblock l
contains Ka recovered sub-messages, only an instance of the

transmitted data can be obtained in each subblock. However,

the ultimate goal of the BS is to recover the whole set of B-

bit messages that were transmitted by all the active devices.

To achieve this goal, a decoder for decoding binary messages

among different subblocks of all the Ka active devices is

needed. For example, in [8], an outer tree-based decoder was

11,k,l
ÎÃx

 bits,1l
B  bits,2l

B ...  bits,l d
B

Convert to symbol

22,k,l
ÎÃx

d,k, dl
ÎÃx

vec( )
k,l 1,k,l 2,k,l 3,k,l d,k,l
s = x x x x

,l 2,k,l 3,k,l
x x

,l 2,l 2,l 2,l 2,l 2,l 2,k,l 3,l 3,l 3,l 3,l 3,k,l,l 2,l 2,l 2,l 2,l 2,l 2,k,l 3,l 3,l 3,l 3,l 3,k,l
)

d,k,l
x

d

l l,i

i=1

B = Bå

Transmitted symbol

d

l l,i

i=1i=1

B = B
l l,l l,l l,l l,ål l,l l,l l,l l,l l,l l,l l,l l,l l,l l,l l,l l,

1B 2B
l

B L
B

L

l

l=1

B= Bå

 bits  bits  bits  bits

Fig. 3. Bit mapping of transmitted symbols for the kth device.

adopted to stitch the decoded binary sequences across different

subblocks (cf. Fig. 4). Based on the recovered message, the

BS can separate the active devices if they embed their identity

(ID) information into the transmitted messages. Note that the

inner decoder of URA is quite different from the conventional

blind detection problem [37]. First, the devices in URA share

a common codebook, while the devices in blind detection may

be assigned separate codebooks. Moreover, the receiver of

URA neither knows the transmitted codewords, nor the number

of transmitted codewords. In contrast, the blind detection

generally has the knowledge of the number of transmitted

codewords [37].

Following the URA paradigm [8], we assume that all the

devices in arbitrary subblock l exploit the same constellation

℘ = {c1, c2, · · · , c2Bl} containing 2Bl elements. Considering

the angular space channel in (3) and the RIS to the BS

reflecting channel Û, the received signals of the lth subblock

at the BS can be expressed as

Yl =

Ka∑

k=1

Ûdiag(ARλk)vls
H
k,l +Wl, (4)

where sk,l ∈ ℘ ⊂ Cτ is the transmitted sequence of com-

plex valued baseband symbols from the kth device over τ
channel uses. Wl ∈ CM×τ is the additive white Gaussian

noise. Herein, the coefficient [vl]n = eθn , n ∈ {1, · · · , N}
denotes the phase shift of RIS reflecting element n [31].

θn ∈ [0, 2π] and phase shift vector vl is constant during the l-
th subblock and varies from one subblock to another subblock.

Let yl = vec(Yl) and wl = vec(Wl) denote the vectorized

versions of Yl ∈ CM×τ and Wl, respectively. Moreover, we

rearrange Ûdiag(ARλk)vl as Ûdiag(ARλk)vl =
∑N

n=1Û(:

, n){ARλk}(n)vl(n) = V̂lARλk, where V̂l = [vl(1)Û(:
, 1),vl(2)Û(:, 2), · · · ,vl(N)Û(:, N)] ∈ CM×N . Hence, (4)

can be equivalently rewritten as

yl =

Ka∑

k=1

sk,l ⊗Plλk +wl, (5)
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with Pl = V̂lAR ∈ CM×N . Based on the received signal

yl, l ∈ {1, ..., L}, the BS jointly estimates the channel coef-

ficients λk and recovers the messages sk,l for active device

separation.

III. DESIGN OF THE RIS-AIDED URA ARCHITECTURE

In this section, we first design the RIS passive reflection for

facilitating RIS-assisted active device separation and channel

estimation. Then, we formulate the joint active device separa-

tion and channel estimation problem as a high-order coupled

tensor decomposition problem.

A. RIS Reflection Design

The phase-shift vector vl, l = 1, · · · , L, in (5) controls

the reflection of the waves impinging on the RIS. Given

an optimized phase-shift design, an RIS can significantly

improve the performance of the URA system. In the proposed

RIS-aided URA system, the active device separation and

the channel estimation are performed concurrently, thus we

propose a specific optimized/random combined phase-shift

design mechanism for L subblocks. At the l = 1, · · · , L − 1
stage, the phase shift is randomly generated, which can be

regarded as a training process. At the last subblock, i.e., l = L,

we design the optimal phase shift to enhance device separation

and channel estimation.

Since the locations of the devices are a priori unknown,

the ideal phase-shift design should provide a low misdetection

probability for the entire coverage area. The authors in [32] has

verified that the probability of misdetection is a monotonically

decreasing function with respect to the power of cascaded

channel.

Under the multipath scenario [33], the resultant IRS reflec-

tion optimization problem is non-convex, and obtaining the

global optimal solution is in general intractable. As such, we

adopt a compromised approach. Considering practical delay-

power spectral density in sparse channels, the first arrival

path usually contains the most power of the channel due to

short propagation distance [26]. In other words, the channel

gain is mainly determined by the first path. Motivated by

such an observation, we formulate the worse-case optimization

problem for maximizing the minimum channel gain over the

first path among all devices, which is given by [32]

max
{vL}

min
k∈[1,K]

̺2

16π2d2DR,kd
2
RB

∣
∣aHR (φk1 , ψ

k
1 )diag(aR(φ̄1, ψ̄1))vL

∣
∣
2

s.t. [vL]n = 1, n = 1, · · · , N, (6)

where dDR,k denotes the distance from device k to RIS and

dRB denotes the distance from the RIS to BS.

By setting āH(φk1 , ψ
k
1 ) = aHR (φk1 , ψ

k
1 )diag(aR(φ̄1, ψ̄1)) and

Ā(φk1 , ψ
k
1 ) = ā(φk1 , ψ

k
1 )ā

H(φk1 , ψ
k
1 ), problem (6) can be

reformulated as

max
{VL}

min
k∈[1,K]

{

̺2

16π2d2DR,kd
2
RB

Tr
(
Ā(φk1 , ψ

k
1 )VL

)

}

s.t. VL(n, n) = 1, n = 1, · · · , N, (7)

Rank-1 tensors

Rank-1 tensors

Rank-1 tensors

+ +

Noise

Channel

Subblock 1

Subblock 2

Subblock L-1

Subblock L

Decoder

data sequences/channelsa
K

...
...

...

Estimation

 of

MSG 1

MSG 2

MSG 
a

K

MSG 1

MSG 2

MSG 
a

K

Fig. 4. High-level description of the proposed RIS-based unsourced random
access scheme, where MSG k denotes the message of the kth device.

where VL = vLv
H
L . Note that the rank-one constraint on

VL is dropped in problem (7). Fortunately, problem (7) is a

standard convex semidefinite program, which can be solved

by some optimization tools, i.e., CVX [34]. Yet, rank(Vopt
L )

cannot be always guaranteed, where V
opt
L is the optimal

solution to problem (7). In this context, it is difficult to obtain

the optimal phase-shift vector v
opt
L from V

opt
L . To solve this

problem, the following Gaussian randomization approach is

applied to V
opt
L [35]:

1) For j ∈ {0, 1, · · · , J − 1} = J , generate J random vec-

tors νj ∼ CNN (νj |0,Vopt
L ) and set |[νj ]n| = 1, ∀n, ∀j.

2) Search v̂
opt
L = arg max

νj,∀j∈J
min
k∈Q

{
νH
j Ā(φk1 , ψ

k
1 )νj

}
.

Thus, we can obtain a sub-optimal phase-shift vector v̂
opt
L .

B. Coupled Tensor Modeling

Based on the designed phase shift v̂l, l = 1, · · · , L, the

data symbol is transmitted from the active devices. In this

paper, we construct the constellation structure ℘ according to

the tensor decomposition format [36]. As shown in Fig. 3, it

is assumed that the channel use, i.e., τ , can be factorized as

τ = Πd
i τi for some d ≥ 2 and τi ≥ 2, ∀i. Subsequently,

the complex symbols transmitted by the kth device at the

lth subblock, denoted by sk,l ∈ Cτ , can be rewritten as the

vector representation of a rank-1 tensor Sk,l ∈ Cτ1×τ2×···×τd

of dimensions τ1, τ2, · · · , τd, that is

sk,l = vec(Sk,l) ∈ C
Πd

i τi = C
τ , (8)

with Sk,l = x1,k,l ◦ x2,k,l ◦ · · · ◦ xd,k,l, ∀k, l, where each

xi,k,l is generated from a sub-constellation ℘i, which is

defined as a discrete subset of Cτi . As shown in Fig. 3, bit

information can be mapped to symbol as follows. Bl coded

bits are split into d sets of {B1,1}, ..., {Bl,d} bits, respectively,

corresponding to the d tensor dimensions. For the ith set,

Bl,i-bit data is mapped to an element xi,k,l. Then, the vector

symbol sk,l is formed by the calculation in (8). Actually, all

possible combinations of elements in the sub-constellations

result in the vector constellation ℘ ⊂ Cτ , which is given by

℘ = {vec(x1 ◦ x2 ◦ · · · ◦ xd),x1∈℘1,· · · ,xd ∈ ℘d}. Substi-

tuing (8) into (5), we can reformulate (5) as the following

equivalent tensor decomposition form

Yl=

Ka∑

k=1

x1,k,l ◦ x2,k,l ◦ x3,k,l ◦ · · · ◦ xd,k,l ◦Plλk

︸ ︷︷ ︸

Y0
l

+Wl, (9)
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where Wl ∈ Cτ1×···τd×M is the additive white Gaussian noise

represented in the tensor space. Therefore, in (9), each active

device transmits a sequence that is associated with a rank-

one tensor of order d, while Y0
l is the noise-free tensor of

order d + 1 and has dimensions τ1, · · · , τd,M , respectively.

Its tensor rank is at most Ka, since a tensor is said to be rank-

Ka whenever Ka is the smallest integer such that the tensor

can be written as a sum of Ka rank-1 tensors [21].

Consequently, we can formulate the design of joint active

device separation and channel estimation as the following non-

convex optimization problem:

argmin
xi,k,l∈℘

τi
i ,λk∈CN

L∑

l=1

∥
∥
∥
∥
∥
Yl −

Ka∑

k=1

x1,k,l ◦ · · · ◦ xd,k,l ◦ (Plλk)

∥
∥
∥
∥
∥

2

F

s.t. ‖λk‖0 ≤ ζs, k = 1, 2, · · · ,Ka, (10)

where ζs is a predefined parameter for imposing the chan-

nel sparsity. By solving problem (10), we can obtain

x1,k,1, · · · ,xd,k,L and λk for k = 1, 2, · · · ,K . After that,

the estimation of transmitted data symbol ŝk,l can be formed

by computing the vector outer product according to (8). The

high-level description of the proposed RIS-based URA scheme

is shown in Fig. 4.

C. The Challenges Ahead

For the proposed RIS-aided URA architecture, the key is to

solve problem (10). However, there are two major challenges

that prohibit the straightforward application of some existing

tensor decomposition advances (e.g., using either optimization

methods in [19] and [20] or applying the Bayesian framework

in [22] and [24]):

1) Problem (10) is a non-standard coupled tensor decompo-

sition problem as the sparse profile vector is common and

nonlinearly coupled with other parameters in modeling

multiple tensors Yl, ∀l. In contrast, in [19] and [20], the

coupled factor matrix Bk is common for ∀l ∈ {1, · · · , L}
and does not pose a sparse structure. However, in problem

(10), the coupled information is a sparse vector λk come

from Bk = Plλk with known Pl. The exploitation of

such a sparse structure can be exploited to improve chan-

nel estimation performance and to reduce the algorithm

complexity.

2) In [19] and [20], the authors assumed that the tensor rank

Ka is known. However, the tensor rank (number of active

devices Ka) in problem (10) is random and unknown

in practice introducing NP-hardness to the estimation

based on tensor data. The accurate information about the

model complexity is essential in avoiding overfitting of

noises or underfitting of signals. Therefore, we introduce

the variational inference algorithm that can automatically

learn both the transmit data, the channel state information,

and the active device number from the measured data at

the BS under the Bayesian learning framework.

IV. COUPLED TENSOR-BASED AUTOMATIC DETECTION

ALGORITHM: BAYESIAN LEARNING

Note that solving the discrete problem in (10) optimally

via an exhaustive search, however, requires 2KaB num-

ber of evaluations of the objective function. To circum-

vent the complexity issue, we first relax the discrete do-

main {xi,k,l ∈ ℘τi
i }di=1

Ka

k=1

L

l=1
in (10) to a continuous one

{xi,k,l ∈ Cτi}di=1
Ka

k=1

L

l=1
. Besides, Ka is unknown for the

modeling of all Yl, l = 1, 2, · · · , L, and its estimation has been

shown to be NP-hard. To tackle this challenge, an effective

scheme is to introduce two regularization terms [23] that

penalize the model complexity and avoid possible overfitting

of noise as follows

argmin
{Xi

l∈Cτi×K}d
i=1

L

l=1
G∈CM×K

L∑

l=1

∥
∥Yl −

[[
X1

l , · · · ,Xd
l , PlG

]]∥
∥
2

F

+

K∑

k=1

γk

(
L∑

l=1

d∑

i=1

Xi
l(:, k)

HXi
l(:, k)

)

+

K∑

k=1

ηkG(:, k)HG(:, k)

s.t. ‖G(:, k)‖0 ≤ ζs, k = 1, 2, · · · ,K, (11)

where Xi
l ∈ C

τi×K with the kth column being xd,k,l,

G ∈ CM×K is defined similarly but with the kth column being

λk. Herein, we set the column number of all factor matrices

{X1
l , · · · ,Xd

l ,G} as K , which is the maximum possible

number of active devices Ka. The idea about regularization

term is that if γk > 0 and ηk > 0 are sufficiently large

(e.g., 103) after inference, the elements of the kth columns

in the optimal {Xi
l}Ll=1

d

i=1 and G approach zeros. Then, the

corresponding column can be pruned out and the number

of remaining columns with significant non-zero values in

each factor matrix returns an estimate of number of active

devices. However, the choice of regularization parameters γk
and ηk is not straightforward and computationally demanding,

since setting γk and ηk too large would lead to excessive

residual squared error, while setting them too small may incur

overfitting of noises. Therefore, we develop an intelligent

algorithm that can automatically learn both the factor matrices

and regularization parameters from the measured data at the

BS under the Bayesian learning framework.

A. Element-Wise Sparsity and Low-Rank Inducing Probabilis-

tic Modeling

Firstly, to apply the Bayesian learning framework, a prob-

abilistic model, which encodes the knowledge of problem

(11), needs to be established. To strike the trade-off between

the flexibility of knowledge encoding and the tractability of

the inference algorithm, we propose a novel probabilistic

model by interpreting each term in problem (11) via some

probability density functions (pdfs) [23]. We start with the

last regularization term in the objective function of (11),

which can be modeled as a circularly-symmetric complex

Gaussian prior distribution1 of the columns in matrix G,

i.e.,
∏K

k=1 CN
(
G(:, k)|0, (ηk)−1I

)
. On the other hand, note

that the l0-norm constraint in (11) is imposed such that the

elements in each column of channel are also sparse. This

observation inspires a sparsity-aware probabilistic modeling

1This is inspired by the l2 norm in the last regularization term and the
assumption that device to RIS channel is independent among the different
devices.
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on each element of G. Therefore, by taking both the column-

wise sparsity (i.e., low-rank) and the element-wise sparsity

structure into account, we propose the following novel prior

for matrix G:

p
(

G|{ηk}Kk=1, {ξ(n, k)}Nn=1

K

k=1

)

=

K∏

k=1

[
CN

(
G(:, k)|0, η−1

k I
)

N∏

n=1

CN
(
G(n, k)|0, ξ(n, k)−1

)

]

,

(12)

with

p({ηk}Kk=1|ıη) =
K∏

k=1

gamma(ηk|δ, δ)=
K∏

k=1

ηδ−1
k exp(−δηk),

(13)

p({ξ(n, k)}Nn=1

K

k=1|ıξ) =
N∏

n=1

K∏

k=1

gamma(ξ(n, k)|δ, δ)

=

N∏

n=1

K∏

k=1

ξ(n, k)δ−1 exp(−δξ(n, k)), (14)

where δ > 0 is a small number that indicates the non-

informativeness of the prior model, the natural parameter

ıη = [−δ1K ; (δ − 1)1K ], and ıξ = [−δ1NK ; (δ − 1)1NK ].

The proposed prior in (12) is employed to model the sparsity

pattern of G. Different from the previous works [22], [23]

that only adopted Gaussian-gamma pairs for modeling the

column-wise sparsity, the prior in (12) utilizes the product

rule of probability to further encode the element-wise sparsity

information. The proposed prior has a clear physical inter-

pretation. Particularly, ξ(n, k)−1 can be interpreted as the

power of each element G(n, k), while η−1
k has a physical

interpretation as the power of each column in G. Therefore,

if η−1
k is learnt to approach zero, regardless of ξ(n, k), the

corresponding columns in the factor matrices play no role in

channel modeling and thus can be pruned out by thresholding.

Similarly, for a nonzero column (η−1
k 6= 0), G(n, k) would be

shrunk to zero as ξ(n, k)−1 goes to zero. Therefore, the pro-

posed prior in (12) can simultaneously promote element-wise

sparsity of the channel and low-rank property of tensor data,

which mimic the sparsity constraint and the last regularization

term in (11). Note that the conventional way to promote both

element-wise and column-wise sparsity is to use hierarchical

Bayesian [39]. However, the resulting penalty is less capable

in enforcing a structural low-rank to the tensor. In this context,

multiplying two priors serves as a viable approach since both

hyperparameters influence G directly.

Similarly, for the regularization term about Xi
l in problem

(11), it can be modeled as a zero-mean circularly-symmetric

complex Gaussian prior distribution over the columns of the

factor matrices as follows [22].

p
(

{Xi
l}Ll=1

d

i=1|{γk}Kk=1

)

=

L∏

l=1

d∏

i=1

K∏

k=1

CN
(
Xi

l(:, k)|0, γ−1
k I
)
.

(15)

A gamma distribution is adopted for the penalty parameter γk

to enforce the column-wise sparsity [22]:

p({γk}Kk=1|ıγ)=
K∏

k=1

gamma(γk|δ, δ)=
K∏

k=1

γδ−1
k exp(−δγk),

(16)

where γ−1
k can be interpreted as the power of each column in

Xi
l and ıγ = [−δ1K ; (δ− 1)1K ]. Noting that after integrating

the gamma hyper-prior, the marginal distribution of model

parameters (15) is a Student’s t distribution, which is strongly

peaked at zero and with heavy tails, thus promoting sparsity.

Furthermore, the gamma hyper-prior (16) is conjugate to the

Gaussian prior (15). This conjugacy permits the closed-form

solution of the variational inference [39].

Finally, since the elements of the additive noise Wl obeys

white Gaussian distribution, the sum of the squared error term

in problem (11) can be interpreted as the negative log of a

likelihood function given by

p({Yl}Ll=1|{Xi
l}di=1

L

l=1,G, β)

∝ exp

(

−β
L∑

l=1

‖Yl −
[[
X1

l , X2
l , · · · ,Xd

l , PlG
]]∥
∥
2

F

)

,

(17)

where the noise precision β obeys gamma distribution, i.e.,

p(β|ıβ) ∝ βδ−1 exp(−δβ) with natural parameters ıβ =
[−δ; (δ − 1)].

Graphical illustration of the proposed complete

probabilistic model is presented in Fig. 5. Let Θ =

{{Xi
l}di=1

L

l=1,G, β, {γk}Kk=1, {ηk}Kk=1, {ξ(n, k)}Nn=1
K

k=1}
collect all the unknown random variables, the joint

pdf of Θ and {Yl}Ll=1 is given as follows: with

Zk = diag(ξ(1, k), ξ(2, l), · · · , ξ(N, k) ∈ CN×N ,

Λ= diag(γ1,· · · ,γK) ∈ C
K×K , and Λ̄= diag(η1,· · · ,ηK) ∈

CK×K . Given the probabilistic model p(Θ, {Yl}Ll=1) in (18)

at the top of next page, the next goal of Bayesian inference

is to learn the model parameters Θ from the tensor data

{Yl}Ll=1, where the posterior distribution of unknown model

parameters, i.e., p(Θ|{Yl}Ll=1), is needed to be sought before

further proceeding. Noting that maximizing the posterior

probability p(Θ|{Yl}Ll=1) = p
(
Θ, {Yl}Ll=1

)
/p
(
{Yl}Ll=1

)
is

similar to addressing the problem (11). The difference is that

the problem (11) cannot learn the regularization parameters.

B. Algorithm Development via Variational Inference

Unfortunately, the probabilistic model described by the joint

pdf (18) is still sophisticated. In particular, solving the multiple

integrals for computing the posterior distribution is generally

intractable. To address this problem, we adopt the variational

inference method which establishes a variational distribution

Q(Θ) to approximate the true posterior p(Θ|{Yl}Ll=1). To

achieve this goal, Q(Θ) is the solution which minimizes the

Kullback-Leibler (KL) divergence, i.e.,

minimize
Q(Θ)

KL(Q(Θ)|p(Θ|{Yl}Ll=1)) , minimize
Q(Θ)

− EQ(Θ)

{

ln
p(Θ|{Yl}Ll=1)

Q(Θ)

}

. (19)
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Fig. 5. The proposed probabilistic model for problem (11) that incorporates the information of both element-wise sparsity and low-rank property. Filled-in
circle and cube indicate the observable variables, hollow circles and cube denote the unknown variables, the boxes denote pre-specified hyperparameters, and
arrows describe conditional dependencies between variables.

p(Θ, {Yl}Ll=1) = p({Yl}Ll=1|{Xi
l}di=1

L

l=1,G, β)p({Xi
l}di=1

L

l=1|{γk}Kk=1)p
(

G|{ηk}Kk=1, {ξ(n, k)}Nn=1

K

k=1

)

× p(β|ıβ)p
(
{γk}Kk=1|ıγ

)
p
(
{ηk}Kk=1|ıη

)
p
(

{ξ(n, k)}Nn=1

K

k=1|ıξ
)

∝ exp

{

−β
L∑

l=1

∥
∥Yl −

[[
X1

l , X2
l , · · · ,Xd

l , PlG
]]∥
∥
2

F
−

L∑

l=1

d∑

i=1

Tr(ΛX
i,H
l Xi

l)+L
(
Πd+1

i=1 τiM
)
lnβ

−δβ−
K∑

k=1

δγk + (δ−1) lnβ − Tr(Λ̄GHG)−
K∑

k=1

Tr(ZkG(:, k)G(:, k)H)+(N+δ−1)

K∑

k=1

ln ηk

−
K∑

k=1

δηk−δ
N∑

n=1

K∑

k=1

ξ(n, k)+(N+δ −1)
N∑

n=1

K∑

k=1

ln ξ(n, k)+

(

L

d∑

i=1

τi + δ−1

)
K∑

k=1

ln γk

}

, (18)

To address the problem (19), mean-field approximation [39]

is widely used to offer a tractable solution of (19), which

assumes that the variational pdf can be represented in a fully

factorized form, i.e., Q(Θ) =
J∏

j=1

Q(Θj), where Θj ∈ Θ is

part of Θ with
⋃J

j=1 Θj = Θ and
⋂J

j=1 Θj = ∅, and J is

the number of subsets. With this factorization, (19) reduces to

minimize
Q({Θj}J

j=1)
−E{Q(Θj)}J

j=1

{

ln

(

p(Θ|{Yl}Ll=1)
∏J

j=1Q(Θj)

)}

. (20)

The factorized structure of {Q(Θj)}Jj=1 motivates the use

of block coordinate descent to obtain a suboptimal solution of

(20). Particularly, by fixing the variational pdfs {Q(Θi)}i6=j ,

Q(Θj) is optimized as follows:

minimize
Q(Θj)

∫

Q(Θj)
(

−E∏
i6=j Q(Θi) ln p(Θ, {Yl}Ll=1)

+ lnQ(Θj)) dΘj . (21)

It has been shown in [39] that the optimal solution of (21) is

given by

Q†(Θj) =
exp(E∏

i6=j Q(Θi) ln p(Θ, {Yl}Ll=1))
∫
E∏

i6=j Q(Θi) ln p(Θ, {Yl}Ll=1)dΘj

, ∀j. (22)

Using (22), we derive the closed-form posterior update for

each variational pdf, i.e., Q†(Θj) in the following subsections.

C. Learning Device-RIS Channel: Inferring Coupled Factor

Q(G)

We start by deriving the explicit expression of the op-

timal variational pdf for the coupled factor Q†(G), whose

mean matrix gives the MMSE estimate of the interested

device-RIS channel matrix [38]. It is clear that the like-

lihood function in (17) results in complicated couplings

among the shared factor matrix G, which make the deriva-

tion of Q†(G) challenging. To overcome this difficulty,

we first define Yl(d + 1) ∈ CM×τ1τ2···τd as the un-

folding operation [23] on a (d + 1)th-order tensor Yl ∈
Cτ1×···×τd×M along its (d + 1)-th mode. By substituting

(18) into (22), using the result ‖A‖2F = Tr(AAH) and

then only keeping the terms relevant to G, we obtain
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Q†(G) ∝ exp

{

E

[

−β
L∑

l=1

∥
∥Yl −

[[
X1

l , · · · ,Xd
l , PlG

]]∥
∥
2

F
−

K∑

k=1

Tr(ZkG(:, k)G(:, k)H)

−Tr(Λ̄GHG)
]}

∝exp{ −Tr(

L∑

l=1

PH
l PlGE[β]E

[(
d⋄

i=1
Xi

l

)T(
d⋄

i=1
Xi

l

)∗
]

︸ ︷︷ ︸

Ξ
−1
l

GH−PH
l Pl

×E[β](PH
l Pl)

−1PH
l Yl(d+ 1)

(
d⋄

i=1
E[Xi

l ]

)∗

Ξl

︸ ︷︷ ︸

Φl

Ξ−1
l GH −PH

l PlGΞ−1
l ΦH

l )







× exp
{
−vec(GH)H(E[Γ]+E[Z])vec(GH)

}
, (23)

with Z=diag(ξ(1, 1),· · ·, ξ(1,K),· · ·, ξ(N, 1),· · ·, ξ(N,K))∈
CNK×NK , and Γ = diag(1N ⊗ [η1, · · · , ηK ]) ∈ CNK×NK ,

where
d⋄

i=1
Xi

l = Xd
l ⋄Xd−1

l
⋄ · · · ⋄X1

l denotes the multiple

Khatri-Rao products. Let A = (a1, · · · , an) ∈ C
K×N with

an ∈ CK . The vectorization operation on A is expressed by

vec(A) = (aT1 , · · · , aTn )T ∈ CNK .

However, there are some complicated matrix multiplications

in the last three lines of formula (23) at the top of this page

arising from Pl, ∀l, which make it difficult to identify the

variational pdf Q†(G). To reveal its structure, we utilize the

property of the vectorization operation that Tr(AXBXT ) =
vec(X)T (B⊗AT )vec(X) with X ∈ Cm×n, A ∈ Cm×m and

B ∈ Cn×n [39], and then the terms inside the second exp(·)
in (23) can be reformulated as

− Tr

(
L∑

l=1

PH
l PlGΞ−1

l GH −PH
l PlΦlΞ

−1
l GH

−PH
l PlGΞ−1

l ΦH
l

)

= −Tr

(
L∑

l=1

Ξ−1
l GHPH

l PlG

−Ξ−1
l ΦH

l PH
l PlG−Ξ−1

l GHPH
l PlΦl

)

=

L∑

l=1

−vec(GH)H
(
PH

l Pl ⊗Ξ−1
l

)
vec(GH)

+ vec(ΦH
l )H

(
PH

l Pl ⊗Ξ−1
l

)
vec(GH)

+ vec(GH)H
(
PH

l Pl ⊗Ξ−1
l

)
vec(ΦH

l ). (24)

Substituting (24) into (23), we have

Q†(vec(GH))∝
L∏

l=1

CNNK

(
vec(GH)|vec(ΦH

l ), (PH
l Pl)

−1

⊗Ξl)× CNNK(vec(GH)|0, (E[Γ] + E[Z])−1). (25)

Since (25) consists of the product of two Gaussian

pdfs, after applying Lemma 1 in Appendix A, we have

Q†(vec(GH)) = CNNK(vec(GH)|u,Ω) with

Ω=

(
L∑

l=1

PH
l Pl ⊗Ξ−1

l + E[Γ] + E[Z]

)−1

∈C
NK×NK ,

(26)

u = Ω

(
L∑

l=1

PH
l Pl ⊗Ξ−1

l vec(ΦH
l )

)

∈ C
NK . (27)

Therefore, the pdf Q†(vec(G)) is a circularly symmetric

complex vector-valued normal distribution with mean u and

covariance Ω. An intuitive interpretation of (26) and (27)

are given as follows. The covariance matrix Ω is updated

by combining the posterior information from other factor

matrices Xi
l , ∀l, i, the prior low-rank information E[Γ], and

prior element-wise sparsity information E[Z]. The tradeoff

among these three terms is controlled by the expectation of

the noise precision E[β] in Ξl. In other words, the larger the

current noise precision leads to more information from other

factors than that from prior information. On the other hand, the

channel mean vector u is rotated by the covariance matrix Ω

to obtain the property of low-rank and element-wise sparsity.

Once the mean vector in (27) is derived, the estimation

of device-RIS reflected channel matrix MG can be obtained.

Note that the computation of Ξl in (23) and (27) is similar to

(29) and (30), which will be introduced in the next section.

D. Learning to Separate Devices: Inferring Q(Xi
l)

After obtaining the expression of Q(G), we need to derive

the update equation for each individual variational pdf Q(Xi
l),

whose mean matrix is the estimated data message transmitted

from the BS [38]. After substituting (18) into (22) and keeping

the terms relevant to Xi
l , the variational pdf Q(Xi

l) can be

derived as follows: It can be concluded that the variational

pdf Q†(Xi
l)(1 ≤ l ≤ L, 1 ≤ i ≤ d) is a circularly symmetric

complex matrix normal distribution CNN×K(Xi
l |Mi

l,1τi ⊗
Σi

l) with mean matrix Mi
l and covariance 1τi ⊗Σi

l .

Once the matrix Mi
l in (28) at the top of next page is

derived, the estimation of the transmitted message can be

obtained. All items in Mi
l can be calculated directly, except

for Σi
l. According to the property that (

d⋄
j=1

Aj)T (
d⋄

j=1
Aj)∗ =
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Q†(Xi
l) ∝ exp

{

E

[

−β
∥
∥Yl −

[[
X1

l , X2
l , · · · ,Xd

l , PlG
]]∥
∥
2

F
− Tr(ΛX

i,H
l Xl)

]}

∝ exp
{
−Tr

(
Xi

l E[β]E

[(
d⋄

j=1,j 6=i
X

j
l
⋄PlG

)T(
d⋄

j=1,j 6=i
X

j
l
⋄PlG

)∗
]

+E[Λ]

︸ ︷︷ ︸

(Σi
l)

−1

×Xi,H
l −Xi

l(Σ
i
l)

−1[E[β]Yl(i)

(
d⋄

j=1,j 6=i
E[Xi

l ] ⋄PlE[G]

)∗

Σi
l

︸ ︷︷ ︸

Mi
l

]H −Mi
l(Σ

i
l)

−1X
i,H
l

)}

. (28)

d
⊙
j=1

Aj,TAj,∗ [22], the expectation of the coupled and indi-

vidual factors terms in (Σi
l)

−1 of (28) reduces to

E

[(
d⋄

j=1,j 6=i
X

j
l
⋄PlG

)T(
d⋄

j=1,j 6=i
X

j
l
⋄PlG

)∗
]

= D
[

d
⊙

j=1,j 6=i
E

[

X
j,T
l X

j,∗
l

]

⊙ E
[
GTPT

l PlG
∗
]
]

, (29)

where
d
⊙

j=1,j 6=i
Aj = Ad⊙· · ·⊙Ai+1⊙Ai−1⊙A1 is the mul-

tiple Hadamard products. The second term E
[
GTPT

l PlG
∗
]

on the right hand side (RHS) of (29) can be derived by Lemma

2 in Appendix A and the first expectation is given by

E

[

X
j,T
l X

j,∗
l

]

= M
j,T
l M

j,∗
l + τjΣ

j
l . (30)

E. Learning Hyper-Parameters: Inferring Q(ξ), Q(η), Q(γ),
and Q(β)

Then, we infer the model parameters ξ(n, k) characterizing

the element-wise sparsity of the channel. After plugging

the postulated joint pdf (18) into (22) and only remaining

the terms about ξ(n, k), we have Q†({ξ(n, k)}Nn=1
K

k=1) =
∏N

n=1

∏K
k=1Q

†(ξ(n, k)) with

Q†(ξ(n, k)) ∝ exp{−ξ(n, k)(E [G(n, k)∗G(n, k)] + δ
︸ ︷︷ ︸

aξ(n,k)

)

+ (N + δ
︸ ︷︷ ︸

bξ

−1) ln ξ(n, k)}. (31)

Since the optimal Q†(ξ(n, k)) in (31) obeys a gamma distribu-

tion of the form Q†(ξ(n, k)) = gamma(ξ(n, k)|aξ(n,k), bξ),
the mean value of ξ(n, k) can be updated as E[ξ(n, k)] =
bξ/aξ(n,k). Using the correlation property of the normal dis-

tribution derived in (49), the expectation in aξ(n,k) can be

calculated as

E [G(n, k)∗G(n, k)]=MG(n, k)
∗MG(n, k)+Ωb

n,n(k, k). (32)

Next, we infer the model parameters ηk and γk character-

izing the low rank of the tensor data Yl. Combining (18) and

(22) and removing the terms independent of ηk, we obtain

Q†({ηk}Kk=1) ∝ exp{E[−Tr(ΛGHG)−
K∑

k=1

δηk

+ (N + δ − 1)

K∑

k=1

ln ηk]}, (33)

which can be reformulated as Q†({ηk}Kk=1) =
∏K

k=1Q
†(ηk)

with

Q†(ηk)∝exp{−ηk E
[
G(:, k)HG(:, k) + δ

]

︸ ︷︷ ︸

aηk

+(N+δ
︸ ︷︷ ︸

bη

−1) ln ηk}.

(34)

From (34), we know that the optimal Q†(ηk) obeys a gamma

distribution of the form gamma(ηk|aηk
, bη). Taking the ex-

pectation in aηk
and utilizing (49) in Lemma 2 in Appendix

A, we have

aηk
= MG(:, k)

HMG(:, k)+{
N∑

n=1

Ωb
n,n}(k, k) + δ. (35)

Thus the expectation of parameter ηk is given by

E(ηk) = bη/aηk
with bη = N + η. In a similar

way, the optimal Q†(γk) is found to be a gamma dis-

tribution of the form gamma(γk|aγk
, bγ) with aγk

=

E

[
∑L

l=1

∑d
i=1 X

i
l(:, k)

HXi
l(:, k) + δ

]

and bγ = L
∑d

i=1 τi+

δ. Herein, E
[
Xi

l(:, k)
HXi

l(:, k)
]
= Ml(:, k)

i,HMl(:, k)
i +

τiΣ
i
l(k, k). Then we can calculate the expectation of parameter

γk by E(γk) = bγ/aγk
.

Finally, the posterior distribution of β is updated by the

following equation:

Q†(β) ∝ ((Πd+1
i=1 τiM)L+ δ

︸ ︷︷ ︸

bβ

−1) lnβ

− β

L∑

l=1

E

[∥
∥Yl −

[[
X1

l , X2
l , · · · ,Xd

l , PlG
]]∥
∥
2

F
+ δ
]

︸ ︷︷ ︸

aβ

. (36)

By comparing (36) to the functional form of gamma dis-

tribution, we have Q†(β) = gamma(β|aβ , bβ). Herein, bβ
in (36) is related to the number of observations and aβ
approximates the residual of model fitting measured by the

squared Frobenius norm on observed entries.

For calculating aβ in (36), we apply the tensor unfolding

and then expand the Frobenius norm as follows

E

[∥
∥Yl −

[[
X1

l , X2
l , · · · ,Xd

l , PlG
]]∥
∥
2

F

]
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= Tr

(
d
⊙
i=1

(

M
i,H
l M

i,∗
l + τiΣ

i
l

)H

×
(
MH

GPH
l PlMG

+

N∑

i=1

N∑

j=1

{PH
l Pl}(i, j)Ωb

i,j



+ ‖Yl(d+ 1)‖2F

−PlMG

(
d⋄

i=1
Mi

l

)T

Yl(d+ 1)H

−Yl(d+ 1)

(
d⋄

i=1
Mi

l

)∗

MH
GPH

l

)

, (37)

where the RHS of (37) is obtained by utilizing equation (50)

in Lemma 2 in Appendix A and the result in (30).

Remark 1: (Learning of Active Device Number): During

the iterations, the mean of the model complexity parameters,

i.e., E(ηk) and E(γk) are learned by equations E(ηt+1
k ) =

bη/a
t+1
ηk

and E(γt+1
k ) = bγ/a

t+1
γk

, respectively, together with

those of other parameters. Since E(η−1
k ) and E(γ−1

k ) have

physical interpretations as the power of each column in G and

Xi
l , if some E(ηk) and E(γk) are large enough, it indicates

that their corresponding columns in G and Xi
l can be safely

pruned out. Then, the number of non-zero columns in each

factor matrix equals to the number of active devices.

F. Algorithm Summary

Since the statistics of each variational pdf rely on other

variational pdfs. Therefore, all parameters of variational pdfs

need to be updated alternatingly. For clarity, the pseudo-code

of the resulting algorithm is outlined in Algorithm 1.

Algorithm 1 Coupled Tensor-Based Automatic Detection

(CTAD) Algorithm

Input: {Yl}Ll=1 and total iterations T

Initialization: M0
G, {Mi,0

l }Ll=1

d

i=1, Σ0
G, {Σi,t

l }Ll=1

d

i=1,

a0β , {a0ηk
, a0γk

}Kk=1, and {a0ξn,k
}Nn=1

K

k=1
for t = 1 : T do

Updates the parameters of Q(G)t+1:

Ξt+1
l =

(

atβ
bβ

D
[

d
⊙
i=1

(

(Mi,t
l )HM

i,t
l + τiΣ

i,t
l

)∗
])−1

,

(38)

Ωt+1 =

(
L∑

l=1

PH
l Pl ⊗

(
Ξt+1

l

)−1

+diag

(

1N ⊗
[
bη
atη1

, · · · , bη
atηK

])

+ diag

(

bξ
atξ1,1

,

· · · , bξ
atξ1,K

, · · · , bξ
atξN,1

, · · · , bξ
atξN,K

))−1

, (39)

ut+1 = Ωt+1
L∑

l=1

PH
l Pl ⊗ (Ξt+1

l )−1

vec





(

atβ
bβ

(PH
l Pl)

−1PH
l Yl(d+ 1)

(
d⋄

i=1
M

i,t
l

)∗

Ξt+1
l

)H


,

(40)

MG = reshape(u, N ×K). (41)

Updates the parameters of Q(Xi
l)

t+1:

Σ
i,t+1
l =

(

atβ
bβ

D
[

d
⊙

j=1,j 6=i

(

(Mj,t
l )HM

j,t
l +τjΣ

j,t
l

)∗

⊙



M
t,H
G PH

l PlM
t
G +

N∑

i=1

N∑

j=1

{PH
l Pl}(i, j)Ωb,t

i,j





∗



+diag

(
bγ
atγ1

, · · · , bγ
atγK

))−1

, (42)

M
i,t
l =

atβ
bβ

Yl(i)

(
d⋄

j=1,j 6=i
M

i,t
l ⋄PlM

t
G

)∗

Σ
i,t+1
l . (43)

Updates the parameters of Q(ξ(n, k))t+1:

at+1
ξ(n,k) = M

t+1,∗
G (n, k)Mt+1

G (n, k) +Ωb,t+1
n,n (k, k). (44)

Updates the parameters of Q(ηk)
t+1:

at+1
ηk

=(Mt
G(:, k)

HMG(:, k)
t+[

N∑

n=1

Ωb,t+1
n,n ](k, k))+δ.

(45)

Updates the parameters of Q(γk)
t+1:

at+1
γk

=

L∑

l=1

d∑

i=1

(Mi,t
l (:, k))HM

i,t
l (:, k) + τiΣ

i,t
l (k, k) + δ.

(46)

Updates the parameters of Q(β)t+1:

at+1
β =

L∑

l=1

£
t+1
l + δ, (47)

where £
t+1
l is calculated by (37).

end for

Output: Mt+1
G and {Mi,t+1

l }Ll=1

K

k=1

We now provide the details of Algorithm 1: Eq. (38) denotes

the variance of factor matrix G, and Eqs. (39) and (40) denote

the variance and mean of vector vec(G), respectively, which

is derived in Section IV-C. Eq. (41) denotes the mean in the

matrix form of factor matrix G, which is reshaped from vector

u. Eqs. (42) and (43) denote the variance and mean of factor

matrix X, respectively, which are derived in Section IV-D.

Eqs. (44)-(47) denote the hyper-parameters of ξ, η, γ, and β,

respectively, which are derived in Section IV-E. After applying

Algorithm 1, we can obtain {Mi,t+1
l }Ll=1

K

k=1
and Mt+1

G ,

which correspond to the estimation of data xi,k,l, ∀i, k, l, and

the channel sparsity profile λk, ∀k. Note that scalar indeter-

minacy can be resolved by designing each sub-constellation

℘i based on a Grassmannian codebook [40].

G. Performance Analysis

To gain further insights from the above proposed algorithm,

this subsection analyzes its performance from the perspective

of computational complexity and the convergence property.

1) Computational Complexity: For each iteration, the com-

putational complexity is dominated by updating each factor

matrix and mainly arises from the matrix multiplication, which

is in the order of O(L(
d∑

i=1

τi +M)K3 + Ld
∏d

i=1MτiK
2 +
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LN2M). It can be seen that the complexity of the proposed

CTAD algorithm scales linearly with the subblocks but only

polynomially with the potential number of active devices. In

contrast, the computational complexity of the active device

separation algorithm in [10] scales polynomially with the total

number of devices, i.e., O(K̄4). Thus, the proposed CTAD

algorithm is computational efficiency.

2) Convergence Property: The functional minimization of

the KL divergence in (19) is convex with respect to a single

variational pdf Q(Θj) when the others {Q(Θj)}i6=j are fixed.

This guarantees monotonic decrease of the KL divergence in

(19) over iterations. In addition, the proposed CTAD algorithm

is an instance of the block coordinate descent optimization

strategy over the functional space. Therefore, the CTAD algo-

rithm is able to decrease the objective in every iteration. Since

the proposed algorithm is developed under the mean-field

variational inference framework [39], the limit point of the

proposed algorithm is guaranteed to converge to a stationary

point of the objective function in (19).

3) Identifiability Property: Uniqueness is a key charac-

teristic of the proposed tensor decomposition problem. If

LM ≥ 2̟ and 2Ka + d ≤ min{κ1, κ2, · · · , κL} with

κl =
∑d

i=1 rXi
l
+ min(M, rG), then Xi

l and G are almost

surely identifiable from the received data Yl, l = 1, 2, · · · , L.

Herein, rXi
l

is the Kruskal-rank of each factor matrix Xi
l and

̟ is an upper bound on the number of nonzero elements in

each column of G.

Remark 2: In this paper, we consider a scenario of Rayleigh

fading channels without line-of-sight (LoS) paths between the

devices and the RIS. In fact, due to the massive number of

devices in a cell, there may exist LoS paths between the

devices and the RIS. In such a scenario, the proposed tensor-

based URA scheme is also applicable by redesigning the prior

for matrix G in (12). Hence, the proposed URA scheme has

a wide application.

V. NUMERICAL RESULTS

In this section, we present extensive simulation results to

validate the effectiveness of the proposed CTAD algorithm in

6G wireless networks. For the URA scheme, we consider the

case that every active device embeds its ID in the payload,

in addition to the B = 360 information bits [8]. It is

assumed that there are total of K̄ = 4096 devices in the

network, therefore, BID = log2(K) = 12 bits are required

to encode the device ID. Hence, each device transmits a total

of Btot = BID +B = 372 bits. At the BS, the active devices

are identified based on the ID embedded in the decoded

payload. The active device separation error is evaluated by

the packet error rate (PER) metric defined as PER = K̄a

Ka
,

where K̄a is the number of incorrectly decoded messages. If

multiple messages with the same device ID are decoded, they

are discarded and counted as an error. We assume that the

pilot sequences obey an independent and identically distributed

(i.i.d.) Gaussian distribution with zero mean and unit variance.

Every ǫki of the BS-device channel is drawn from the complex

Gaussian distributed random variables with zero mean and

unit variance. The distance dDR,k from the kth device to

Transmit Power (dBm)
-10 -5 0 5 10 15 20 25 30

P
r(
K

=
K

a
)
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0.4
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1

Proposed CTAD, M = 300
Proposed CTAD, M = 350

Fig. 6. The estimation accuracy of the number of active devices for different
transmit power with Ka = 50, N = 500, K̄ = 4096.

the RIS is randomly generated from 500 m to 1000 m and

from the RIS to the BS is 100 m. Note that the models

in (1) and (2) are 3D channel models. We draw the central

azimuth and elevation AoD from the RIS (AoA to the RIS)

of each cluster uniformly over [−180◦, 180◦] and [−90◦, 90◦],
respectively; draw the central azimuth AoA at the BS of each

cluster uniformly over [−90◦, 90◦]. The angular spread of each

subpath is set as 15◦. The over-complete bases ν and ς in

(3) are uniform sampling grids covering [−1, 1]. The channel

estimation accuracy is evaluated in terms of normalized mean

square error (NMSE) given by NMSE = 1
Tr

Tr∑

i=1

‖Gi−Ĝ
i‖2

F

‖Gi‖2
F

,

where Tr is the number of Monte Carlo runs and Ĝi is the

device-RIS channel estimated at the i-th run. The tree-based

decoder [8] is employed in the simulation, where the B-bit

message of each device is divided into L subblocks of size

B1, · · · , BL satisfying the following conditions:
∑

l Bl = B,

B1 = R, and Bl < R for all i = 2, · · · , L. Herein, all

subblocks i = 2, · · · , L are augmented to size R by appending

the parity bits which are set to pb(0, 168, 270). Unless stated

otherwise, we set R = 270, N ′
1/N1 = N ′

2/N2 = 1.5, τp = N ,

δ = 10−6, d = 2, τ1 = 80, and τ2 = 80.

For comparison, we consider a baseline scheme which

employs a two-stage estimator for addressing the optimization

problem in (11): First, the alternating least square (ALS) algo-

rithm [21] is applied to fit the model in (11) and Ḡl = PlG

is regarded unknown to estimate. As for the second stage, we

compute the minimum l1-norm solutions for the sparse factor

matrices G from the estimation of Ḡl and use the existing

convex optimization solver [34] to solve this least absolute

shrinkage and selection operator (LASSO) problem. Since the

number of active devices Ka is unknown, we set the initial

upper bounds of Ka as K in the two-stage estimator.

When measuring the rank quality of estimation, we consider

the mean value of the rank estimation and probability of

the successful recovery in the form of Pr(K = Ka). Each

simulation is repeated 200 times to obtain the averaged result.

Fig. 6 suggests that for M = 300 and the data transmit power

≥ 5 dBm, the proposed CTAD algorithm can recover the true
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Fig. 7. The tensor rank estimate versus number of iterations with Ka = 50,
N = 400, transmit power = 15 dBm, and K̄ = 4096.

tensor rank with probability 1 in the considered simulation

setting. This shows the high accuracy and robustness of the

proposed algorithm when the noise power is moderate. For

M = 350, a cut-off point for accurate rank estimation

is relaxed to transmit power ≥ −5 dBm, which indicates

that the success rate of rank estimation is increased as the

antenna number M at the BS grows in the lower transmit

power region. This is due to the fact that Pl is equivalent

to the measurement matrix in compressed sensing and the

increasing number of BS antennas results in the increment

of measurement length for a better observation. Fig. 7 shows

the mean value of estimated rank along with the number

of iterations. It can be seen that only a few iterations are

required for the convergence of the proposed algorithm on

average. In particular, the proposed algorithm has gradually

recovered the number of active devices, while the estimated

rank remains stable. This is because, as illustrated in Remark

1, the regularization parameters of these active devices are kept

over the next iteration, while the values of the other devices

are pruned out by thresholding.

Fig. 8 plots the PER against transmit power for varying

tensor sizes in an RIS-aided massive unsourced access system.

It can be seen that URA scheme in [36] cannot recover

any active device without the RIS under unfavorable prop-

agation conditions. The reason is that we assume that the

direct link between the BS and the devices is completely

blocked and unavailable, and hence the BS cannot receive the

signal sending from the devices. However, this issue can be

resolved by deploying an RIS in URA networks. Moreover,

we can observe that the optimized/random combined phase

shift achieves significant performance gains over the proposed

CTAD with fully random phase shifts. Again, this confirms the

effectiveness of the optimized/random combined beamforming

design for RIS-aided URA communications. Note that the PER

of the CTAD algorithm with d = 4 and d = 3 are higher than

that of the CTAD algorithm with d = 2. This can be explained

through the number of DoF per active device. Since a variable

Transmit Power (dBm)
-4 -2 0 2 4 6 8 10 12

P
E
R
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Proposed CTAD with d = 3 (20, 20, 16)

Proposed CTAD with d = 2 (80, 80)
Proposed CTAD with d = 2 (80, 80)
and fully random phase shift

URA without RIS

Fig. 8. PER versus different tensor sizes d and τi with M = 350, N = 500,
L = 3, Ka = 15, and K̄ = 4096.
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Fig. 9. PER versus different K with Ka = 50, M = 256, transmit power
= 10 dBm, and K̄ = 4096.

in Grassmannian of lines in dimension τi has τi−1 DoF [40],

the sum-DoF of the active devices in the considered model

can be defined as DoF(Ka) = Ka

d∑

i=1

(τi − 1). As such, for

a fixed number of active devices Ka, we can see that the

available DoF of d = 4 and d = 3 are lower than that of

d = 2, which makes d = 2 more suitable for RIS-aided URA

communications.

In Fig. 9, we provide the PER performance curves of

the proposed CTAD algorithm under different initial upper

bounds k of Ka available, where the genie-aided two-stage

approach with exact Ka and the two-stage approach with

incorrect active device numbers K are set as benchmarks.

First, it can be observed that the proposed CTAD algorithm

can offer the best PER results due to its superior capabilities

in determining the exact tensor rank, i.e., Ka. In contrast, the

two-stage approach with K overfits the noise heavily and the

performance degrades severely in channel estimation. Second,

the genie-aided two-stage approach with Ka still performs
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Fig. 10. The convergence performance with Ka = 50, M = 350, N = 500,
transmit power = 15 dBm, and K̄ = 4096.

worse than the proposed CTAD algorithm. The reason is that

the proposed CTAD algorithm exploits the prior statistical

distributions of the sparse channel, which is ignored by the

two-stage approach. Third, increasing the number of reflecting

elements causes a PER degradation, as the dimension of

channel estimates improves with an increment in the reflecting

elements.

Then, we show the convergence behaviour of the proposed

CTAD algorithm in Fig. 10 by setting ξ = 0 and ξ 6= 0,

respectively. It is observed that the NMSE of the proposed

algorithm with ξ 6= 0 decreases quickly with the increment of

the number of iterations and the algorithm converges to stable

values in less than 25 iterations on average. Also, Fig. 10

verifies that the proposed algorithm significantly outperforms

the algorithm that does not explore the element-wise sparsity

(ξ = 0). The reason is that when ξ = 0, although the

algorithm searches for a low-rank structure by automatically

adjusting parameters ηk and γk, it is not able to explore

element sparsity as each column of the channel matrix shares

the same hyperparameter. Hence, the estimation accuracy of

model parameters is unsatisfactory, which in turn degrades its

ability to decompose tensors. In contrast, the proposed CTAD

algorithm with ξ 6= 0 infers the dynamics of the network by

using the power of columns of channel.

Next, we focus on the NMSE performance of the proposed

CTAD algorithm with different numbers of subblocks L and

a fixed rate B/τ in Fig. 11. As can be seen from the obtained

results, utilizing a single subblock L = 1 cannot accurately

estimate the channel, since G does not admit a unique

solution from the compressed model PlG. While the proposed

CTAD algorithm is quite accurate for both L = 3, 4 and the

performance degrades with decreasing L. From this simulation

result, we can see that the coupled tensor factorization criterion

in problem (11) is critical to the reconstruction of the channel,

since the shared parameter G in the L fitting terms serves as

an anchor to fix the permutation and scaling ambiguities. As

the difference in PER performances of L = 3 and L = 4 is

relatively smaller, L is set to 3 in the rest of the simulations

for unveiling the full potential of the CTAD algorithm under
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Fig. 11. NMSE versus L with M = 256, N = 350, transmit power = 15

dBm, and K̄ = 4096.
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Fig. 12. The NMSE versus sampling resolution ι with M = 250, N = 500,
Ka = 50, and K̄ = 4096.

various system settings.

In Fig. 12, we study the effect of the grid lengths N ′
1 and

N ′
2. We adopt ι = N ′

1/N1 = N ′
2/N2 to represent the ratio

between the grid length and the number of reflecting elements.

It is seen that the NMSE decreases as ι increases, since

increasing the sampling grid length leads to a higher angular

resolution and hence results in a sparser G. The proposed

algorithm substantially decreases the NMSE compared with

the two-stage approach, and the performance gaps among

the two algorithms decrease as the ratio decreases. This is

because the NMSE performance is limited by the sparsity

of the channel. Besides, the performances of all estimation

schemes increase as the transmit power grows due to a better

received signal quality at the BS.

Finally, we compare the proposed CTAD algorithm and the

URA schemes designed in [8] and [36]. In Fig. 13, we consider

a scenario that the direct channel link between the BS and

devices is not completely blocked such that a weak signal

can reach the BS through the direct link. It is assumed that

the direct channel link obeys an i.i.d. Gaussian distribution
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Fig. 13. PER versus transmit power under the case where the direct channel
link is not completely blocked.

with zero mean and 0.3 variance. Without the aid of RIS, the

URA schemes designed in [8] and [36] perform active device

detection only with weak direct link signals. Accordingly, the

proposed CTAD algorithm performs active device separation

only based on IRS-associated signals. It can be seen that the

PER performance of the proposed algorithm is significantly

better than that of URA schemes designed in [8] and [36].

There are two main reasons, the first is that the proposed

algorithm exploits the prior statistical distributions of the

sparse channel, which is ignored by the algorithms in [8]

and [36]. On the other hand, the RIS can reflect impinging

electromagnetic waves with a controllable phase shift via the

help of a smart controller. Through the passive beamforming

designed in Section III-A, the RIS is able to provide an

extra high-quality channel link to overcome the unfavourable

propagation conditions of URA systems.

VI. CONCLUSION

In this paper, we proposed a new RIS-aided URA architec-

ture and formulated joint active device separation and channel

estimation as a coupled high-order tensor problem. To solve

the problem, a novel probabilistic modeling and an automatic

learning algorithm were proposed under the framework of

Bayesian inference. It is found that the deployment of a

RIS can effectively improve the performance of URA in 6G

wireless networks.

APPENDIX A

LEMMA 1 AND LEMMA2

In this section, we provide some results on normal distribu-

tion and G, which will be used for the derivation of individual

variables in Section IV.

Lemma 1: Given the vector-valued normal distribution

CNNK(x|ai,Ai) with the mean vector ai and covariance Ai

for i = 1, · · · , n, we have

n∏

i=1

CNNK(x|ai,Ai) ∝ exp

[

−1

2
xH

(
n∑

i=1

A−1
i

)

x−xH

×
(

n∑

i=1

A−1
i ai

)

−
(

n∑

i=1

A−1
i ai

)H

x



=CNNK(x|c,C),

(48)

with C =

(
n∑

i=1

A−1
i

)−1

and c = C
(∑n

i=1 A
−1
i ai

)
.

Lemma 2: If vec(GH) obeys the vector-valued normal

distribution CNNK(vec(GH)|u,Ω), then G is said to follow

the matrix-variate normal distribution CNN×K(G|MG,Ω)
with mean matrix MG and covariance matrix Ω. Herein, the

mean matrix MG ∈ CN×K is obtained by rearranging vector

u. This further implies that

E[GHG] = MH
GMG +

N∑

n=1

Ωb
n,n, (49)

E[GHPH
l PlG] = MH

GPH
l PlMG +

N∑

i=1

N∑

j=1

{PH
l Pl}(i, j)Ωb

i,j,

(50)

where Ωb
i,j ∈ CK×K is the (i, j)th block of Ω.
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