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Abstract

Federated learning (FL) is a promising learning paradigm that can tackle the increasingly prominent

isolated data islands problem while keeping users’ data locally with privacy and security guarantees.

However, FL could result in task-oriented data traffic flows over wireless networks with limited radio

resources. To design communication-efficient FL, most of the existing studies employ the first-order

federated optimization approach that has a slow convergence rate. This however results in excessive

communication rounds for local model updates between the edge devices and edge server. To address

this issue, in this paper, we instead propose a novel over-the-air second-order federated optimization

algorithm to simultaneously reduce the communication rounds and enable low-latency global model

aggregation. This is achieved by exploiting the waveform superposition property of a multi-access

channel to implement the distributed second-order optimization algorithm over wireless networks. The

convergence behavior of the proposed algorithm is further characterized, which reveals a linear-quadratic

convergence rate with an accumulative error term in each iteration. We thus propose a system optimiza-

tion approach to minimize the accumulated error gap by joint device selection and beamforming design.

Numerical results demonstrate the system and communication efficiency compared with the state-of-

the-art approaches.
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I. INTRODUCTION

Artificial intelligence (AI) technologies under rapid development have been widely studied and

deployed in various scenarios. As a data-driven technology, its reliability and accuracy largely

depend on the volume and quality of source data. However, it is recognized as a big challenge for

most enterprises to obtain a dataset with sufficient volume and quality for AI model training. In

the meantime, data privacy is another crucial issue that needs to be considered among different

involved parties [1]. To this end, it is preferred in real-world implementations that data be kept

locally, forming a variety of isolated data islands. This makes it difficult to directly aggregate

data in the cloud and centrally train the AI models. Therefore, federated learning (FL) [2]–[4] has

emerged as a novel paradigm to address these challenges. A generic and practical FL framework

is essentially a distributed training process, and each iteration of FL includes the following

three steps [4]. Firstly, the server broadcasts the current global model parameters to all the

involved devices. Next, each device performs local model training based on its local data and

then sends the local updates back to the server. Finally, the server aggregates the local updates and

generates new global model parameters for the next iteration of distributed training. In essence,

the server and devices aim to collaboratively solve a distributed optimization problem, which

is typically referred to as Federated Optimization [5]. Different from centralized optimization,

federated optimization confronts several practical challenges including communication efficiency,

data heterogeneity, security, system complexity, etc. [6]. Among them, communication efficiency

is of utmost importance since the communication between the server and devices usually suffers

from unreliable network connections, limited resources, and severe latency [7].

To deal with the communication issue, a large amount of research has been conducted in

federated optimization. On the one hand, reducing the communication volume in each iteration

is an effective method. Specifically, quantization and sparsification techniques are employed to

reduce the transmitted bits and remove the redundant updates of parameters, respectively [8],

[9]. These compression techniques have shown remarkable effectiveness for high-dimensional

models. However, their design needs to consider the compatibility for the aggregation operation

in FL [6]. On the other hand, minimizing the total communication rounds is another primary

method. To this end, zeroth-order methods [10], [11] have been investigated for some restrictive

circumstances (e.g., black-box adversarial attack, non-smooth objective function) while show-

ing great potential as only the objective function value is required to approximate derivative
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information [12]. In the situation where gradients are available, first-order methods are widely

used. By increasing the amount of local computation, various gradient descent based methods

have been shown that can significantly decrease the total number of communication rounds [2],

[13]–[15]. Nevertheless, these existing approaches, i.e., zeroth-order and first-order approaches,

are governed by the linear convergence in the best case. As a result, the total number of iteration

rounds required to achieve the desired accuracy is relatively large [16]. Therefore, the second-

order methods (e.g., Newton-type methods) become attractive in such a wireless environment

due to their fast local quadratic convergence rate. Nevertheless, the construction of the canonical

Newton update requires both the Hessian and gradient information, where the distributed situation

in FL makes gathering Hessian information a severe communication overhead. To this end,

second-order federated optimization algorithms have been investigated to resolve this issue,

which can be divided into two categories [16]. One is to use second-order information implicitly.

In [17], a mirror descent update is carried out on the local function to approximate the Hessian

information. In [18], the dual problems of the objective function are used to serve as the local

subproblems. The other category is to use second-order information explicitly. In [19], a globally

improved approximate Newton method (GIANT) using local Hessian for aggregation is proposed.

In [20], [21], the optimization of the gradient’s norm acts as the surrogate function. In [22],

Hessian-vector product computation and conjugate gradient descent are performed on the devices

and the server, respectively. The fast convergence rate with efficient communication makes the

application of these second-order algorithms a great benefit to FL.

Despite the potential in the application of second-order algorithms to reduce the total com-

munication rounds and improve the communication efficiency, the transmission of FL model

parameters through wireless channels still confronts great challenges as wireless channels are

always noisy with limited resources and high latency [23]–[25]. Based on the conventional

“transmit-then-communicate” principle, the aggregation of FL model parameters can be achieved

by digital coded transmission and orthogonal multiple access (OMA) schemes [26]–[28]. By

taking advantage of OMA and error correction techniques, local updates are transmitted sepa-

rately in the quantized form and then decoded individually at the server. In this way, the model

transmission can be deemed to be reliable and trustworthy. However, the increase in the number

of devices will inevitably lead to a sharp increase in total communication latency and bandwidth

requirement, which is often intolerable. Therefore, a novel technique called over-the-air compu-

tation (AirComp) [29] has emerged in FL algorithm design to decrease the communication cost
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based on the “compute-when-transmit” principle [26], [27], [30]–[39]. This technique leverages

the superposition property of multiple access channels to realize the aggregation operation.

Through the simultaneous transmission of all local updates, which are aggregated over the air, the

communication overheads are significantly decreased. Specifically, the authors in [30] proposed

an AirComp-based approach for FL with joint design of device selection and beamforming to

improve the statistical learning performance. In [32], a novel Gradient-Based Multiple Access

(GBMA) algorithm was put forward to perform FL with an energy scaling law for approaching

the convergence rate of centralized training. In [35], the authors investigated the power control

optimization for enhancing the learning performance of over-the-air federated learning. In [34],

[40], intelligent reflecting surface (IRS) technology was used to achieve fast yet reliable model

aggregation for over-the-air federated learning. The authors in [36] proposed the dynamic learning

rate design for AirComp-based FL. Overall, the application of over-the-air computation in FL

also improves the communication efficiency a lot.

Based on the above observations, this paper proposes to improve communication efficiency

from two aspects, i.e., reducing communication rounds and the communication overhead in each

round. To reduce the communication rounds, we shall utilize second-order information during the

training process of FL. Due to the fast convergence speed, all these existing second-order state-of-

the-arts have shown substantial improvement in terms of the total iteration rounds compared with

first-order methods. However, their iterative procedures still have at least two communication

rounds per iteration, i.e., the aggregation of gradient and second-order information. To avoid

such two communication rounds, a recently proposed second-order method [41] cuts down the

aggregation of gradients and realizes one communication round per iteration. Motivated by this,

we adopt local Newton step aggregation for wireless FL algorithm design. Specifically, the

product of the local Hessian’s inversion and the local gradient is used to construct a local Newton

step for aggregation. By this means, the devices only need to communicate once with the server

per iteration, cutting down the transmission of local Hessian matrices and local gradients while

keeping the convergence behavior of canonical Newton’s method. Moreover, due to the limited

radio resources, we adopt over-the-air computation, which has been widely used in the existing

wireless FL schemes, to further reduce the communication overheads in each round. Based on

this efficient local Newton step aggregation and AirComp technique, we propose an over-the-air

second-order federated algorithm over wireless networks. Furthermore, we provide a rigorous

theoretical analysis of the convergence behavior of our proposed method. The results show
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that the transmission of the above-mentioned product is sufficient to guarantee convergence and

our proposed method outperforms first-order algorithms. To be specific, the proposed algorithm

keeps a linear-quadratic convergence rate, which means it can achieve the optimal point with

a quadratic convergence rate and degenerate into the linear convergence rate when it is close

enough to the optimal point. However, as a result of local Newton step aggregation, device

selection, and channel noise, there is an error term in each iteration. As the training proceeds,

this accumulative error term will deflect the model parameters and affect learning performance. In

order to mitigate the impact of this error term, we further propose a joint optimization approach

of device selection and receiver beamforming. Specifically, Gibbs Sampling [42] is adopted to

determine the set of selected devices, and the difference-of-convex-functions (DC) algorithm [43]

is tailored to optimize the receiver beamforming during the iterative process of Gibbs Sampling.

A. Contributions

In this paper, we propose a novel over-the-air FL algorithm via the second-order optimization

method. Then, we theoretically analyze its convergence behavior, which shows that the proposed

algorithm keeps a linear-quadratic convergence rate, with an accumulative error term arising

during the FL process. To minimize the error gap and achieve better performance, we formulate

this problem as a combinatorial non-convex problem and propose a system optimization approach

to solve it. The main contributions of this paper are summarized as follows:

1) We design a novel AirComp-based FL algorithm by leveraging the principles of distributed

second-order optimization methods and exploiting the waveform superposition property of

a wireless multi-access channel for model aggregation. This algorithm is fundamentally

different from most existing works which only consider gradient descent/SGD in training.

The utilization of second-order information significantly reduces the total communication

rounds in Aircomp-based FL, which further improves the communication efficiency.

2) We theoretically analyze the convergence behaviors of our proposed over-the-air second-

order federated optimization algorithm with the presence of data heterogeneity (i.e., the

different data sizes), device selection, and channel noise. The results show that our algorithm

keeps a linear-quadratic convergence rate and outperforms first-order methods;

3) We formulate a system optimization problem to minimize the accumulative error gap during

the execution of our proposed algorithm. Correspondingly, we propose a system optimization
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approach. Through the combination of Gibbs Sampling and DC algorithm, we jointly

optimize the device selection and receiver beamforming;

4) We conduct extensive experiments to demonstrate that our proposed algorithm and system

optimization approach can achieve better performance than other state-of-art approaches.

B. Organization and Notations

The remainder of this paper is organized as follows. Section II presents the federated learning

model and our FL algorithm. Section III provides the convergence analysis of our proposed

algorithm. Section IV analyzes the system optimization problem arising from the error term, and

describes our joint optimization method of device selection and beamforming. The experimental

results are given in Section V. Finally, Section VI concludes the whole paper.

‖ · ‖p is the `p-norm, ‖ · ‖F is the Frobenius norm. Italic, boldface lower case and upper case

letters represent scalars, vectors and matrices, respectively. For a given set X , |X | denotes the

cardinality of X . The operators (·)T, (·)H, Tr(·) and diag(·) denote the transpose, Hermitian

transpose, trace, and diagonal matrix, respectively. E[·] denotes the statistical expectation.

II. FEDERATED LEARNING MODEL AND ALGORITHM

A. Federated Learning System

Device 𝑚

𝒟𝑚

Selected Devices 𝒮𝓉

𝒟1

Device 1

𝒟2

Device 2

Server

Local Updates
Global Model 

Disseminates

Fig. 1: Illustration of wireless FL systems.

A typical wireless federated learning system consists of a group of distributed devices and one

server, where the communication takes place over wireless channels. As depicted in Fig. 1, there

are m single-antenna devices and a server equipped with k antennas to collaboratively complete
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a learning task. We denote D as the entire sample set used in the FL task. Each device i ∈ S

stores a sample set Di = {zi,j := (ui,j, vi,j)} and D =
⋃m
i=1Di with |D| = n, where S denotes

the index set of devices, ui,j is the feature vector and vi,j is the corresponding label.
As an important part of the learning task, the loss function is usually used for model parameter

estimation. Here, the loss function of the i-th device is defined by

Fi (w) =
1

|Di|
∑

zi,j∈Di

f (w, zi,j) +
γ

2
‖w‖22 . (1)

The first term is the average of f (w, zi,j), where w ∈ Rd is the model parameter vector and
function f is used to measure the prediction error of w. The second term is for regularization with
γ being the weighting parameter. FL aims to train a suitable model at the server by aggregating
the results collected from multiple devices, on which the distributed models are trained based
on local datasets. Specifically, the server needs to optimize the following global loss function:

F (w) =
1

n

m∑
i=1

|Di|Fi (w) . (2)

B. Federated Second-Order Optimization Algorithm

As typical training algorithms, gradient descent methods (e.g., SGD [44], batch gradient de-

scent) are widely used. However, the relatively slow convergence rate of gradient descent results

in too many communication rounds between the server and devices to complete the learning task.

Thus, many research works have been done to improve the communication efficiency of gradient

descent in FL. For example, some methods utilize multiple local updates to reduce the number

of communication rounds [2], [13], while several algorithms employ compression techniques to

reduce transmitted bits and save communication costs [8], [9], [45]. Although these schemes

have greatly improved the communication efficiency of gradient descent in FL, they are still

limited by the linear convergence rate.
To address this issue, this paper considers second-order algorithms with a faster convergence

rate such that the communication rounds can be significantly reduced. The descent direction
vector of canonical Newton’s method [46] is given by

p =
(
∇2F (w)

)−1∇F (w) . (3)

The canonical Newton’s method can achieve a locally quadratic convergence rate so that its total

iteration rounds needed to complete the learning task are much fewer than first-order algorithms.

However, in the distributed scenario, the computation of ∇2F (w) = 1
m

∑m
i=1∇2Fi (w) requires
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the aggregation of the local Hessian ∇2Fi (w). The transmission of such d×d matrices inevitably

brings huge communication overheads. To resolve this issue, numerous second-order distributed

machine learning algorithms have been proposed, such as DANE [17], DISCO [22], GIANT [19],

DINGO [20], and DINO [21]. These methods approximate Hessian information in varied forms

to avoid the direct transmission of Hessian matrices and approach the performance of canonical

Newton’s method. However, at least two communication rounds per iteration are required,

including the aggregation of local gradients and second-order descent directions. Different from

these second-order algorithms, which require the aggregation of local gradients ∇Fi (w) to

compute the global gradient ∇F (w) = 1
m

∑m
i=1∇Fi (w), a recently proposed COMRADE [41]

method cuts down this aggregation. By this means, the number of communication rounds required

per iteration is reduced to one, further improving the communication efficiency. Motivated by

this, we leverage the local Newton step aggregation as in [41] to achieve a faster convergence

rate with fewer communication rounds. The product of the inversion of the local Hessian matrix

(∇2Fi (w))
−1 and the local gradient∇Fi (w) is used to serve as the local descent direction vector

pi = (∇2Fi (w))
−1∇Fi (w) for model aggregation. In this way, with the preserved convergence

behavior of Newton’s method, only one aggregation of the d-dimensional local descent direction

vectors will be carried out in each iteration. To be specific, at t-th iteration, the procedure of

our proposed method is summarized as follows:

1) Device Selection: The server decides the set of devices, denoted as St, to participate in this

iteration.

2) Global Model Broadcast: The server disseminates the current global model parameter

vector wt to the selected devices through the wireless channel.
3) Local Model Update: After the i-th device receives global model parameter vector wt, it

first computes the local gradient based on local data samples:

gt,i = ∇Fi (wt) =
1

|Di|
∑

zi,j∈Di

∇f (wt, zi,j) + γwt , (4)

where the derivatives are taken with respect to the first argument. Afterwards, the i-th device
calculates the local Hessian matrix according to local gradient and local data samples:

Ht,i = ∇2Fi (wt) =
1

|Di|
∑

zi,j∈Di

∇2f (wt, zi,j) + γId . (5)

The i-th device then gets a local Newton descent direction vector from previous results:

pt,i = H−1t,i gt,i =
(
∇2Fi (wt)

)−1∇Fi (wt) . (6)
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In practice, this step involves the computation of Hessian matrix and its inverse operation.

To reduce the computational complexity, we adopt the conjugate gradient method [46] to

obtain an approximate local Newton descent direction vector. According to the analysis

in [19], this approximate solution will not have a significant impact on the convergence

behavior.
4) Model Aggregation: The devices participating in the t-th iteration transmit local Newton

descent direction vectors {pt,i} to the server through the wireless channel, and the server
aggregates them to obtain the global descent direction vector for this iteration:

p̃t =
1∑

i∈St
|Di|

∑
i∈St

|Di|pt,i . (7)

5) Global Model Update: Finally, the server updates the model parameter vector wt through

global descent direction vector p̃t and learning rate α.

wt+1 = wt − αp̃t . (8)

Notably, the Newton’s method has a faster convergence rate than the gradient descent methods

because it makes full use of the curvature information of the loss function, but the aggregation of

the d×d local Hessian matrices for Newton descent direction in (3) aggravates the communication

overheads in another way. As implied in Step 3) of our proposed FL scheme, it does not need

to compute the global gradient ∇F (w) and Hessian ∇2F (w) to get a precise Newton descent

direction by aggregating the local ∇Fi (w) and ∇2Fi (w). Note that this approximation also

brings a controllable error gap with the exact descent direction vector, and its impact on the

convergence rate will be analyzed in Section III.

C. Communication Model

To further reduce the communication overheads, this subsection focuses on the design of the

communication model between the server and devices. Specifically, there are two communication-

related steps in each iteration of our FL algorithm. One is global model broadcasting in the

downlink. Since only one global parameter vector needs to be broadcasted, the total communi-

cation cost of this step is negligible [26], [28], [32], [47]. The other is model aggregation in the

uplink, which involves the transmission of |St| local descent direction vectors. Accordingly, the

uploading process of this step brings the primary communication overhead in FL, which is also

the focus of our communication model design.
In this paper, we consider a block fading channel. Each block is divided into d time slots,

ensuring the transmission of one local descent direction vector. Suppose the traditional orthogonal
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multiple access channel is used to perform the model aggregation procedure. Each device will
use one coherent block to transmit its local descent direction vector. Consequently, the time
consumed for transmission in this step will increase linearly with the number of participating
devices |St|. Unfortunately, the number of devices |St| is usually very large, which inevitably
leads to unacceptable communication overheads. In order to eliminate this issue, we adopt a
state-of-the-art technique named over-the-air computation (AirComp) [29], which is shown to be
effective in assisting the analog aggregation in FL studies [26], [27], [30]–[35]. This technique
captures the nomographic function form of averaging the local descent direction vectors and
implements the summation operation by the superposition property of the wireless channel. In
this way, the server can receive the summation by letting all devices transmit their local descent
direction vectors simultaneously in each block. Therefore, the entire process of model aggregation
can be completed over the air in a single coherent block, and the communication overheads can
be significantly reduced. More specifically, in the t-th iteration, the over-the-air computation can
be represented as the nomographic function form [48] : p̂t = ψ

(∑
i∈St ϕi (pt,i)

)
. To reduce

the transmission power, the pre-processing function φi and post-processing function ψ can be
designed to normalize and de-normalize the local descent direction vector pt,i [31]. However, due
to the variety of pt,i among devices, the stationary of the information-bearing symbols obtained
by such normalization methods can not be guaranteed, which further leads to the inapplicability
of the uniform-forcing transceiver design in the following. Therefore, to guarantee the stationary
of the information-bearing symbols, we adopt the data-and-CSI-aware design as in [49]. Before
transmission, pt,i is first pre-processed and encoded as st,i ∈ Rd at the i-th device:

st,i = φi (pt,i) =
|Di|pt,i
p̄t,i

, (9)

where p̄t,i = |Di| ‖pt,i‖ is the product of the size of local dataset and the magnitude of pt,i.
In this way, the stationary of the information-bearing symbols {st,i} can be guaranteed. Hence,
we have ‖st,i‖2 = 1 and E (|st,i[j]|2) = 1

d
, ∀j ∈ d, where st,i[j] denotes the j-th entry of st,i.

Thereafter, each entry of the transmitted signal sent by the i-th device is given by:

xt,i[j] = bt,ist,i[j] , (10)

where xt,i[j] ∈ R and st,i[j] ∈ R denote two representative entries of xt,i and st,i, respectively.
bt,i ∈ R is the transmitted power control factor, and the power constraint for each device in the
whole process is given by:

E
(
|bt,ist,i[j]|2

)
= b2t,i/d ≤ P0, ∀t, i , (11)

where P0 denotes the maximum transmitted power of each device.
Let ht,i ∈ Ck be the channel coefficient vector between the i-th device and the server in the t-th

block, which remains unchanged in each block but differs among blocks. In addition, we assume
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that perfect channel state information (CSI) is available at all devices to adjust their transmitted
signals based on channel coefficients [26], [30]–[33], [40], [50]–[52]. Then the received signal
yt ∈ Ck at the server can be represented as follows:

yt =
∑
i∈St

ht,ixt,i[j] + et =
∑
i∈St

h̃t,ibt,i |Di|pt,i[j] + et , (12)

where h̃t,i =
ht,i

p̄t,i
is the effective channel coefficient introduced in [49], et ∈ Ck denotes the

additive white Gaussian noise vector with the power of σ2. We define the signal-to-noise ratio

(SNR) as P0/σ
2.

After the server receives yt, it can obtain the value rt[j] ∈ C before post-processing:

rt[j] =
1
√
ηt
aH
t yt =

1
√
ηt

(
aH
t

∑
i∈St

h̃t,ibt,i |Di|pt,i[j] + aH
t et

)
, (13)

where at ∈ Ck represents the receiver beamforming vector and ηt is the scaling factor. For con-
venience, we use Ht = [h̃t,1, . . . , h̃t,|St|] to denote the effective channel coefficient matrix, Bt =

diag
(
bt,1, . . . , bt,|St|

)
to denote the power transmission matrix, Gt = [|D1|pt,1, . . . ,

∣∣D|St|∣∣pt,|St|]T
to denote the signal transmission matrix, and Et = [et,1, . . . , et,d] to denote the noise matrix. So
the total estimated value vector rt = [rt[1], . . . , rt[d]] can be written as:

r =
1
√
ηt

(
aHHtBtGt + aH

t Et

)
. (14)

To alleviate the influence of the distortion caused by noise and improve the performance of
over-the-air computation, each entry of Bt follows the uniform-forcing transceiver design [53]:

bt,i =
√
ηt

(
aH
t h̃t,i

)H
∥∥∥aH

t h̃t,i

∥∥∥2 . (15)

where the transmission scalar bt,i can be computed after the calculation of receiver beamforming
vector in system optimization, and then feed back to each device [30]. Substituting (15) into (14),
we can get a simplified version of rt:

rt =
∑
i∈St

|Di|pT
t,i +

1
√
ηt
aH
t Et . (16)

Finally, through the post-processing function of ψ, the server obtains the global descent direction
vector p̂t:

p̂t = ψ (rt) =
1∑

i∈St |Di|
rHt = p̃t +

1(∑
i∈St |Di|

)√
ηt

(
aH
t Et

)H
, (17)

where p̃t,i is the averaged local descent direction vector as defined in (7).

Based on the AirComp-based communication model and second-order optimization algorithm,

we propose our over-the-air second-order federated algorithm, as shown in Algorithm 1.
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Algorithm 1: Over-the-Air Second-Order Federated Algorithm

for each iteration t do
server chooses devices participating in this iteration and stores them as St.

server broadcasts the current model parameter vector wt to all devices.

for each participating device i in parallel do
compute local gradient gt,i = 1

|Di|
∑

zi,j∈Di
∇f (wt, zi,j) + γwt.

compute local Hessian matrix Ht,i = 1
|Di|

∑
zi,j∈Di

∇2f (wt, zi,j) + γId.

compute local Newton descent direction pt,i = H−1t,i gt,i.

encode pt,i as st,i according to (9).

transmit the signal xt,i = bt,ist,i through wireless channel.

end

server receives the signal yt (12) and maintains p̂t (17).

server performs an update step wt+1 = wt − αp̂t.
end

III. THEORETICAL CONVERGENCE ANALYSIS

In this section, we provide the convergence analysis of our proposed algorithm. A major

challenge of convergence analysis is to tackle the distortion of the descent direction vector

caused by channel noise, device selection, and the use of local Newton step. To address this

issue, we study the impact of distortion with respect to these influencing factors. In particular,

we exploit the idea of sketching to analyze the approximation of local gradients and Hessian

matrices. To better elaborate our analysis, some preliminaries are firstly presented.

A. Preliminaries

The core of our proposed algorithm is using local Hessian matrices and local gradients, which

is calculated through subsets of the total data set, to construct local Newton descent directions

and aggregate them. This brings the benefits of fewer communication rounds between the server

and the devices. However, since we rely on local information to approximate Newton descent

directions, the quality of local Hessian/gradients, in other words, the difference between the

local ones and global ones, are of concern. In order to tackle this issue, we adopt the idea of

matrix sketching [54], [55]. Specifically, for a given input matrix M ∈ Rn×d, we can replace it

with C = LTM ∈ Rs×d, where matrix C acts as the sketch of M with the sketching matrix

L ∈ Rn×s. In this way, the original problem related to M can be solved more efficiently using the
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smaller alternative matrix C without losing too much information. The construction of the sketch

is similar to the calculation of local Hessian/gradients, where we adopt partial information of the

global Hessian/gradients to serve as the local Hessian/gradients. In this paper, we consider the

row sampling scheme in matrix sketching. The sketch C is constructed by the uniform sampled

and re-scaled subset of rows of M with sampling probability P
(
ci =

mj√
sp

)
= p, p = 1

n
, where

ci and mj are the i-th row of C and j-th row of M , respectively. Consequently, the sketching

matrix L has only one non-zero entry in each column, and we shall measure the difference

between the local Hessian/gradients and global ones with the help of such sketching matrices.
In the following, we consider a linear predictor model ` : R→ R, which is frequently used in

machine learning research, e.g., logistic and linear regression, support vector machines, neural
networks and graphical models. The function f (w, zi,j) can thus be rewritten as `

(
wTui,j

)
.

Accordingly, we define Mt =
[
mT

1 , . . . ,m
T
n

]T ∈ Rn×d with mt,j =
√
`′′ (wTui,j) /nui,j ∈ Rd,

so the global Hessian matrix can be represented as Ht = MT
t Mt + γId. Moreover, by defining

Nt = [n1, . . . ,nn] ∈ Rd×n with ni = ∇f (wt, zi), the global gradient ∇F (wt) can be denoted
by gt = 1

n
Nt1 + γwt. Let {Li}mi=1 be the sketching matrices, the local Hessian matrices and

local gradients can be reformulated as:

Ht,i = MT
t LiL

T
i Mt + γId , gt,i =

1

n
NtLiL

T
i 1 + γw . (18)

In addition, we define an auxiliary quadratic function as follows to facilitate our analysis:

φ(p) =
1

2
pTHtp− gT

t p =
1

2
pT
(
MT

t Mt + γId
)
p− gT

t p . (19)

As a quadratic function, the minimum point of φ(p) denoted by p∗ can be analytically obtained,
which is the same as the exact Newton descent direction vector in (3), i.e.,

p∗ = arg minφ(p) = ∇2F−1 (wt)∇F (wt) = H−1t gt =
(
M>

t Mt + γId
)−1

gt . (20)

Due to the effect of channel noise, device selection, and the use of local Newton step, the actual
descent direction rather than the exact Newton step p∗ is given by:

p̂t =p∗ + (p̄t − p∗)︸ ︷︷ ︸
Local Hessian

+ (pt − p̄t)︸ ︷︷ ︸
Local Gradient

+ (p̃t − pt)︸ ︷︷ ︸
Device Selection

+ (p̂t − p̃t)︸ ︷︷ ︸
Channel Noise

, (21)

where p̂t and p̃t are defined in (17) and (7), respectively, pt = 1∑
i∈S
|Di|
∑

i∈S |Di|pt,i is the

averaged local descent direction vector without device selection, and p̄t = 1∑
i∈S
|Di|
∑

i∈S |Di| p̄t,i =

1∑
i∈S
|Di|
∑

i∈S |Di|H
−1
t,i gt is the Newton descent direction with the exact global gradient. In the

following analysis, we will use the quadratic function (19) to illustrate how close p̂t and p∗ are.

Besides, the error of model parameter vector in the iterates ∆t = wt −w∗ acts as the metric,

where w∗ denotes the optimal solution.
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Throughout this paper, we consider the following assumptions, which are widely adopted in

FL problems [34], [35], [56].

Assumption 1. The global loss function F is L-smooth.

Assumption 2. The global loss function F is strongly convex, which indicates the unique optimal

model parameter vector w∗ of the FL task.

Assumption 3. The local loss function Fi is twice-differentiable, smooth and convex.

B. Convergence Analysis

Since the local gradients and Hessian matrices are adopted to approximate the global descent

direction, the gap between the local direction and the global direction is essential for the

convergence analysis. Therefore, we first recall two lemmas to reveal their relationships.

Lemma 1 ( [41, variant of Lemma 2]). Let λ, δ =
∑m

i=1 δi, {δi} ∈ (0, 1) be fixed parameters,
r = rank (Mt), and U ∈ Rn×r be the orthonormal bases of the matrix Mt. Let µ ∈

[
1, n

d

]
be

the coherence of Mt defined in [30]. Let
{
Li ∈ Rn×|Di|

}m
i=1

be independent uniform sampling
sketching matrices with |Di| ≥ 3µd

λ2
log d

δi
. It holds with the probability exceeding 1− δ that:∥∥UTLiL
T
i U − I

∥∥
2
≤ λ , ∀i ∈ S . (22)

Lemma 2 ( [41, variant of Lemma 3]). Let
{
Li ∈ Rn×|Di|

}m
i=1

be independent uniform sampling
sketching matrices, δ =

∑m
i=1 δi, {δi} ∈ (0, 1) be fixed parameters, then with the probability

exceeding 1− δ, we have:∥∥∥∥ 1

n
NtLiL

T
i 1− 1

n
Nt1

∥∥∥∥ ≤
(

1 +

√
2 ln

(
1

δi

))√
1

|Di|
max
j
‖nj‖ . (23)

With Lemma 1 and Lemma 2, we further propose Lemma 3 to characterize the gap between

p̂t and p∗ via the support quadratic function.

Lemma 3. Let {Li}mi=1 ∈ Rn×|Di| be independent uniform sampling sketching matrices, φt be

the quadratic function as defined in (19), λ, {δi} ∈ (0, 1) be fixed parameters with δ̃ = min{δi}

and p̂t be the approximate descent direction vector defined in (21). It holds that:

φt(p
∗) ≤ φt (p̂t) ≤ ε2 +

(
1− ζ2

)
φt(p

∗) ,

where
ζ2 = 3τ2

(
λ+

λ2

1− λ

)2

+ 24ϑ2
(
τ

(
λ+

λ2

1− λ

)
+ 1

)2

(24)
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with τ =
σmax(M>M)

σmax(M>M)+nγ
, ϑ = maxt

(
1−

∑
i∈St
|Di|

n

)
< 1 and

ε2 =
3

σmin (Ht)

∥∥∥∥∥ 1(∑
i∈St |Di|

)√
ηt
aH
t Et

∥∥∥∥∥
2

+

[
24

(
1−

∑
i∈St |Di|
n

)2
1

mini∈St |Di|
+
m

n

]

·
[

1

1− λ
1√

σmin (Ht)

(
1 +

√
2 ln

(
1

δ̃

))
max
j
‖nj‖

]2
.

(25)

The proof of Lemma 3 can be found in Appendix A. To illustrate that p̂t is a good descending

direction, we introduce Lemma 4 supported by the property of the quadratic function introduced

in Lemma 3.

Lemma 4 ( [41, Lemma 6]). Let ζ ∈ (0, 1), ε be any fixed parameter, if p̂t satisfies φ (p̂t) ≤ ε2 +

(1− ζ2) minp φ(p), then under Assumption 1, the error of model parameter vector ∆t = wt−w∗

in iterations satisfies

∆T
t+1Ht∆t+1 ≤ L ‖∆t+1‖ ‖∆t‖2 +

ζ2

1− ζ2
∆T
tHt∆t + 2ε2 , (26)

Based on Lemma 3 and Lemma 4, we can derive the main result:

Theorem 1. Suppose the size of local dataset at each device |Di| ≥ 3µd
λ2

log d
δi

for some λ, δi ∈
(0, 1), then under Assumption 1 with the probability exceeding 1− δ we have

E (‖∆t+1‖) ≤ max

{√
κt

(
ζ2

1− ζ2

)
‖∆t‖ ,

L

σmin (Ht)
‖∆t‖2

}
+ ε′ ,

where the expectation takes with respect to the channel noise et, ζ is defined as (24), κt =

σmax(Ht)
σmin(Ht)

denotes the condition number of Ht, and

ε′ =
2
√

3

σmin (Ht)

dσ∑
i∈St |Di|

‖at‖√
ηt

+

√
24

(
1−

∑
i∈St |Di|
n

)2
1

mini∈St |Di|
+
m

n

· 1

1− λ
2

σmin (Ht)

(
1 +

√
2 ln

(
1

δ̃

))
max
j
‖nj‖ .

The proof can be found in Appendix B. From Theorem 1, we have the following observations.

1) The proposed algorithm keeps a linear-quadratic convergence rate: From the analysis

results, it can be seen that the term ‖∆t‖ = ‖wt −w∗‖ keeps the property in this form:

E (‖∆t+1‖) ≤ max
{
ω1 ‖∆t‖ , ω2 ‖∆t‖2}+ε′. When ‖∆t‖ > ω1

ω2
, this property can be simplified

as E (‖∆t+1‖) ≤ ω2 ‖∆t‖2+ε′. It is obvious that the proposed algorithm keeps the same quadratic

convergence rate as the canonical Newton’s method. At the beginning of the algorithm it can

converge to the neighbor of the optimal point quickly. When ‖∆t‖ < ω1

ω2
, this property turns into

E (‖∆t+1‖) ≤ ω1 ‖∆t‖+ ε′, which means when ‖∆t‖ is small enough during the process of the
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algorithm, it degenerates into the linear convergence rate. In conclusion, the proposed algorithm

keeps a linear-quadratic convergence rate and performs better than first-order algorithms.
2) The proposed algorithm is accompanied by an accumulative error term: Notice that

there is an error term ε′ in each iteration, which comes from the approximation, device selection
and channel noise. Consider the noise-free case without device selection, which means σ = 0

and |St| = m, this error term degenerates to:

ε′1 =
1

1− λ
2

σmin (Ht)

(
1 +

√
2 ln

(
1

δ̃

))√
m

n
max
j
‖nj‖ , (27)

which is exactly the same as the error term introduced in [41]. With the algorithm executed

iteratively, the gap between the expected global loss function value and the optimal one is

upper bounded by this accumulative error term. Therefore, the active device set St, the receiver

beamforming vectors {at} and the scaling factors {ηt} need to be tuned in each iteration so as

to reduce the error gap.

IV. SYSTEM OPTIMIZATION

In this section, we first formulate a system optimization problem to minimize the error term

in the convergence analysis results. Then, we propose our approach for joint optimization of

device selection and receiver beamforming vector.

A. Problem Formulation

In light of convergence analysis, to obtain a precise model parameter vector, minimizing the
error gap demonstrated in Theorem 1 is a key issue. It is observed that the coefficients of the two
iterative terms ∆t and ∆t+1 in Theorem 1 are independent of variables St, at and ηt. Therefore,
in order to achieve the minimization of the total error gap, we only need to minimize the error
term ε′ in each iteration as follows

min
St,at,ηt

2
√

3

σmin (Ht)

dσ∑
i∈St |Di|

‖at‖√
ηt

+

√
24

(
1−

∑
i∈St |Di|
n

)2
1

mini∈St |Di|
+
m

n

· 1

1− λ
2

σmin (Ht)

(
1 +

√
2 ln

(
1

δ̃

))
max
j
‖nj‖

s.t.
ηt∥∥∥aH

t h̃t,i

∥∥∥2 ≤ dP0 ∀i ∈ St

(28)

The power constraint in (28) can be rewritten in the form of the restriction of scaling factor: ηt ≤
dP0

∥∥∥aH
t h̃t,i

∥∥∥2

, ∀i ∈ St. We take the negative correlation between the scaling factor ηt and the
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objective function value ε′ into consideration. ηt can be set as ηt = dP0 mini∈St

∥∥∥aH
t h̃t,i

∥∥∥2

[53],
and the problem can be simplified as P:

P : min
St,at

√
3dσ√

P0

∑
i∈St |Di|

max
i∈St

 ‖at‖∥∥∥aH
t h̃t,i

∥∥∥
+

√
24

(
1−

∑
i∈St |Di|
n

)2
1

mini∈St |Di|
+
m

n

· 1

1− λ
2

σmin (Ht)

(
1 +

√
2 ln

(
1

δ̃

))
max
j
‖nj‖ .

(29)

We have the following key observations for solving (29):

• Intuitively, to achieve the minimization of the objective value of P , the number of selected

devices is supposed to be maximized, then P will degenerate into the form of traditional

beamforming optimization. However, the term maxi∈St

(
‖at‖
‖aH

t h̃t,i‖

)
is related to device

selection, which further results in the incorrectness to directly maximize |St|.

• By searching over all the possible participating device sets, the optimal St can be determined.

Still, the number of devices m can be very large, leading to an exponential growth of the

optimization procedure in the number of devices m.

• After the search of participating devices, the remaining problem is a typical beamforming

optimization problem, but it is still non-convex and intractable.

In conclusion, since a combinatorial search of participating devices and minimization of the

non-convex objective function are involved, it is evident that P is a mixed-integer non-convex

problem. In order to tackle the complexity of computation and the difficulty of non-convexity,

we propose an efficient method to iteratively search the optimal set of selected devices St while

jointly optimizing the receiver beamforming vector at for each given St.

B. Receiver Beamforming Optimization

For a given set of selected devices St, P can be simplified as P1 : minat maxi∈St
‖at‖
‖aH

t h̃t,i‖ ,

which is equivalent to: minat maxi∈St
‖at‖2

‖aH
t h̃t,i‖2

. This can be further reformulated as P ′
1 accord-

ing to the analysis in [53]:

P ′
1 : min

at

‖at‖2 s.t.
∥∥∥aH

t h̃t,i

∥∥∥2 ≥ 1 ∀i ∈ St .

It can be seen that P ′
1 is actually a quadratically constrained quadratic programming problem,

which is difficult to solve. We first use the matrix lifting technique to pre-process P ′
1 and

turn it into a low-rank optimization form. Specifically, let A = ata
H
t with rank (A) = 1 and

Qi = h̃t,ih̃
H
t,i, P ′

1 can be recast as:

min
A

Tr (A) s.t. A � 0, rank(A) = 1, Tr (AQi) ≥ 1 ∀i ∈ St .
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The key to solving this low-rank optimization problem is to deal with the troublesome rank-one
constraint. A common method to solve such a problem is semidefinite relaxation (SDR) [57],
[58], which drops the rank-one constraint to obtain a relaxed problem in the form of semidefinite
programming. By this means, SDR can arrive at an approximate solution efficiently through
solving the relaxed problem. However, as the size of the problem grows, the rank-one constraint
is usually unsatisfied. In this situation, the approximate solution needs to be scaled through
randomization methods, leading to an alternative solution with low accuracy [53], which will
further affect the learning performance of FL. To guarantee the rank-one constraint, we can
replace it with its equivalent form [30], [59]: Tr (A) − ‖A‖2 = 0 with Tr (A) > 0 . Then,
the original problem turns into a difference-of-convex-function (DC) program. By solving this
DC program, a more precise solution can be obtained since all constraints are satisfied. Therefore,
we develop a DC Algorithm (DCA) based on the principles in [43], [60] to solve this problem.
Specifically, we can get the following problem by taking the new constraint as a penalty term:

min
A

Tr (A) + θ (Tr (A)− ‖A‖2) s.t. A � 0, Tr(A) > 0, Tr (AQi) ≥ 1 ∀i ∈ St ,

where θ is the penalty factor. Although this is still a non-convex problem owing to the concave
term −‖A‖2, we can take the linearization of ‖A‖2 and convert it into a convex subproblem:

PDCA : min
A

(1 + θ) Tr(A)− θ
〈
∂ ‖Aj‖2 ,A

〉
s.t. A � 0, Tr(A) > 0, Tr (AQi) ≥ 1 ∀i ∈ St,

where 〈·, ·〉 denotes the inner product of two matrices and ∂ ‖Aj‖2 represents the subgradient of

‖Aj‖2 at Aj . Therefore, the result can be obtained by iteratively solving PDCA until Tr (A)−

‖A‖2 is sufficiently small. The overall procedure of DCA is as summarized in Algorithm 2.

Algorithm 2: DC Algorithm for Receiver Beamforming Optimization (DCA)

input: effective channel coefficients
{
h̃t,i

}
, penalty factor θ, threshold ξ

turn P into the DCA form PDCA.

choose A0 � 0, set j = 1.

while
∣∣Tr (Aj−1)− ‖Aj−1‖2

∣∣ ≥ ξ do
compute the subgradient ∂ ‖Aj−1‖2.

substitute ∂ ‖Aj−1‖2 into PDCA, solve the subproblem and set the result as Aj .

j ← j + 1 .

end

C. Device Selection Optimization

As mentioned above, the device selection is a combinatorial optimization problem, which is

impossible to perform a traversal in the whole solution space. Thus, we adopt the well-known
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Algorithm 3: System optimization approach GS+DCA

input: effective channel coefficients
{
h̃t,i

}
, T (0), ρ, K

output: S(k+1) and its corresponding a(K+1).

initialization: S(0) = S

for iteration k = 0, 1, 2, ...,K do
generate the neighboring solution set F (k).

for each S̃ ∈ F (k) do
substitute S̃ into P1, then solve the problem using DCA to get the corresponding optimal ã.

end

sample S̃(k) according to the probability P
(
S̃(k)

)
=

exp(−J(S̃(k),ã(k))/T (k))∑
S̃∈F(k) exp(−J(S̃,ã)/T (k))

.

S(k+1) ← S̃(k), T (k+1) ← ρT (k).
end

Gibbs Sampling (GS) [42] method to optimize the selection of device set iteratively. The main

idea of GS is that in each iteration, a device set is sampled from the neighbors of the current

device set according to an appropriate distribution. In this way, the set of selected devices can

gradually approach the global optimal solution.

To be specific, we treat different sets of selected devices as states, and the goal is to find

the state which can minimize the objective value in P . For the sake of such state, at iteration

k of GS’s process, with the set of selected devices S(k−1) given in the last iteration, we first

generate the neighboring solution set of S(k−1). The neighboring solution set, denoted by F (k),

contains the device sets that differ from the S(k−1) in only one entry. For example, by assuming

S = {0, 1, 2} and S(k−1) = {1, 2}, then we have F (k) = {{0, 1, 2}, {2}, {1}}.
After the identification of the neighboring solution set, the candidate states are also determined

according to the sets in F (k), and we need to choose a state to approach the optimal set. Based
on the distribution introduced in [61], we sample a device set in F (k) with the probability

P
(
S̃(k)

)
=

exp
(
−J

(
S̃(k), ã(k)

)
/T (k)

)
∑
S̃∈F(k) exp

(
−J

(
S̃, ã

)
/T (k)

) , (30)

where J(x,y) denotes the objective function value of P . Here, the receiver beamforming

vector is calculated through DCA with the given set of selected devices.

In the distribution (30), there is a special parameter T (k) serving as the temperature. The

algorithm starts from a relatively high temperature T (0) in order to move around the solution

space freely, rather than being stuck in a local minimum point. As the algorithm proceeds, the
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algorithm slowly decreases the temperature by the factor ρ to focus on the states that minimize the

objective function. Besides, to reduce the computational complexity, we have adopted a similar

warm start technique as in [34]. The optimal beamforming vector in the previous iteration is

used to serve as the initial point to accelerate the process of beamforming optimization. The

overall process of system optimization is outlined in Algorithm 3.

V. SIMULATION RESULTS

In this section, we evaluate the performance of the proposed schemes to demonstrate the advan-

tage of our proposed second-order federated optimization algorithm and the effectiveness of our

system optimization approach. Code for our experiments are available at: https://github.com/Golden-

Slumber/AirFL-2nd. We first consider logistic regression with the loss function of the i-th device

Fi (w) = 1
|Di|
∑

zi,j=(ui,j ,vi,j)∈Di
log
(
1 + exp

(
−vi,juT

i,jw
))

+ γ
2
‖w‖2

2, where the regularization

parameter is set to be γ = 10−8. As for datasets, we adopt four different standard datasets from

the LIBSVM library: Covtype, a9a, w8a, and phishing. In this paper, we consider a distributed

wireless scenario, where these data samples are uniformly distributed in m = 20 devices, the

server is equipped with k = 5 antennas. The channel coefficients are given by the small-scale

fading coefficients {h′t,i} multiplied by the path loss gain PLi, i.e., ht,i = PLih
′
t,i. Here, the

small-scale fading coefficients follow the i.i.d complex normal distribution CN (0, I). The path

loss gain is given by PLi =
√
G0 (d0/di)

ν/2, where G0 = 10−3.35 is the average channel power

gain with the distance to the server d0 = 1 m, di ∈ [100, 120] stands for the distance between

the i-th device and the server, and ν = 3.76 represents the path loss exponent factor. For the step

size α, we use backtracking line search to find α satisfying the Armijo–Goldstein condition [46,

Chapter 3]. For the system optimization, we set λ = 0.1, δ̃ = 0.01, penalty factor θ = 1, threshold

ξ = 10−10, initial temperature T0 = 100, ρ = 0.9, and K = 30. Besides, we use Baseline 0 to

denote the centralized training setting in all experiments.

Furthermore, we also consider an image classification problem on a non-i.i.d dataset con-

structed from the Fashion-MNIST dataset at the end of this section. To address it, we train a

softmax classifier with cross-entropy loss and `2 regularization term. To be specific, the loss func-

tion of the i-th device is given as Fi (W ) = 1
|Di|
∑

(u,v)∈Di

∑C
c=1 1{v = c} log exp(uTwc)∑C

j=1 exp(uTwj)
+

γ
2

∑C
c=1 ‖wc‖2

2, where W = [w1, . . . ,wC ] is the concatenation of parameter vectors related to

different classes, and C = 10 represents the total number of classes.
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A. Comparison with First-Order Algorithms

We compared our proposed algorithm with two existing AirComp-based first-order algorithms

in this experiment, where SNR is set to 80 dB:

1) Baseline 1: AirComp-based Federated Averaging (FedAvg) algorithm with DC-based opti-

mization framework [30], where the threshold of MSE is set to 5 dB.

2) Baseline 2: AirComp-based Fedsplit algorithm [62], where the threshold for device selection

is set to 0.5.
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Fig. 2: Training loss of the proposed algorithm and two first-order algorithms.
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Fig. 3: Test accuracy of the proposed algorithm and two first-order algorithms.

Fig. 2 and Fig. 3 show the performance of these algorithms in training loss and test accuracy.

Regarding the optimality gap, benefiting from the linear-quadratic convergence rate, the proposed

algorithm reaches a small optimality gap in the first few dozen communication rounds, while

that of the first-order methods remains at a relatively higher level. As for the test accuracy, our

proposed algorithm can quickly reach and stabilize at a high accuracy level, while the first-order

methods have relatively low and fluctuating accuracy. Overall, our proposed algorithm keeps a

quadratic convergence rate at the beginning of FL process, resulting in fewer communication
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rounds to complete the learning task than first-order algorithms. This further leads to less wireless

channel impact and better learning performance, as illustrated in the simulation results.
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Fig. 4: Training loss of the proposed algorithm and two second-order algorithms.
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Fig. 5: Test accuracy of the proposed algorithm and two second-order algorithms.

B. Comparison with Second-Order Algorithms

In this experiment, we compared our proposed algorithm with the following two state-of-the-

art second-order algorithms under over-the-air computation:

1) Baseline 3: GIANT [19] with over-the-air computation. GIANT requires an extra aggre-

gation of local gradients, leading to two communication rounds in each iteration. The

communication model of this gradients aggregation is implemented in the same way of

pt, as illustrated in Section II-C. Here, we set |St| = m, and the receiver beamforming

vector is optimized through DCA.

2) Baseline 4: DANE [17] with over-the-air computation. Similar to GIANT, It also requires

an aggregation of local gradients, so its implementation is the same as GIANT.

Fig. 4 and Fig. 5 plot the training loss and the test accuracy, respectively, where SNR is

set to 70 dB. It is observed that our proposed algorithm converges faster and remains stable at

a relatively high level of accuracy, while the compared methods, AirComp-based GIANT and
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AirComp-based DANE, have a slower convergence rate. This is because both the procedures of

GIANT and DANE involve aggregating local gradients to calculate the global gradient in each

iteration. This extra transmission of local gradients through a wireless environment aggravates

the impact of channel noise, leading to a relatively poor convergence rate. Therefore, we can see

that our proposed algorithm outperforms AirComp-based GIANT and AirComp-based DANE.

C. Effectiveness of Proposed System Optimization Approach

In this experiment, we evaluated the performance using GS+DCA to accomplish system

optimization with four settings:

1) perfect aggregation, where the model is aggregated without wireless channel impact.

2) GS+SDR, where the receiver beamforming optimization is performed through SDR.

3) DCA only, where we only perform beamforming optimization through DCA.

4) SDR only, where we only perform beamforming optimization through SDR.

0 5 10 15 20 25

SNR(dB)

0

2

4

6

8

10

12

14

16

Ob
jec

tiv
e V

alu
e

GS+DCA
DCA only
GS+SDR
SDR only
Perfect Aggregation

3 5 7 9 11 13 15 17

Number of Antennas

5

10

15

20

25

Ob
jec

tiv
e V

alu
e

GS+DCA
DCA only
GS+SDR
SDR only
Perfect Aggregation

Fig. 6: Objective value of system optimization problem P versus SNR and number of antennas.

To verify the effectiveness of the device selection, we consider the distance heterogeneity and

data size heterogeneity in this experiment. Specifically, as for distance heterogeneity, we set the

distance of 10% devices to be di ∈ [200, 220] while the rest to be di ∈ [50, 60]. As for data size

heterogeneity, we set the data size of 10% devices to be |Di| ∈ [0.008 n
m
, 0.01 n

m
] while the rest

to be |Di| ∈ [1.01 n
m
, 1.11 n

m
].

We first numerically evaluate the objective value of the system optimization problem P under

different settings in Fig. 6 by averaging 100 channel realizations. The objective value of perfect

aggregation does not depend on SNR and the number of antennas since the error during the

FL process in this situation only comes from the approximation as (27) indicates. The objective

values of all settings decrease as SNR and the number of antennas increase, due to the mitigation
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of noise effect and the increase of diversity gain [53], respectively. However, the objective value

of GS+DCA is smaller than that of other settings. On the one hand, SDR fails to give a precise

solution for the receiver beamforming vector as the size of the problem grows. This further

leads to the ineffectiveness of device selection in GS+SDR and worse performance compared

with the settings using DCA to perform beamforming optimization. On the other hand, device

selection in GS+DCA mitigates the straggler issue caused by distance heterogeneity and data

size heterogeneity, resulting in a better performance compared with DCA only.
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Fig. 7: Training loss of the proposed algorithm in different system optimization settings.
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Fig. 8: Test accuracy of the proposed algorithm in different system optimization settings.

Fig. 7 plots the training loss for our proposed algorithm in different system optimization

settings, where SNR is set to 35 dB. The results show that with device selection and a more

precise solution given by DCA, the error term can be minimized in each iteration and a smaller

optimality gap close to that of perfect aggregation can be obtained. As revealed in Fig. 8, this

smaller optimality gap further leads to higher test accuracy, demonstrating that our proposed

system optimization approach effectively improves learning performance.

D. Fashion-MNIST Data Set

We consider an image classification problem on a non-i.i.d dataset constructed from the

Fashion-MNIST dataset in this experiment, where m = 10 and SNR is set to 90 dB. The related
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Fig. 9: Simulation results on the Fashion-MNIST dataset.

parameters are set to be the same as the previous experiments, and we use the percentage of

correctly classified test images to evaluate the learning performance.

Fig. 9 presents the training loss and test accuracy versus communication rounds of our pro-

posed algorithm and four baseline algorithms. It reveals that our proposed algorithm significantly

outperforms the baseline algorithms. On the one hand, it keeps a better convergence rate than

first-order algorithms, leading to fewer communication rounds between the devices and the server.

On the other hand, compared with other second-order algorithms under over-the-air computation,

the aggregation operation only occurs once per iteration in our proposed algorithm. Therefore,

our proposed algorithm is more communication-efficient than baseline algorithms in terms of

both the total iteration rounds and the communication within each iteration, which further benefit

learning performance, as illustrated in Fig. 9.

VI. CONCLUSION

In this paper, we developed a communication-efficient FL system by over-the-air second-

order federated optimization algorithm. The communication rounds and communication latency

at each round can be simultaneously reduced. This is achieved by leveraging the second-order

information of the learning loss function for achieving fast convergence rates and exploiting

the signal superposition property of a multiple access channel for fast model aggregation. The

characterized convergence behavior reveals a linear-quadratic convergence rate for the proposed

algorithm. As the proposed algorithm is accompanied by an accumulative error term in each

iteration, a system optimization problem was formulated to minimize the total error gap while

achieving a precise model. We then presented Gibbs Sampling and DC programming methods to

jointly optimize device selection and receiver beamforming. The experimental results illustrated

that our proposed algorithm and network optimization approach can achieve high communication

efficiency for FL systems.
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APPENDIX A

PROOF OF LEMMA 3

In order to bound p̂t through p∗, the difference between the values of their quadratic functions
is essential. According to (21), here we decompose this difference as

φt (p̂t)− φt (p∗) =
1

2

∥∥∥H 1
2
t (p̂t − p∗)

∥∥∥2 =
1

2

∥∥∥H 1
2
t [(p̄t − p∗) + (pt − p̄t) + (p̃t − pt) + (p̂t − p̃t)]

∥∥∥2
≤
∥∥∥H 1

2
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+ 3
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+ 3
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2
t (p̂t − p̃t)

∥∥∥2︸ ︷︷ ︸
Term 4

,

As for Term 1, by Lemma 1, we have (1 − λ)MT
t Mt � MT

t LiL
T
i Mt � (1 + λ)MT

t Mt.
Through this we can get (1− λ)Ht �Hi,t � (1 + λ)Ht. Thus, there exists matrix ξi satisfying
H

1
2
t H
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t,i H

1
2
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1−λ , which leads to a useful property:
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1−λ . With this property and Lemma 2, we can get the following inequality:∥∥∥H 1
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For convenience, we denote: G = 1
1−λ

1
σmin(Ht)

(
1 +

√
2 ln 1

δ̃

)
maxj ‖nj‖ , and Term 1 is

bounded by Term 1 ≤ m
n
G2. As for Term 2, based on the analysis in [19, Lemma 6], we

have ∥∥∥H 1
2
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)
and τ =
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. Then Term 2 is bound by:
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As for Term 3, it can be reformulated as follows:
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According to the analysis in [63, Section 3.1], it follows:
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obtained in the way similar to the analysis of Term 1 and Term 2. As for Term 4, we have:
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We can get the final result by combining the bound of Term 1, 2, 3 and 4 together:

φ (p̂t)− φ (p∗) ≤ ε2 − ζ2φ (p∗)⇒ φ (p∗) ≤ φ (p̂t) ≤ ε2 +
(
1− ζ2

)
φ (p∗) ,

where ε and ζ are defined as (24) and (25).

APPENDIX B

PROOF OF THEOREM 1

Based on Lemma 3 and Lemma 4, we have:
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