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Abstract

Active intelligent reflecting surface (IRS) has been recently proposed to alleviate the product path

loss attenuation inherent in the IRS-aided cascaded channel. In this paper, we study an active IRS-aided

simultaneous wireless information and power transfer (SWIPT) system. Specifically, an active IRS is

deployed to assist a multi-antenna access point (AP) to convey information and energy simultaneously to

multiple single-antenna information users (IUs) and energy users (EUs). Two joint transmit and reflect

beamforming optimization problems are investigated with different practical objectives. The first problem

maximizes the weighted sum-power harvested by the EUs subject to individual signal-to-interference-plus-

noise ratio (SINR) constraints at the IUs, while the second problem maximizes the weighted sum-rate of

the IUs subject to individual energy harvesting (EH) constraints at the EUs. The optimization problems

are non-convex and difficult to solve optimally. To tackle these two problems, we first rigorously prove

that dedicated energy beams are not required for their corresponding semidefinite relaxation (SDR)

reformulations and the SDR is tight for the first problem, thus greatly simplifying the AP precoding

design. Then, by capitalizing on the techniques of alternating optimization (AO), SDR, and successive

convex approximation (SCA), computationally efficient algorithms are developed to obtain suboptimal

solutions of the resulting optimization problems. Simulation results demonstrate that, given the same

total system power budget, significant performance gains in terms of operating range of wireless power

transfer (WPT), total harvested energy, as well as achievable rate can be obtained by our proposed

designs over benchmark schemes (especially the one adopting a passive IRS). Moreover, it is advisable

to deploy an active IRS in the proximity of the users for the effective operation of WPT/SWIPT.

Index Terms

Active intelligent reflecting surface (IRS), simultaneous wireless information and power transfer

(SWIPT), beamforming optimization, radio frequency-based energy harvesting (EH).
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I. INTRODUCTION

With the increasing number and diversification of intelligent devices in Internet-of-Things (IoT)

networks, emerging applications such as smart cities, mobile streaming media, and multisensory

virtual reality become possible. One of the main challenges in the roll-out of reliable IoT is

the energy limitation of battery-powered devices. Against this background, the dual use of

radio frequency (RF) signals for enabling simultaneous wireless information and power transfer

(SWIPT) has attracted intense interest [1]. However, energy users (EUs) and information users

(IUs) typically operate with very different power sensitivity requirements (e.g., −10 dBm for

EUs versus −60 dBm for IUs) [2]. As such, the operating range of wireless power transfer

(WPT) is fundamentally limited by the severe path loss over long signal propagation distances,

which restricts the performance of SWIPT systems. Although numerous multiple-input multiple-

output (MIMO) technologies can considerably improve the efficiency of both WPT and wireless

information transmission (WIT), their practical implementations are still hindered by the required

exceedingly high energy consumption and hardware cost [3].

Recently, intelligent reflecting surface (IRS) or reconfigurable intelligent surface (RIS), com-

prised of a large number of passive metamaterial elements, has emerged as a cost- and energy-

efficient solution to unlock the potential of future wireless networks [4]–[8]. Specifically, by

smartly adapting the phase shifts of all the IRS elements according to the time-varying environment,

an IRS is capable of reconfiguring the wireless propagation channels for enhancing the desired

signal strength and/or mitigating interference, thus improving the communication performance. It

was firstly revealed in [5] that when the number of IRS elements, denoted by N , is large enough

but finite, the receive signal power or the signal-to-noise ratio (SNR) gain scales with O(N2)

asymptotically. This pioneering result has then inspired major interests in studying the joint active

and passive beamforming design for various system setups (see, e.g., [9]–[18]). While the works

[5], [9]–[18] mainly focus on exploiting IRSs for effective WIT, the high passive beamforming

gain promised by IRSs is also attractive for WPT [1], [4]. To reap this benefit, one line of

research investigated IRS-aided wireless-powered communication networks (WPCNs), aiming at

improving the communication performance by leveraging an IRS to assist WPT and WIT across

different time slots [19]–[22]. On the other hand, another line of research focused on exploiting

the high passive beamforming gain to enlarge the rate-energy region of SWIPT systems offered

by IRSs [23]–[28]. For example, the authors of [23] jointly optimized the transmit precoder at
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the access point (AP) and the phase shifts at the IRS to maximize the weighted sum-power of the

EUs, while satisfying the minimum signal-to-interference-plus-noise ratio (SINR) requirements

of the IUs. Inspired by [23], the authors of [24] studied the transmit power minimization subject

to the individual quality-of-service (QoS) constraints at both the IUs and the EUs. Besides,

the weighted sum-rate of all the IUs was maximized in [25], where the weighted sum-power

harvested by all the EUs is ensured to be higher than a predefined value for QoS provisioning.

In spite of the appealing advantages of IRSs, the performance of passive IRS-aided systems

may not offer a wide coverage extension because of the product path loss attenuation law, unless

the number of IRS elements is very large [29]. Particularly, the end-to-end path loss of the

transmitter-IRS-receiver link is generally significantly more severe than that of the unobstructed

direct link, since the former is the product of the path losses of the transmitter-IRS and the

IRS-receiver links. To circumvent this problem, one may need to install a large number of passive

reflecting elements and/or to place the passive IRS in close vicinity to either the transmitter or the

receiver, which, however, may not always be practically efficient or even feasible. As a remedy,

the concept of active IRS has been proposed recently (see, e.g., [30], [31]) to alleviate the product

path loss attenuation law. In particular, an active IRS is generally compromised of a number of

active reflecting elements, each of which independently integrates a reflection-type amplifier, e.g.,

a tunnel diode, and thus can not only alter the incident signals’ phases, but also amplify them at

the cost of additional low power consumption. Indeed, several papers in the field of metamaterials

and communications have proved that an IRS can reflect the incident power with unitary power

efficiency, for any angles of incidence and reflection, if local power gains and losses are present

along the surface of the IRSs, see, e.g., [32]–[34]. The realization of these structures is more

difficult than the conventional design of locally-passive IRSs, but it usually results in better

performance. The surfaces in [32]–[34] are usually globally passive, i.e., the reflected power is not

greater than the incident power. In active IRSs, on the other hand, the reflected power is greater

than the incident power. Both, however, assume that local power amplifications can be realized

along the surface of the IRS. Recently, some innovative efforts have been devoted to beamforming

optimization for active IRS-aided systems [30], [31], [35]–[38]. For instance, the authors of

[30] studied the SNR maximization problem when introducing an active IRS into a single-input

multiple-output (SIMO) system. The simulation results demonstrate that, given the same IRS

power budget, an active IRS-aided system outperforms its passive counterpart. In [31], it is shown

that an active IRS is capable of achieving noticeable capacity gains regardless of the strength of
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the direct link. Furthermore, the results in [35] indicate that, with the optimized IRS placement,

an active IRS has better performance than that of a passive IRS in some practical scenarios.

Although the above works have validated the superiority of adopting an active IRS over a

passive IRS under some system setups, to our best knowledge, the potential performance gain

of integrating an active IRS into SWIPT systems remains uninvestigated. Moreover, since the

information signals for the IUs can be utilized at the EUs for energy harvesting (EH), some

fundamental questions remain to be answered in active IRS-aided SWIPT systems. First, are

dedicated energy beams required to maximize the weighted sum-power of the EUs with the

consideration of information transmission? This question is motivated by the result in [23], which

shows that dedicated energy beams are not required for a passive IRS-aided SWIPT system,

generalizing the finding in [2] to the case with arbitrary user channels. For active IRS-assisted

systems, however, the problem formulation of beamforming design is rather different due to the

newly imposed amplification power constraint and the non-negligible IRS-amplified noise power.

Thus, it is unknown whether the conclusions drawn in [23] still hold for active IRS-aided SWIPT

systems. The second open question is: is sending only information beams sufficient to satisfy the

individual EH constraints at the EUs while maximizing the achievable weighted sum-rate of the

IUs? In other words, can dedicated energy beams be removed or set to zero when solving the

QoS-constrained weighted sum-rate maximization problem? In [25], specially, the authors studied

such a problem for a passive IRS-aided SWIPT system, by simply assuming that there is no energy

beamforming applied at the AP. Thus, the aforementioned fundamental issues remain unsolved.

Motivated by these considerations, we investigate an active IRS-aided SWIPT system where

an active IRS is deployed to assist the information/power transfer from a multi-antenna AP to

multiple single-antenna IUs and EUs, as shown in Fig. 1. The transmit precoder at the AP and

the reflection-coefficient matrix at the IRS are jointly optimized by considering two different

design criteria. In particular, the first problem maximizes the weighted sum-power harvested by

the EUs subject to individual SINR constraints at the IUs, while the second problem maximizes

the weighted sum-rate of the IUs subject to individual EH constraints at the EUs. The main

contributions of this paper are summarized as follows.

• To obtain useful insights about active IRS-aided WPT systems, we first consider a special

case of the weighted sum-power maximization problem where there exist no IUs and apply

the alternating optimization (AO), semidefinite relaxation (SDR), and successive convex

approximation (SCA) techniques to obtain a suboptimal solution. Next, for the general case
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where the EUs and the IUs coexist, we rigorously prove that, despite the presence of a

new amplification power constraint and non-negligible IRS-amplified noise power, dedicated

energy beams are not required, which greatly simplifies the AP precoding design. Exploiting

the obtained insight, we then propose a computationally efficient algorithm to solve the

resulting problem suboptimally.

• For the weighted sum-rate maximization problem, we first unveil that dedicated energy

beams are not needed for its SDR reformulation. Additionally, although the tightness of the

SDR cannot be confirmed, a high-quality suboptimal solution for the original problem can be

constructed from the optimal solution of the reformulated SDR problem. Building upon these

insights, we consider the SDR reformulation with no dedicated energy beams to simplify

the AP precoding design. Subsequently, we propose a computationally efficient suboptimal

algorithm based on the AO and SCA techniques for the resulting problem and show how to

approximately recover the transmit precoder if the obtained transmit beamforming matrices

are not rank-one.

• Numerical results demonstrate that by introducing an active IRS, the performance of SWIPT

systems can be significantly enhanced in terms of operating range of WPT, total harvested

energy, as well as achievable rate, as compared to passive IRS-aided SWIPT systems, under

the assumption that the total system power budgets are the same. Furthermore, it is shown

that the deployment of an active IRS close to the users is beneficial for WPT/SWIPT systems.

The remainder of this paper is organized as follows. Section II introduces the active IRS-aided

SWIPT system model and presents the formulations of the weighted sum-power and sum-rate

maximization problems. In Sections III and IV, we propose efficient algorithms for solving the

two formulated problems, respectively. Numerical results are presented in Section V to evaluate

the performance of the proposed algorithms. Finally, Section VI concludes the paper.

Notations: Scalars, vectors, and matrices are denoted in lower-case, boldface lower-case,

and boldface upper-case letters, respectively. Cx×y denotes the space of x× y complex-valued

matrices. HN represents the set of all N -dimensional complex Hermitian matrices. E(·) denotes

the statistical expectation. The distribution of a circularly symmetric complex Gaussian (CSCG)

random vector with a mean vector x and a covariance matrix Σ is denoted by CN (x,Σ). ∼

and , stand for “distributed as” and “defined as”, respectively.  denotes the imaginary unit, i.e.,

2 = 1. The phase and real part of a complex number are denoted by arg(·) and Re{·}, respectively.

For a vector a, ‖a‖ and [a]n represent its Euclidean norm and n-th element, respectively. diag(a)
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Fig. 1. An active IRS-aided SWIPT system.

denotes a diagonal matrix with each diagonal element being the corresponding element in a.

IN is an identity matrix of size N × N ; 0 and 1 denote an all-zero matrix and an all-one

matrix, respectively, with dimensions determined from the context. For a square matrix S,

tr(S) represents its trace; S � 0 indicates that S is positive semidefinite. For a matrix A of

arbitrary size, ‖A‖F , rank(A) and [A]i,j denote its Frobenius norm, rank and (i, j)-th element,

respectively. (·)H corresponds to the conjugate transport of a vector or matrix. � denotes the

Hadamard product. For a set K, |K| denotes its cardinality. O(·) expresses the big-O notation.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

As shown in Fig. 1, we consider an active IRS-aided SWIPT system, which comprises an AP

with M antennas, an active IRS1 with N reflecting elements, and two sets of single-antenna users,

i.e., KI IUs and KE EUs, denoted by KI = {1, · · · , KI} and KE = {1, · · · , KE}, respectively.

In particular, the active IRS is supported by an external power supply and each of its elements

can not only alter the incident signals’ phases, but also amplify the incident signals with an

integrated reflection-type amplifier. Also, at the AP, we consider a linear transmit precoding for

SWIPT with wi ∈ CM×1 and vj ∈ CM×1 denoting the beamforming vectors for IU i and EU j,

respectively. Hence, the transmitted signal from the AP can be expressed as

x =
∑
i∈KI

wis
I
i +

∑
j∈KE

vjs
E
j , (1)

1Note that the revealed results and the proposed algorithms in this paper can be extended to the case with a hybrid IRS [39]
after slight modifications.
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where sI
i ∈ C and sE

j ∈ C are the information-bearing signal for IU i and the energy-carrying

signal for EU j, respectively, satisfying sI
i ∼ CN (0, 1), ∀i ∈ KI and E

(∣∣sE
j

∣∣2) = 1, ∀j ∈ KE
[2]. The two signals are assumed to be independent to each other. Let PA denote the total transmit

power budget of the AP. From (1), we have E
(
xHx

)
=
∑

i∈KI ‖wi‖2 +
∑

j∈KE ‖vj‖
2 ≤ PA.

For characterizing the theoretical performance gain brought by an active IRS, we assume a

quasi-static fading environment and the channel state information (CSI)2 of all channels involved

is assumed to be acquired perfectly by the AP.3 Let hHd,i ∈ C1×M and hHr,i ∈ C1×N denote the

baseband equivalent channels from the AP to IU i and from the IRS to IU i, respectively. The

corresponding channels for EU j are denoted by gHd,j ∈ C1×M and gHr,j ∈ C1×N , respectively, and

F ∈ CN×M denotes the channel from the AP to the IRS. Let Θ = diag (u1, · · · , uN) ∈ CN×N

denote the reflection-coefficient matrix at the IRS. Particularly, un can be written as un = βne
θn ,

n ∈ N , {1, · · · , N}, where βn ≥ 0 and θn ∈ [0, 2π) represent the reflection amplitude and

phase shift of the n-th IRS element, respectively. The signal received at IU i is then given by

yI
i = hHd,ix︸ ︷︷ ︸

direct link

+hHr,iΘ (Fx + z)︸ ︷︷ ︸
reflected link

+ni =
(
hHr,iΘF + hHd,i

)
x + hHr,iΘz + ni, i ∈ KI , (2)

where z ∼ CN (0, σ2
zIN) and ni ∼ CN (0, σ2

i ) denote the noise introduced by the active IRS [30]

and the additive white Gaussian noise (AWGN) at IU i, respectively, with σ2
z and σ2

i being the

corresponding noise variances. By assuming that the interference caused by the energy signals

cannot be cancelled by the IUs, the SINR at IU i can be written as

SINRi =

∣∣hHi wi

∣∣2∑
k∈KI\{i}

∣∣hHi wk

∣∣2 +
∑

j∈KE

∣∣hHi vj∣∣2 + σ2
z

∥∥hHr,iΘ∥∥2
+ σ2

i

, i ∈ KI , (3)

where hHi , hHr,iΘF+hHd,i denotes the equivalent end-to-end channel from the AP to IU i. Accord-

ingly, the achievable rate at IU i in bits/second/Hz (bps/Hz) is given by Ri = log2 (1 + SINRi).

On the other hand, the received RF power at EU j, denoted by Qj , can be expressed as

Qj =
∑
i∈KI

∣∣gHj wi

∣∣2 +
∑
m∈KE

∣∣gHj vm∣∣2 + σ2
z

∥∥gHr,jΘ∥∥2
, j ∈ KE , (4)

2If the IRS is equipped with active sensors, compressive sensing methods [40], [41] can be applied to estimate the channels of
the AP-IRS and the IRS-user links, respectively; otherwise, the CSI of individual links can be acquired exploiting some existing
methods, e.g., [42], [43].

3It is worth mentioning that although this paper focuses on the case of perfect CSI, the results (i.e., Theorems 1 and 2) can be
generalized to the case of imperfect CSI since the proof of Theorems 1 and 2 does not rely on the accuracy of the channel
estimation. Note that it is of great interest to develop robust beamforming designs for the case of imperfect CSI, which, however,
goes beyond the scope of this paper and is left for future work.
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where gHj , gHr,jΘF + gHd,j denotes the equivalent end-to-end channel from the AP to EU j.4

Suppose that the active IRS is endowed with a maximum amplification power budget PI. Then,

we have
∑

i∈KI ‖ΘFwi‖2 +
∑

j∈KE ‖ΘFvj‖2 + σ2
z ‖Θ‖

2
F ≤ PI.

B. Problem Formulation

In this paper, two joint transmit and reflect beamforming optimization problems are considered

aiming at two different design criteria. First, we aim to maximize the weighted sum-power

received at the EUs while satisfying individual SINR constraints at the IUs, given by γi, i ∈ KI .

From (4), the weighted sum-power received at the EUs can be written as∑
j∈KE

αjQj =
∑
i∈KI

wH
i Swi +

∑
j∈KE

vHj Svj +
∑
j∈KE

αjσ
2
z

∥∥gHr,jΘ∥∥2
, (5)

where S ,
∑

j∈KE αjgjg
H
j with αj ≥ 0 denoting the given energy weight for EU j. Specifically,

the larger the value of αj , the higher priority to EU j for EH. Accordingly, the problem of

interest can be formulated as

(P1) : max
{wi},{vj},Θ

∑
i∈KI

wH
i Swi +

∑
j∈KE

vHj Svj +
∑
j∈KE

αjσ
2
z

∥∥gHr,jΘ∥∥2
(6a)

s.t. SINRi ≥ γi,∀i ∈ KI , (6b)∑
i∈KI

‖wi‖2 +
∑
j∈KE

‖vj‖2 ≤ PA, (6c)

∑
i∈KI

‖ΘFwi‖2 +
∑
j∈KE

‖ΘFvj‖2 + σ2
z ‖Θ‖

2
F ≤ PI. (6d)

Problem (P1) is applicable to the scenarios where the IUs have stringent SINR requirements

(e.g., delay-limited transmission) while the EUs only require opportunistic EH.

In addition to (P1), we are also interested in maximizing the weighted sum-rate of the IUs subject

to individual EH constraints at the EUs, given by Ej , j ∈ KE . Let µi denote the weighting factor

that controls the access priority of IU i. Then, we formulate the optimization problem as follows

(P2) : max
{wi},{vj},Θ

∑
i∈KI

µi log2 (1 + SINRi) (7a)

4For simplicity, we adopt a linear EH model which is widely used in existing works such as [19]–[21], [23]–[25]. The extension
to the case with a non-linear EH model [27] is discussed in Remarks 3 and 5. Besides, the power of the antenna noise is ignored
in EH while that of the noise introduced by the active IRS is considered. This is because the former is generally a negligible
constant, while the latter could be non-negligible, especially when the number of the reflecting elements, N , is sufficiently large.
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s.t.
∑
i∈KI

∣∣gHj wi

∣∣2 +
∑
m∈KE

∣∣gHj vm∣∣2 + σ2
z

∥∥gHr,jΘ∥∥2 ≥ Ej, ∀j ∈ KE , (7b)

(6c), (6d). (7c)

In contrast to (P1), (P2) applies to the scenarios where the EUs impose strict requirements on

EH while the IUs have relaxed constraints for information transmission.

Since {wi}, {vj}, and Θ are intricately coupled in the SINRi of IU i given in (3), the received

power Qj of EU j given in (4), and the amplification power constraint given in (6d), optimization

problems (P1) and (P2) are both non-convex, and are hence challenging to solve optimally.

Moreover, for the considered active IRS-assisted SWIPT system, it remains unknown whether

introducing dedicated energy beams {vj} is necessary for achieving the optima of (P1) and (P2)

in the presence of information beams {wi}.

III. PROPOSED SOLUTION TO PROBLEM (P1)

In this section, we first consider and solve a special case of (P1) with no IUs to gain useful

insights into active IRS-aided WPT systems. Then, we answer the question of whether the optimal

solution to (P1) requires dedicated energy beams in the general case where the IUs and the EUs

coexist. Finally, an efficient algorithm is proposed.

A. Special Case with No IUs

By setting wi = 0, γi = 0, ∀i ∈ KI , (P1) is simplified to

(P1-NoIUs) : max
{vj},Θ

∑
j∈KE

vHj Svj +
∑
j∈KE

αjσ
2
z

∥∥gHr,jΘ∥∥2
(8a)

s.t.
∑
j∈KE

‖vj‖2 ≤ PA, (8b)

∑
j∈KE

‖ΘFvj‖2 + σ2
z ‖Θ‖

2
F ≤ PI. (8c)

The coupling between {vj} and Θ in both the objective function and constraint (8c) introduces

non-convexities to (P1-NoIUs). To tackle this issue, we apply the AO method to iteratively optimize

{vj} and Θ until convergence is reached, similar to [23] but with the exceptions given below.

1) Optimizing {vj}: For any given Θ, it was shown in [23] that, without constraint (8c),

employing one dedicated energy beam is sufficient to achieve the optimality and the optimal

energy precoder should be aligned to the dominant eigenvector of S, denoted by vS . However,
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with the newly introduced constraint (8c), whether employing one dedicated energy beam is

sufficient to achieve the optimality is unknown, while aligning the energy precoder to vS may

help to improve the objective value to a certain extent but yield a highly suboptimal solution.

Therefore, the result in [23] is not directly applicable to the considered problem. In the following,

we solve the subproblem with respect to {vj} by applying the SDR technique [44] and answer

the aforementioned question. Specifically, we define W E =
∑

j∈KE vjv
H
j , which needs to

satisfy W E � 0 and rank (W E) ≤ min (M,KE). By relaxing the rank constraint on W E, the

subproblem can be recast as (with some constant terms ignored)

max
WE∈HM

tr (SW E) (9a)

s.t. tr (W E) ≤ PA, tr (CW E) ≤ P̄I, W E � 0, (9b)

where C , FHΘHΘF and P̄I , PI − σ2
z ‖Θ‖

2
F . As problem (9) is a convex semidefinite

program (SDP), it can be optimally solved by existing convex optimization solvers, e.g., CVX

[45]. Regarding the rank of the obtained optimal solution, we have the following remark.

Remark 1. According to [46, Theorem 3.2], there exists an optimal solution W ∗
E to problem

(9) such that (rank (W ∗
E))2 ≤ 2, where 2 corresponds to the number of linear constraints in (9).

Moreover, if PA > 0 and P̄I > 0, W ∗
E = 0 cannot be the optimal solution. Hence, an optimal

solution that fulfills rank (W ∗
E) = 1 should exist for problem (9).

Although Remark 1 only indicates the existence of a rank-one optimal solution, the rank-

reduction techniques in [46] can always be applied to construct a rank-one optimal solution from

its non-rank-one optimal counterpart. Once obtained, W ∗
E can be decomposed as W ∗

E = v∗0 (v∗0)H

via the Cholesky decomposition to recover the desired energy beamforming vector. Thus, we

can choose to send only one energy beam to simplify the transmitter implementation by setting

vk = v∗0 for any k ∈ KE and vj = 0, ∀j ∈ KE\{k}.

2) Optimizing Θ: For any given v∗0, Θ can be optimized by solving (P1-NoIUs) with only the

constraint in (8c). To facilitate the solution design, we define u = [u1, · · · , uN ]H , ū = [u; 1], Gj =[
diag

(
gHr,j
)
F; gHd,j

]
, Zj = diag

([
gHr,j, 0

])
diag

([
gr,j; 0

])
, Φ = diag ([Fv∗0; 0]) (diag ([Fv∗0; 0]))H ,

and P = diag ([1N×1; 0]). Then, we have gHr,jΘF + gHd,j = ūHGj ,
∥∥gHr,jΘ∥∥2

= ūHZjū,

‖ΘFv∗0‖
2 = ūHΦū, and ‖Θ‖2

F = ūHPū. As a result, the subproblem is equivalent to

max
ū

∑
j∈KE

αj
∣∣ūHGjv

∗
0

∣∣2 +
∑
j∈KE

αjσ
2
z ū

HZjū (10a)
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s.t. ūHΦū + σ2
z ū

HPū ≤ PI, (10b)

[ū]N+1 = 1. (10c)

Although maximizing a convex function results in a non-convex problem [45], the convexity

of the objective function in (10a) allows us to apply the iterative SCA technique for solving

problem (10) suboptimally. To begin with, the objective function can be written in a compact

form as ūHAū, where A =
∑

j∈KE αj
(
Gjv

∗
0(v∗0)HGH

j + σ2
zZj

)
≥ 0. Next, for a given local

feasible point ū(l) in the l-th iteration, the first-order Taylor expansion is a lower bound for

ūHAū that can be expressed as

ūHAū ≥ 2Re
{
ūHAū(l)

}
−
(
ū(l)
)H

Aū(l) , G(l)(ū). (11)

By replacing the objective function in (10a) with G(l)(ū), a suboptimal solution to (10) can be

obtained by solving the following convex quadratically constrained quadratic program (QCQP):

max
ū
G(l)(ū) s.t. (10b), (10c). (12)

Remark 2. It is observed that the value of the LHS of constraint (10b) is independent of the

phase value of each element in ū. Therefore, the optimal phase of un can be obtained in a

closed-form expression given by θ∗n = 0 if
[
Aū(l)

]
n

= 0 and θ∗n = arg
([

Aū(l)
]
n

)
otherwise, ∀n.

Subsequently, only the real-number magnitudes of {un} are needed to be optimized by solving

problem (12) via existing convex optimization solvers, e.g., CVX [45]. This helps to reduce the

simulation time.

3) Convergence and Complexity Analysis: As the objective value of (P1-NoIUs) is non-

decreasing over the iterations and also upper-bounded by a finite value, the proposed algorithm

is guaranteed to converge. Besides, the main computational burden stems from solving the SDP

in (9) and the QCQP in (12). Simply speaking, given a solution accuracy ε, problem (9) can

be solved with a computational complexity5 of O
(
M3.5 log(1

ε
)
)
, while the arithmetic cost6 of

solving problem (12) is less than O
(
N1.5 ln

(
2(N+1)V

ε

))
, where V is a constant defined in [48]

5According to [47], for an SDP problem with m SDP constraints, each of which involves an n-dimensional positive semidefinite
matrix, the computational complexity for solving it is given by O

(√
n log

(
1
ε

) (
mn3 + m2n2 + m3

))
. For the SDP in (9), we

have m = 2 and n = M .
6According to [48], the arithmetic cost for solving a QCQP problem with m variables and n quadratic constraints is given by

O
(√

m
(
mn2 + n3

)
ln

(
2mV

ε

))
. For the QCQP in (12), we have m = N + 1 and n = 2.
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and V > ε. Thus, the total complexity of the proposed algorithm is about

O
[
Υ

(
M3.5 log

(
1

ε

)
+N1.5 ln

(
2(N + 1)V

ε

))]
, (13)

with Υ denoting the number of iterations required for convergence.

B. Are Dedicated Energy Beams Necessary?

Here, the general case where at least one IU coexists with KE EUs is studied. In addition

to the variables C, P̄I, and W E defined in the previous subsection, we define W i = wiw
H
i ,

∀i ∈ KI . Then, it follows that W i � 0 and rank (W i) ≤ 1, ∀i ∈ KI . By dropping the rank

constraints on W E and {W i}, the SDR reformulation of (P1) can be expressed as

(P1-SDR1) : max
{W i∈HM},
WE∈HM ,Θ

∑
i∈KI

tr (SW i) + tr (SW E) +
∑
j∈KE

αjσ
2
z

∥∥gHr,jΘ∥∥2
(14a)

s.t.
tr
(
hih

H
i W i

)
γi

−
∑

k∈KI\{i}

tr
(
hih

H
i W k

)
− tr

(
hih

H
i W E

)
−σ̄2

i ≥ 0,∀i ∈ KI , (14b)∑
i∈KI

tr (W i) + tr (W E) ≤ PA, (14c)

∑
i∈KI

tr (CW i) + tr (CW E) ≤ P̄I, (14d)

W i � 0, ∀i ∈ KI , W E � 0, (14e)

where σ̄2
i , σ2

z

∥∥hHr,iΘ∥∥2
+σ2

i , ∀i ∈ KI . If we remove constraint (14d), neglect the IRS-amplified

noise power in (14a) and (14b), and set βn = 1, ∀n ∈ N , (P1-SDR1) is reduced to the same

problem as in [23] for passive IRS-aided SWIPT systems. It was proved in [23, Proposition

1] that transmitting dedicated energy signals is not necessary. In particular, the proof of [23,

Proposition 1] relies on the result in [2, Appendix A], which states that the optimal {W i} and

W E should all lie in the subspace spanned by one vector in the case that the optimal dual

variables associated with the SINR constraints are all equal to zero. However, in the presence of

constraint (14d), the above result cannot be proved to hold for (P1-SDR1) by following the same

derivation as in [2, Appendix A]. Hence, for our considered active IRS-aided SWIPT system, we

need to re-examine Proposition 1 in [23]. Fortunately, by exploiting the structure of (P1-SDR1),

we have the following theorem.
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Theorem 1. Assuming that (P1-SDR1) is feasible for PA > 0, PI > 0, and γi > 0, ∀i ∈ KI , then

there always exists an optimal solution to (P1-SDR1), denoted by {{W ∗
i },W ∗

E,Θ
∗}, satisfying

W ∗
E = 0 and rank (W ∗

i ) = 1, ∀i ∈ KI .

Proof. Please refer to Appendix A.

Remark 3. It is worth mentioning that (P1-SDR1) under a non-linear EH model [27] still has an

optimal solution {{W ∗
i },W ∗

E,Θ
∗} such that W ∗

E = 0. The detailed proof is similar to that in

Appendix A and is therefore omitted. However, whether rank (W ∗
i ) = 1, ∀i ∈ KI holds when

W ∗
E = 0 remains unknown and needs further investigation.

Remark 4. If the IUs have the capability of cancelling the interference due to the energy signals,

the term −tr
(
hih

H
i W E

)
in all the constraints in (14b) should be removed. In this case, if

KI = 1, the result presented in Theorem 1 can be similarly proved to hold. However, if KI > 1,

W ∗
E 6= 0 holds at least in some specific channel conditions. For example, if the effective channels

of the IUs and the EUs satisfy [2, Assumption 1], there is rank(W ∗
E) ≤ 1 according to [2,

Proposition 3.2].

Theorem 1 extends the result in [23] by showing that even with the additional amplification

power constraint in (14d) and the non-negligible IRS-amplified noise power in (14a) and (14b),

the SDR is tight for (P1) and transmitting dedicated energy beams is not needed for achieving

the optimal value of (P1). The intuitive explanation of this result is that transmitting dedicated

energy beams would increase the interference power at the IUs while consuming power at the

AP and at the IRS, and thus this should be avoided. By applying Theorem 1, the AP precoding

design can be greatly simplified (especially when KE is large) and (P1) is reduced to

max
{wi},Θ

∑
j∈KE

αj
∑
i∈KI

∣∣(gHr,jΘF + gHd,j
)
wi

∣∣2 +
∑
j∈KE

αjσ
2
z

∥∥gHr,jΘ∥∥2
(15a)

s.t.

∣∣(hHr,iΘF + hHd,i
)
wi

∣∣2∑
k∈KI\{i}

∣∣(hHr,iΘF + hHd,i
)
wk

∣∣2 + σ2
z

∥∥hHr,iΘ∥∥2
+ σ2

i

≥ γi,∀i ∈ KI , (15b)

∑
i∈KI

‖wi‖2 ≤ PA, (15c)

∑
i∈KI

‖ΘFwi‖2 + σ2
z ‖Θ‖

2
F ≤ PI. (15d)

Although the problem at hand is simplified, it is still non-convex and difficult to solve, which

motivates the development of the following algorithm.
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C. Proposed Algorithm for Problem (15)

Before solving problem (15), we first transform it into an equivalent but more tractable form.

Similar to Section III-A, we define u = [u1, · · · , uN ]H , ū = [u; 1], Gj =
[
diag

(
gHr,j
)

F; gHd,j
]
,

Hi=
[
diag

(
hHr,i
)
F;hHd,i

]
, Zj =diag

([
gHr,j, 0

])
diag

([
gr,j; 0

])
, Ti=diag

([
hHr,i, 0

])
diag ([hr,i; 0]),

Qi =
[(

Fwiw
H
i FH

)
� IN ,0; 0

]
∈ C(N+1)×(N+1), and P = diag ([1N×1; 0]). Then, we have

gHr,jΘF + gHd,j = ūHGj , hHr,iΘF + hHd,i = ūHHi,
∥∥gHr,jΘ∥∥2

= ūHZjū,
∥∥hHr,iΘ∥∥2

= ūHTiū,

‖ΘFwi‖2 = uH
((

Fwiw
H
i FH

)
� IN

)
u = ūHQiū, and ‖Θ‖2

F = ūHPū. Therefore, problem

(15) can be equivalently converted to

max
{wi},ū

∑
j∈KE

αj
∑
i∈KI

∣∣ūHGjwi

∣∣2 +
∑
j∈KE

αjσ
2
z ū

HZjū (16a)

s.t.
∣∣ūHHiwi

∣∣2 ≥ γi

 ∑
k∈KI\{i}

∣∣ūHHiwk

∣∣2 + σ2
z ū

HTiū + σ2
i

 ,∀i ∈ KI , (16b)

∑
i∈KI

‖wi‖2 ≤ PA, (16c)

∑
i∈KI

ūHQiū + σ2
z ū

HPū ≤ PI, (16d)

[ū]N+1 = 1. (16e)

Besides the matrices {W i} defined in the previous subsection, we define another matrix U ,

which is positive semidefinite and satisfies rank(U ) ≤ 1. By utilizing the cyclic property of the

trace operator and dropping the rank constraints on {W i} and U , the SDR reformulation of

problem (16) is given by

max
{W i∈HM},
U∈HN+1

∑
j∈KE

αj
∑
i∈KI

tr
(
GjW iG

H
j U

)
+
∑
j∈KE

αjσ
2
ztr (ZjU) (17a)

s.t. tr
(
HiW iH

H
i U

)
≥ γi

 ∑
k∈KI\{i}

tr
(
HiW kH

H
i U

)
+ σ2

ztr (TiU) + σ2
i

 ,∀i ∈ KI , (17b)

∑
i∈KI

tr (W i) ≤ PA, (17c)

∑
i∈KI

tr (QiU) + σ2
ztr (PU) ≤ PI, (17d)

[U ]N+1,N+1 = 1, (17e)

W i � 0,∀i ∈ KI , U � 0. (17f)
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However, problem (17) is still non-convex. Nevertheless, we note that by fixing either {W i} or U ,

problem (17) is reduced to a standard convex SDP that can be optimally solved by existing convex

optimization solvers, e.g., CVX [45]. Thus, this motivates us to utilize the AO method as in Section

III-A to solve problem (17) by iteratively optimizing {W i} and U until convergence is achieved.

Convergence and Complexity Analysis: The subproblem for updating {W i} or U is optimally

solved in each iteration, and thus the objective value of problem (17) is non-decreasing over

the iterations. This, together with the fact that the optimal value of problem (17) is bounded

from above, guarantees the convergence of the proposed algorithm. After the convergence of

the AO algorithm, if the solution is not rank-one, we can obtain a rank-one solution for {W i}

by applying the rank reduction techniques in [46], and we can construct a rank-one solution

for U by utilizing the Gaussian randomization method as in [49]. It is shown by simulation

results in Section V that the objective value of problem (17) achieved by the solution constructed

utilizing the Gaussian randomization method is almost the same as that when the AO algorithm

converges. Regarding the computational complexity of the proposed algorithm, it is dominated by

solving the two SDP subproblems. Similar to the analysis in Section III-A, the total computational

complexity of the proposed algorithm is of the order of [47]

O
[
L log

(
1

ε

)( (
M3.5 +N3.5

)
KI +

(
M2.5 +N2.5

)
K2

I +
(
M0.5 +N0.5

)
K3

I

)]
, (18)

where ε is the solution accuracy and L denotes the number of iterations needed for convergence.

IV. PROPOSED SOLUTION TO PROBLEM (P2)

In this section, we aim to solve (P2). First, we explore whether dedicated energy beams can

be reasonably removed or set to zero when solving (P2). To facilitate the analysis, we start by

introducing slack variables {ρi, τi}, i ∈ KI such that

eρi =
∑
k∈KI

∣∣hHi wk

∣∣2 +
∑
j∈KE

∣∣hHi vj∣∣2 + σ̄2
i ,∀i ∈ KI , (19)

eτi =
∑

k∈KI\{i}

∣∣hHi wk

∣∣2 +
∑
j∈KE

∣∣hHi vj∣∣2 + σ̄2
i , ∀i ∈ KI , (20)

where σ̄2
i , σ2

z

∥∥hHr,iΘ∥∥2
+ σ2

i , ∀i ∈ KI . Then, the objective function of (P2) can be equivalently

written as
∑

i∈KI µi log2 e
(ρi−τi). Consequently, (P2) can be reformulated as follows

(P2-Eqv) : max
{wi},{vj},
Θ,{ρi,τi}

∑
i∈KI

µi log2 e
(ρi−τi) (21a)



16

s.t.
∑
k∈KI

∣∣hHi wk

∣∣2 +
∑
j∈KE

∣∣hHi vj∣∣2 + σ̄2
i ≥ eρi ,∀i ∈ KI , (21b)

∑
k∈KI\{i}

∣∣hHi wk

∣∣2 +
∑
j∈KE

∣∣hHi vj∣∣2 + σ̄2
i ≤ eτi ,∀i ∈ KI , (21c)

(7b), (6c), (6d). (21d)

Note that the constraints in (21b) and (21c) are obtained by replacing the equality signs in (19)

and (20) with inequality signs. At the optimal solution to (P2-Eqv), the constraints in (21b) and

(21c) must be active, since otherwise the objective value can be further improved by increasing

ρi (decreasing τi). Thus, (P2-Eqv) is equivalent to (P2). Recall that we defined W i = wiw
H
i ,

∀i ∈ KI , W E =
∑

j∈KE vjv
H
j , C = FHΘHΘF, and P̄I = PI− σ2

z ‖Θ‖
2
F in the previous section.

Then, the SDR reformulation of (P2-Eqv) can be expressed as

(P2-Eqv-SDR1) : max
{W i∈HM},

WE∈HM ,Θ,{ρi,τi}

∑
i∈KI

µi log2 e
(ρi−τi) (22a)

s.t.
∑
k∈KI

tr
(
hih

H
i W k

)
+ tr

(
hih

H
i W E

)
+ σ̄2

i ≥ eρi ,∀i ∈ KI , (22b)

∑
k∈KI\{i}

tr
(
hih

H
i W k

)
+ tr

(
hih

H
i W E

)
+ σ̄2

i ≤ eτi ,∀i ∈ KI , (22c)

∑
i∈KI

tr
(
gjg

H
j W i

)
+ tr

(
gjg

H
j W E

)
≥ Ēj, ∀j ∈ KE , (22d)

∑
i∈KI

tr (W i) + tr (W E) ≤ PA, (22e)

∑
i∈KI

tr (CW i) + tr (CW E) ≤ P̄I, (22f)

W i � 0,∀i ∈ KI , W E � 0, (22g)

where Ēj , Ej − σ2
z

∥∥gHr,jΘ∥∥2, ∀j ∈ KE . Inspired by Theorem 1, we have the following theorem.

Theorem 2. Assuming that (P2-Eqv-SDR1) is feasible for PA > 0, PI > 0, and Ej ≥ 0, ∀j ∈ KE ,

then it always has an optimal solution {{W ∗
i },W ∗

E,Θ
∗, {ρ∗i , τ ∗i }} such that W ∗

E = 0 and

rank (W ∗
i ) ≤ 1,∀i ∈ K′I , where K′I ⊆ KI and |K′I | ≥ KI − 1.

Proof. Please refer to Appendix B.

Remark 5. For the case considering a non-linear EH model [27], the EH constraints in (22d)

can be replaced by∑
i∈KI

tr
(
gjg

H
j W i

)
+ tr

(
gjg

H
j W E

)
≥ Pj(Ej)− σ2

z

∥∥gHr,jΘ∥∥2
,∀j ∈ KE , (23)
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where Pj(Ej) is a function of Ej , whose value is known and fixed for a given Ej . It is not

difficult to see that, by replacing the term Ēj by Pj(Ej)− σ2
z

∥∥gHr,jΘ∥∥2 in Appendix B, we can

immediately obtain the same result presented in Theorem 2 for the case adopting a non-linear

EH model.

Remark 6. If the interference caused by the energy signals can be cancelled by the IUs, the

term tr
(
hih

H
i W E

)
in all the constraints in (22b) and (22c) should be removed. In this case,

if KI = 1, the result revealed in Theorem 2 can be similarly proved to hold. However, if

KI > 1, the result may be different. Specifically, it is evident that (P2-Eqv-SDR1) without the

term tr
(
hih

H
i W E

)
always yields an equal or larger objective value than when it has the term

tr
(
hih

H
i W E

)
. Meanwhile, (P2-Eqv-SDR1) with the term tr

(
hih

H
i W E

)
does not need W E

according to Theorem 2. Based on these facts, it can be concluded that a non-zero W E may

help enhance the performance of (P2-Eqv-SDR1) without the term tr
(
hih

H
i W E

)
.

Since it is difficult to check if the SDR is tight for (P2-Eqv), it may not be concluded from

Theorem 2 that dedicated energy signals are not needed for achieving the optimality of (P2-Eqv).

Nevertheless, Theorem 2 indicates that the AP precoding design in (P2-Eqv-SDR1) can be

simplified by setting W E = 0 without any loss of optimality. Additionally, if the obtained

optimal solution to (P2-Eqv-SDR1) does not satisfy the rank-one constraints on {W i}, we can

always construct an alternative optimal solution that fulfills the condition rank (W i) ≤ 1 for

no less than (KI − 1) i ∈ KI , as presented in Appendix B. These considerations motivate us

to focus on solving a simplified version of (P2-Eqv-SDR1), denoted by (P2-Eqv-SDR2) that is

obtained by setting W E = 0, instead of (P2-Eqv). To tackle (P2-Eqv-SDR2), we apply the AO

method to decompose the problem into two subproblems which are then solved alternatingly

until convergence is reached. The details are provided in the next subsections.

A. Transmit Beamforming Optimization

For any given Θ, the subproblem for optimizing {W i} can be written as

max
{W i∈HM},{ρi,τi}

∑
i∈KI

µi log2 e
(ρi−τi) (24a)

s.t.
∑
k∈KI

tr
(
hih

H
i W k

)
+ σ̄2

i ≥ eρi ,∀i ∈ KI , (24b)

∑
k∈KI\{i}

tr
(
hih

H
i W k

)
+ σ̄2

i ≤ eτi ,∀i ∈ KI , (24c)
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∑
i∈KI

tr
(
gjg

H
j W i

)
≥ Ēj,∀j ∈ KE , (24d)

∑
i∈KI

tr (W i) ≤ PA, (24e)

∑
i∈KI

tr (CW i) ≤ P̄I, (24f)

W i � 0,∀i ∈ KI . (24g)

However, constraint (24c) is non-convex since the right-hand-side (RHS) is convex with respect

to τi, leading to the non-convexity of problem (24). To tackle this issue, the SCA technique is

leveraged as in Section III-A. Specifically, we can replace the convex term eτi in (24c) with its

first-order Taylor expansion at a given local feasible point τ (t)
i . Then, the LHS of constraint (24c)

is upper-bounded by∑
k∈KI\{i}

tr
(
hih

H
i W k

)
+ σ̄2

i ≤ eτ
(t)
i

(
τi − τ (t)

i + 1
)
,∀i ∈ KI . (25)

By replacing (24c) with (25), a suboptimal solution to problem (24) can be obtained by solving

the following problem

max
{W i},{ρi,τi}

∑
i∈KI

µi log2 e
(ρi−τi) (26a)

s.t. (24b), (25), (24d)− (24g). (26b)

By direct inspection, problem (26) is a convex SDP and hence it can be optimally solved by

using existing convex optimization solvers, e.g., CVX [45].

It is worth noting that, although problem (26) belongs to the class of separable SDPs and has an

optimal solution that satisfies the condition
∑

i∈KI (rank(W i))
2 ≤ 2KI +KE +2 according to [46,

Theorem 3.2], this is not sufficient to prove that rank(W i) ≤ 1, ∀i ∈ KI due to the arbitrariness

of KI and KE. In addition, by using the duality principle and the Karush-Kuhn-Tucker (KKT)

conditions, the optimal solution to problem (26) can be proved to satisfy rank(W i) ≤ 1, ∀i ∈ KI
provided that constraint (24e) is active at the optimal solution, the proof of which is similar to

that of [50, Theorem 1] and it is thus skipped for brevity. Unfortunately, constraint (24e) is not

necessarily active due to the existence of constraint (24f).
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B. Reflect Beamforming Optimization

For any given {W i}, Θ can be optimized by solving the following subproblem

max
Θ,{ρi,τi}

∑
i∈KI

µi log2 e
(ρi−τi) (27a)

s.t.
∑
k∈KI

hHi W khi + σ2
z

∥∥hHr,iΘ∥∥2
+ σ2

i ≥ eρi ,∀i ∈ KI , (27b)

∑
k∈KI\{i}

hHi W khi + σ2
z

∥∥hHr,iΘ∥∥2
+ σ2

i ≤ eτi ,∀i ∈ KI , (27c)

∑
i∈KI

gHj W igj + σ2
z

∥∥gHr,jΘ∥∥2 ≥ Ej,∀j ∈ KE , (27d)

∑
i∈KI

tr
(
ΘFW iF

HΘH
)

+ σ2
z ‖Θ‖

2
F ≤ PI. (27e)

To facilitate the solution of problem (27), we first transform it into a more tractable form. As

in Section III-C, we define u = [u1, · · · , uN ]H , ū = [u; 1], Hi =
[
diag

(
hHr,i
)

F;hHd,i
]
, Gj =[

diag
(
gHr,j
)
F; gHd,j

]
, Ti = diag

([
hHr,i, 0

])
diag ([hr,i; 0]), Zj = diag

([
gHr,j, 0

])
diag

([
gr,j; 0

])
,

Qi =
[(

FW iF
H
)
� IN ,0; 0

]
∈ C(N+1)×(N+1), and P = diag ([1N×1; 0]). Then, we have

hHi = ūHHi, gHj = ūHGj ,
∥∥hHr,iΘ∥∥2

= ūHTiū,
∥∥gHr,jΘ∥∥2

= ūHZjū, tr
(
ΘFW iF

HΘH
)

=

uH
((

FW iF
H
)
� IN

)
u = ūHQiū, and ‖Θ‖2

F = ūHPū. Accordingly, problem (27) can be

equivalently written as

max
ū,{ρi,τi}

∑
i∈KI

µi log2 e
(ρi−τi) (28a)

s.t.
∑
k∈KI

ūHHiW kH
H
i ū + σ2

z ū
HTiū + σ2

i ≥ eρi ,∀i ∈ KI , (28b)

∑
k∈KI\{i}

ūHHiW kH
H
i ū + σ2

z ū
HTiū + σ2

i ≤ eτi ,∀i ∈ KI , (28c)

∑
i∈KI

ūHGjW iG
H
j ū + σ2

z ū
HZjū ≥ Ej,∀j ∈ KE , (28d)

∑
i∈KI

ūHQiū + σ2
z ū

HPū ≤ PI, (28e)

[ū]N+1 = 1. (28f)

Note that the quadratic terms in (28b) and (28d), and the RHS of (28c) are all convex functions,

thus making (28b)-(28d) non-convex. To deal with these constraints, we employ the SCA technique.

Specifically, given the local feasible points ū(t) and τ
(t)
i at the t-th iteration, by replacing the
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convex terms mentioned above with their respective first-order Taylor expansion-based lower

bounds, we can obtain a convex subset of (28b)-(28d), as follows∑
k∈KI

χ(t)
(
ū,HiW kH

H
i

)
+ σ2

zχ (ū,Ti) + σ2
i ≥ eρi ,∀i ∈ KI , (29a)

∑
k∈KI\{i}

ūHHiW kH
H
i ū + σ2

z ū
HTiū + σ2

i ≤ eτ
(t)
i

(
τi − τ (t)

i + 1
)
,∀i ∈ KI , (29b)

∑
i∈KI

χ(t)
(
ū,GjW iG

H
j

)
+ σ2

zχ (ū,Zj) ≥ Ej,∀j ∈ KE , (29c)

where χ(t)(ū,B) , 2Re{ūHBū(t)} −
(
ū(t)
)H

Bū(t), B ∈
{
HiW kH

H
i ,Ti,GjW iG

H
j ,Zj

}
. As

a result, a lower bound of the optimal solution to problem (28) can be obtained by solving the

following convex QCQP with off-the-shelf convex optimization solvers, e.g., CVX [45].

max
ū,{ρi,τi}

∑
i∈KI

µi log2 e
(ρi−τi) (30a)

s.t. (29), (28e), (28f). (30b)

C. Overall Algorithm

Based on Sections IV-A and IV-B, we propose an efficient algorithm for (P2-Eqv) by applying

the AO method. Specifically, we solve (P2-Eqv-SDR2) by alternatingly solving problems (26)

and (30) until convergence is achieved, where the obtained solution in each iteration is used

as the input of the next iteration. The solution once convergence is reached is denoted by

Π̀ , {{Ẁ i}, Θ̀, {ρ̀i, τ̀i}}. If rank
(
Ẁ i

)
≤ 1 holds for all i ∈ KI , the transmit precoder {ẁi}

can be recovered from {Ẁ i} via the Cholesky decomposition. Otherwise, we define

w̄i =
(
hHi Ẁ ihi

)−1/2

Ẁ ihi, W̄ i = w̄i(w̄i)
H ,∀i ∈ KI\{m}, (31a)

W̄m =
∑
i∈KI

Ẁ i −
∑

i∈KI\{m}

W̄ i, (31b)

where m can be any element in the set KI . According to the proof of Theorem 2 in Appendix

B, Π̄ , {{W̄ i}, Θ̀, {ρ̀i, τ̀i}} is a feasible solution to (P2-Eqv-SDR2), and the objective values

attained at Π̀ and Π̄ are the same. In this case, {w̄i} can be obtained by using (31) and performing

the Gaussian randomization method over W̄m.

Similar to the analyses in Sections III-A and III-C, the proposed algorithm is guaranteed to
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Fig. 2. Simulation setup.

converge and the overall computational complexity is about [47], [48]

O

[
T
(√

b
(
ab3 + a2b2 + a3

)
log

(
1

ε

)
+
√
c
(
ca2 + a3

)
ln

(
2cV

ε

))]
, (32)

where a , 2KI +KE + 2, b ,M , c , 2KI +N + 1, ε is the prescribed accuracy, V is a constant

defined in [48], and T denotes the number of iterations needed for convergence.

V. SIMULATION RESULTS

In this section, we demonstrate the effectiveness of the proposed algorithms with the aid of

numerical simulations. As illustrated in Fig. 2, a three-dimensional (3D) coordinate setup is

considered, where the AP and the IRS are located at (dA, 0, 0) and (0, dIRS, 0), respectively. The

EUs and the IUs are randomly and uniformly distributed within two disks centered at (dA, dE, 0)

and (dA, dI, 0) with radii equal to rE and rI, respectively. The system is assumed to operate on a

carrier frequency of 750 MHz, with a wavelength λc = 0.4 meter (m) [24], [35]. The large-scale

path loss is modeled as L(d) = C0 (d/D0)(−α) [5], where C0 =
(
λc
4π

)2 is the path loss at the

reference distance D0 = 1 m, d denotes the link distance, and α represents the path loss exponent.

The path loss exponents of the AP-IRS, IRS-user, and AP-user links are set equal to αAI = 2.2

[23], αIu = 2.2 [23], and αAu = 3.2, respectively. We assume that the AP-IRS and the IRS-user

links experience Rician fading with a Rician factor of 3 dB, while the AP-user links undergo

Rayleigh fading [22]. In addition, we set αj = 1, ∀j ∈ KE in (P1) and µi = 1, ∀i ∈ KI in (P2),

i.e., the sum-power harvested by all the EUs and the sum-rate of all the IUs are considered,

respectively [23], [25]. Unless otherwise specified, other system parameters are set as follows:
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Fig. 4. Average sum-power of the EUs versus the distance
between the AP and the center of the disk of the EU cluster,
where dIRS = dE.

σ2
z = σ2

i = −80 dBm [30], γi = γ, ∀i ∈ KI , Ej = E, ∀j ∈ KE , N = 50, M = 5, dA = 3 m,

dI = 100 m, and rE = rI = 2 m.

For comparison purposes, we focus on the following two benchmark schemes: 1) Identical

amplitudes: all active elements are assumed to have identical amplitudes, i.e., βn = β, ∀n ∈ N ,

and β is optimized; 2) Passive IRS: we set βn = 1, ∀n ∈ N , neglect the noise introduced by

the IRS, and remove the amplification power constraint. Moreover, for a fair comparison, we

assume that the AP’s total transmit power budget is PA + PI in this benchmark scheme. The

simulation results are obtained by averaging 100 independent realizations of the channels and

the users’ locations.

A. Weighted Sum-power Maximization

1) Special Case with No IUs: We first investigate a special case of the weighted sum-power

maximization problem (P1) where there exist no IUs, i.e., KI = ∅. By varying the value of dIRS,

we examine in Fig. 3 the average sum-power of KE = 4 EUs with PA = 23 dBm, PI = 5 dBm,

and dE = 12 m. When deploying a passive IRS, as expected, it is observed that the EUs harvest

the lowest sum-power when the IRS is located far from both the AP and the EU cluster (i.e.,

dIRS = 6 m) due to the product path loss attenuation law. When deploying an active IRS, in

contrast, the sum-power of EUs increases drastically as the IRS moves closer to the EU cluster,

since the incident signal power at the IRS becomes weaker with increasing dIRS, the active IRS

can provide higher amplification gain according to constraint (8c), which compensates for the

product path loss attenuation and contributes to an increase in the sum-power harvested by the
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EUs. This result indicates that to reap the full benefits of an active IRS, we should deploy it

close to the EUs. Besides, it can been seen that the proposed algorithm outperforms the scheme

with identical amplitudes at the active IRS as well as the scheme employing a passive IRS. The

performance loss caused by adopting identical amplitudes for all elements shows the importance

of properly designing the amplitudes at the active IRS for enhancing the system performance.

To further demonstrate the benefits brought by the active IRS to WPT, we plot in Fig. 4 the

average sum-power of the EUs versus the distance between the AP and the center of the disk of

the EU cluster, where the IRS moves with the EU cluster to maintain the condition dIRS = dE.

The other parameters are the same as those in Fig. 3. As can be seen, by deploying an active

IRS around the EUs, their sum harvested power is observably improved compared to the case

with a passive IRS. This observation suggests that deploying an active IRS is more effective than

deploying a passive IRS in extending the WPT operating range.

2) General Case with EUs and IUs Coexisting: Next, we consider the general case of (P1)

where both the EUs and the IUs exist. In Fig. 5, we show the average sum-power of the EUs

versus the number of IRS elements with KE = 4, KI = 2, PA = 23 dBm, γ = 5 dB, and

dIRS = dE = 8 m. Note that the “Proposed algorithm with SDR” corresponds to the solution

when the proposed algorithm for the SDR problem in (17) converges, while the “Proposed

algorithm with GR” utilizes the Gaussian randomization method to construct a rank-one U

based on the solution obtained with the SDR method. It is observed that the performance of the

proposed algorithm with GR closely approaches that achieved by the SDR method. One can also

conclude from Fig. 5 that the deployment of an active IRS is more suitable for application to
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space-limited scenarios, since it can significantly reduce the required surface size for achieving a

given performance level. Furthermore, we observe that increasing N widens the performance

gap between the proposed algorithm and the other two benchmark schemes, as the former offers

a better utilization of the system resources. Finally, we can see that a larger PI leads to a better

performance of the SWIPT system with an active IRS. This is excepted since an active IRS can

provide a higher amplification gain for a larger value of PI. In contrast, the increase of PI only

brings a negligible performance gain to the passive IRS scheme as the value of PA, which is

significantly larger than the two different values of PI, dominates the performance of this scheme.

In Fig. 6, we study the average sum-power of the EUs versus the SINR target of each IU with

PA = 30 dBm and PI = 10 dBm (other parameters are set to be the same as in Fig. 5). Two

cases with and without the IRS-IU link are considered. As expected, the proposed algorithm

significantly outperforms the other two benchmark schemes over the whole considered SINR

regime. Another observation is that the performance gap between the two cases of the proposed

algorithm is much larger than that of the passive IRS scheme, which shows the advantage of

deploying an active IRS for effective WIT even when the IUs are far away from the IRS.

B. Weighted Sum-Rate Maximization

In this subsection, we evaluate the performance of the proposed algorithm for the weighted

sum-rate maximization problem (P2). Fig. 7 illustrates the average sum-rate of IUs versus the

minimum required RF power of each EU with KE = KI = 2, PA = 30 dBm, PI = 10 dBm,

and dIRS = dE = 8 m. It is observed that the proposed algorithm performs much better than
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the passive IRS scheme, and the performance gap is larger with the increase of E. This again

indicates that the deployment of an active IRS is beneficial to both WIT and WPT.

Under the same setup as in Fig. 7, we study in Fig. 8 the impact of the path loss exponent

of the AP-user direct link on the performance of different schemes when E = 3 µW. It can be

seen that deploying an active IRS is more advantageous than deploying a passive IRS regardless

of the value of αAu. In addition, the performance gap between the proposed algorithm and the

passive IRS scheme increases markedly with αAu. This is expected since the performance of both

schemes is dominated by the AP-user direct link when αAu is small while by the AP-IRS-user

reflected link when αAu is large.

In Fig. 9, the impact of the noise variance of the active IRS on the performance of the proposed

algorithm is investigated. Here, we set E = 3 µW and the other parameters are the same as

those in Fig. 7. We can observe that even if σ2
z is very large, an active IRS can outperform a

passive IRS via a proper joint optimization of the transmit and reflect beamforming. Moreover,

the performance degradation of the proposed algorithm due to the increase of σ2
z is very small,

sometimes even negligible when the IUs are far away from the IRS (i.e., dI = 100 m).

Finally, to gain more insights, we consider a setup where dI = dE = 12 m, i.e., the EUs and

the IUs are randomly and uniformly located in the same disk centered at (3, 12, 0) with radius 2

m. In Fig. 10, we compare the average sum-rate achieved by the proposed algorithm and the

passive IRS scheme for both cases with and without the EUs versus the y-axis coordinate value

of the IRS when E = 1 µW. The other simulation parameters are the same as those in Fig. 7.

In addition to observations similar to those in Fig. 3, we can see that the existence of the EUs
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brings a much smaller performance degradation to the proposed algorithm than to the scheme

employing a passive IRS, especially when the active IRS is deployed in the proximity of the

users. This result further shows the superiority of deploying an active IRS in enhancing the

performance of SWIPT systems with both EUs and IUs coexisting.

VI. CONCLUSION

In this paper, we studied the weighted sum-power and sum-rate maximization problems in

an active IRS-assisted SWIPT system. Specifically, the first problem aimed to maximize the

weighted sum-power harvested by the EUs while meeting the specified SINR targets at the IUs,

and the second problem was intended to maximize the weighted sum-rate of the IUs while

satisfying the EH requirements at the EUs. In both problems, the transmit precoder at the AP

and the reflection-coefficient matrix at the IRS were jointly optimized. Interestingly, it was

rigorously proved that there is no loss of optimality in removing dedicated energy beams in the

SDR reformulations of both optimization problems. Based on these results, efficient suboptimal

algorithms were proposed for the resulting problems. Numerical results verified that, compared

with the benchmark scheme using a passive IRS, the proposed designs with an active IRS are

able to significantly enhance the performance of both the EUs and the IUs. Useful insights on

the appropriate deployment of an active IRS were also identified, providing helpful guidance for

the practical design and implementation.

APPENDIX A

PROOF OF THEOREM 1

To prove Theorem 1, we aim to show that (P1-SDR1) shares the same optimal value with the

following problem (P1-SDR2) and that an optimal solution satisfying rank (W ∗
i ) = 1, ∀i ∈ KI

exists for (P1-SDR2):

(P1-SDR2) : max
{W i∈HM},Θ

∑
i∈KI

tr (SW i) +
∑
j∈KE

αjσ
2
z

∥∥gHr,jΘ∥∥2
(33a)

s.t.
tr
(
hih

H
i W i

)
γi

−
∑

k∈KI\{i}

tr
(
hih

H
i W k

)
− σ̄2

i ≥ 0,∀i ∈ KI , (33b)

∑
i∈KI

tr (W i) ≤ PA,
∑
i∈KI

tr (CW i) ≤ P̄I, (33c)

W i � 0,∀i ∈ KI . (33d)
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Denote ζ∗1 and ζ∗2 as the optimal objective values of (P1-SDR1) and (P1-SDR2), respectively.

Suppose that {{Ŵ i}, Ŵ E, Θ̂} is an arbitrary optimal solution to (P1-SDR1) corresponding to

ζ∗1 . Obviously, ζ∗1 ≥ ζ∗2 since (P1-SDR2) is a special case of (P1-SDR1) with W E = 0. Next,

we prove that ζ∗1 ≤ ζ∗2 also holds, building on the insight that by adding Ŵ E into any Ŵ i, we

can construct a feasible solution to (P1-SDR2) that achieves the same objective value as ζ∗1 .

Specifically, let W̃m = Ŵm +Ŵ E for any m ∈ KI and W̃ i = Ŵ i, ∀i ∈ KI\{m}. It is easy to

verify that the constraints in (33c) and (33d) hold for the new solution set Γ̃ , {{W̃ i}, Θ̂} and

the objective value of (P1-SDR2) achieved by Γ̃ equals ζ∗1 . Then, we show that Γ̃ also fulfills

the constraints in (33b). To this end, the following two cases are considered:

1) For m ∈ KI: We have

tr
(
hmh

H
mW̃m

)
γm

−
∑

k∈KI\{m}

tr
(
hmh

H
mW̃ k

)
− σ̄2

m

=
tr
(
hmh

H
mŴm

)
γm

+
tr
(
hmh

H
mŴ E

)
γm

−
∑

k∈KI\{m}

tr
(
hmh

H
mŴ k

)
− σ̄2

m

(a)

≥
tr
(
hmh

H
mŴm

)
γm

− tr
(
hmh

H
mŴ E

)
−

∑
k∈KI\{m}

tr
(
hmh

H
mŴ k

)
− σ̄2

m

(b)

≥ 0, (34)

where (a) uses Ŵ E � 0 and (b) holds due to (14b).

2) For any i ∈ KI\{m}: It follows that

tr
(
hih

H
i W̃ i

)
γi

−
∑

k∈KI\{i}

tr
(
hih

H
i W̃ k

)
− σ̄2

i

=
tr
(
hih

H
i W̃ i

)
γi

−
∑

k∈KI\{i,m}

tr
(
hih

H
i W̃ k

)
− tr

(
hih

H
i W̃m

)
− σ̄2

i

=
tr
(
hih

H
i Ŵ i

)
γi

−
∑

k∈KI\{i}

tr
(
hih

H
i Ŵ k

)
− tr

(
hih

H
i Ŵ E

)
− σ̄2

i ≥ 0, (35)

where the inequality follows from (14b).

Based on the above, we have

tr
(
hih

H
i W̃ i

)
γi

−
∑

k∈KI\{i}

tr
(
hih

H
i W̃ k

)
− σ̄2

i ≥ 0,∀i ∈ KI , (36)
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which indicates that constraint (33b) also holds for Γ̃. As a result, Γ̃ is a feasible solution to

(P1-SDR2). For (P1-SDR2), since its objective value achieved by the feasible solution Γ̃ is equal

to ζ∗1 and must not be greater than its optimal objective value ζ∗2 , we have ζ∗1 ≤ ζ∗2 . Since ζ∗1 ≥ ζ∗2 ,

we have ζ∗1 = ζ∗2 .

Furthermore, according to [46, Theorem 3.2], there always exists an optimal solution to (P1-

SDR2) satisfying
∑

i∈KI (rank (W ∗
i ))

2 ≤ KI + 2 under any Θ. Meanwhile, for γi > 0, ∀i ∈ KI ,

there must be W ∗
i 6= 0 or equivalently rank (W ∗

i ) ≥ 1. Then, it follows that rank (W ∗
i ) = 1,

∀i ∈ KI should exist for (P1-SDR2). Combing the above results completes the proof.

APPENDIX B

PROOF OF THEOREM 2

We prove Theorem 2 by showing that (P2-Eqv-SDR1) shares the same optimal value with

the following problem (P2-Eqv-SDR2) and that there always exists an optimal solution to

(P2-Eqv-SDR2) satisfying rank (W ∗
i ) ≤ 1,∀i ∈ K′I , where K′I ⊆ KI and |K′I | ≥ KI − 1:

(P2-Eqv-SDR2) : max
{W i∈HM},
Θ,{ρi,τi}

∑
i∈KI

µi log2 e
(ρi−τi) (37a)

s.t.
∑
k∈KI

tr
(
hih

H
i W k

)
+ σ̄2

i ≥ eρi ,∀i ∈ KI , (37b)

∑
k∈KI\{i}

tr
(
hih

H
i W k

)
+ σ̄2

i ≤ eτi ,∀i ∈ KI , (37c)

∑
i∈KI

tr
(
gjg

H
j W i

)
≥ Ēj,∀j ∈ KE , (37d)

∑
i∈KI

tr (W i) ≤ PA,
∑
i∈KI

tr (CW i) ≤ P̄I, (37e)

W i � 0,∀i ∈ KI . (37f)

Particularly, the proof of the equivalence between (P2-Eqv-SDR1) and (P2-Eqv-SDR2) is similar

to that of the equivalence between (P1-SDR1) and (P1-SDR2) given in Appendix A. Therefore,

the details are omitted due to the space limitation.

The remaining part is to prove that (P2-Eqv-SDR2) has an optimal solution where at least

KI − 1 beamforming matrices {W ∗
i } satisfy rank (W ∗

i ) ≤ 1. Let Ξ̌ , {{W̌ i}, Θ̌, {ρ̌i, τ̌i}} be

an arbitrary optimal solution to (P2-Eqv-SDR2), where rank
(
W̌ i

)
> 1 holds for more than one
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i ∈ KI . Then, we construct Ξ∗ , {{W ∗
i },Θ∗, {ρ∗i , τ ∗i }} from Ξ̌ with7

Θ∗ = Θ̌, ρ∗i = ρ̌i, τ
∗
i = τ̌i,∀i ∈ KI , (38)

w∗i =
(
hHi W̌ ihi

)−1/2
W̌ ihi,W

∗
i = w∗i (w

∗
i )
H ,∀i ∈ KI\{m}, (39)

W ∗
m =

∑
i∈KI

W̌ i −
∑

i∈KI\{m}

W ∗
i , (40)

where m can be any element in the set KI . It is clear that rank (W ∗
i ) ≤ 1 and W ∗

i � 0,

∀i ∈ KI\{m}. In the following, we show that Ξ∗ is also an optimal solution to (P2-Eqv-SDR2).

First, for any D ∈ CM×M , it holds that∑
i∈KI

tr (DW ∗
i ) =

∑
i∈KI\{m}

tr (DW ∗
i ) + tr (DW ∗

m) =
∑
i∈KI

tr
(
DW̌ i

)
. (41)

Then, it is easy to see that constraints (37b), (37d), and (37e) hold for Ξ∗.

Next, for any q ∈ CM×1, we have

qH
(
W̌ i −W ∗

i

)
q = qHW̌ iq −

(
hHi W̌ ihi

)−1 ∣∣qHW̌ ihi
∣∣2

≥ qHW̌ iq −
(
hHi W̌ ihi

)−1 (
hHi W̌ ihi

) (
qHW̌ iq

)
= 0,∀i ∈ KI\{m}, (42)

where the inequality holds due to the Cauchy-Schwarz inequality. It then follows that W̌ i−W ∗
i �

0, ∀i ∈ KI\{m}. Subsequently, we have

W ∗
m =

∑
i∈KI

W̌ i −
∑

i∈KI\{m}

W ∗
i = W̌m +

∑
i∈KI\{m}

(
W̌ i −W ∗

i

)
� 0. (43)

Therefore, constraint (37f) holds for Ξ∗.

It remains to prove that Ξ∗ ensures constraint (37c). To show this, we consider the following

two cases:

1) For m ∈ KI: In this case, it follows that∑
k∈KI\{m}

tr
(
hmh

H
mW̌ k

)
−

∑
k∈KI\{m}

tr
(
hmh

H
mW

∗
k

)
=

∑
k∈KI\{m}

hHm
(
W̌ k −W ∗

k

)
hm ≥ 0, (44)

where the inequality follows from (42).

7For any W̌ i = 0, i ∈ KI\{m}, let W ∗
i = 0.
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2) For any i ∈ KI\{m}: First of all, it holds that hHi W
∗
ihi = hHi w

∗
i (w

∗
i )
Hhi = hHi W̌ khi,

∀i ∈ KI\{m}. This, together with (40), yields∑
k∈KI\{i}

tr
(
hih

H
i W̌ k

)
−

∑
k∈KI\{i}

tr
(
hih

H
i W

∗
k

)
=

∑
k∈KI\{i}

tr
(
hih

H
i W̌ k

)

−

 ∑
k∈KI\{i,m}

tr
(
hih

H
i W

∗
k

)
+
∑
k∈KI

tr
(
hih

H
i W̌ k

)
−

∑
k∈KI\{m}

tr
(
hih

H
i W

∗
k

)
=

∑
k∈KI\{i}

tr
(
hih

H
i W̌ k

)
−
∑
k∈KI

tr
(
hih

H
i W̌ k

)
+ tr

(
hih

H
i W

∗
i

)
= −tr

(
hih

H
i W̌ i

)
+ tr

(
hih

H
i W

∗
i

)
= 0. (45)

With (44) and (45), we have∑
k∈KI\{i}

tr
(
hih

H
i W

∗
k

)
+ σ̄2

i ≤
∑

k∈KI\{i}

tr
(
hih

H
i W̌ k

)
+ σ̄2

i ≤ ey̌i = ey
∗
i ,∀i ∈ KI , (46)

namely constraint (37c) holds for Ξ∗.

Finally, we note that the objective values in (37a) achieved by Ξ∗ and Ξ̌ are identical.

With the derivation above, it is verified that Ξ∗ is an optimal solution to (P2-Eqv-SDR2),

where rank (W ∗
i ) ≤ 1 holds for no less than (KI − 1) i ∈ KI . Theorem 2 is thus proved.
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