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Abstract

Rate-splitting multiple access (RSMA) is a general multiple access scheme for downlink multi-
antenna systems embracing both classical spatial division multiple access and more recent non-orthogonal
multiple access. Finding a linear precoding strategy that maximizes the sum spectral efficiency of RSMA
is a challenging yet significant problem. In this paper, we put forth a novel precoder design framework
that jointly finds the linear precoders for the common and private messages for RSMA. Our approach
is first to approximate the non-smooth minimum function part in the sum spectral efficiency of RSMA
using a LogSumExp technique. Then, we reformulate the sum spectral efficiency maximization problem
as a form of the log-sum of Rayleigh quotients to convert it into a tractable form. By interpreting
the first-order optimality condition of the reformulated problem as an eigenvector-dependent nonlinear
eigenvalue problem, we reveal that the leading eigenvector of the derived optimality condition is a local
optimal solution. To find the leading eigenvector, we propose an algorithm inspired by a power iteration.
Simulation results show that the proposed RSMA transmission strategy provides significant improvement

in the sum spectral efficiency compared to the state-of-the-art RSMA transmission methods.
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I. INTRODUCTION

Multi-user multiple-input multiple-output (MU-MIMO) downlink transmissions can provide
extensive gains in spectral efficiency by serving multiple users with a shared time-frequency re-
source [2]]-[4]]. Assuming perfect channel state information at the transmitter (CSIT), a transmitter
is able to send information symbols along with multiple linear precoding vectors to different
users simultaneously by mitigating inter-user interference. In practice, however, the theoretical
gains of downlink MU-MIMO transmissions can greatly vanish due to the inaccuracies of the
CSIT. For example, considering the frequency division duplex (FDD) systems, the downlink
channel has to be estimated at the receiver first and sent back to the transmitter via a finite-rate
feedback link [3]], [6], wherein quantization error on CSIT is inevitable. For this reason, in order
to attain the de facto MU-MIMO spectral efficiency gains, it is crucial to design a downlink
MU-MIMO transmission strategy that achieves high spectral efficiency under imperfect CSIT.

Rate-splitting multiple access (RSMA) is a robust downlink multiple access technique, espe-
cially when a transmitter has inaccurate knowledge for downlink CSI. Unlike the conventional
spatial division multiple access (SDMA), in RSMA [7]-[10Q], the transmitter harnesses the rate-
splitting strategy that breaks user messages into common and private parts in order to dynamically
manage interference caused by imperfect CSIT. The transmitter constructs a common message
by jointly encoding the common parts of the users’ split messages. The rate for this common
message is carefully controlled so that all the users can decode it. The transmitter also encodes
the private parts of the users’ messages to generate private information symbols. Then, the
transmitter sends the common and private information symbols along with linear precoding
vectors in a non-orthogonal manner. Each user decodes and eliminates the common message
by performing successive interference cancellation (SIC) while treating the residual interference
as noise. It then decodes the desired private message. Thanks to the rate-splitting encoding and
SIC decoding, RSMA has been shown to outperform dirty paper coding (DPC) when imperfect
CSIT is given [[11]].

To clearly understand the gains of RSMA over SDMA, it is instructive to consider a simple
case of a two-user multi-antenna broadcast channel with imperfect CSIT. From an information-

theoretic viewpoint, when applying linear precoding with imperfect CSIT in a two-user multi-
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antenna broadcast channel, the channel can be interpreted as a virtual two-user interference
channel with transmitter cooperation, in which the channel gains of desired and interfering links
are determined by the precoding vectors and the channel vectors. In this equivalent interference
channel, the quasi-optimal transmission strategy is the Han-Kobayashi scheme [[12], i.e., splitting
messages into common and private parts and allocating the power according to the relative
channel gains between the interfering and the desired link [[13]]. Motivated by this, RSMA mimics
this near capacity-achieving strategy in downlink MIMO.

To reap the spectral efficiency gains by using RSMA in downlink MIMO, it is significant to
find the optimal linear precoding solution; yet it is challenging to find such a precoding vector.
Unlike the sum spectral efficiency maximization problem for SDMA relying on private messages
only, the problem for RSMA has an additional unique challenge induced by the common message
rate, which is the minimum of all the achievable rates for the common message at the users. This
minimum function is non-smooth, making the sum-spectral efficiency maximization problem for
RSMA challenging to solve. In this work, we put forth a new approach for designing a precoder

to maximize the sum spectral efficiency of multi-antenna RSMA with imperfect CSIT.

A. Related Works

Recently, to cope with imperfect CSIT in downlink MIMO systems, the idea of rate-splitting
has been actively re-explored as a multiple access technique, i.e., RSMA [14]. In [13], it was
shown that RSMA provides sum degrees-of-freedom gains in multi-antenna broadcast channels
where erroneous CSIT is given. Exploiting the idea of [13]], in [L6], the achievable spectral
efficiency was analyzed while fixing the precoder for the common message as a random precoder
and the precoder for the private messages as ZF.

Besides the theoretical analysis, there exist several prior works that have developed practical
linear precoding designs for RSMA multi-antenna systems. In [[7], a linear precoding design was
proposed based on the weighted minimum mean square (WMMSE) approach [3]]. Specifically, a
non-convex original problem was transformed into a quadratically constrained quadratic program
(QCQP) by using the equivalence between the sum spectral efficiency maximization and the sum
mean square error (MSE) minimization problem. Subsequently, an interior point method was used
to solve the QCQP. Employing the same idea, in [8]], [17], a max-min fairness problem with
RSMA was addressed. In [10], a linear precoding method for general RSMA was proposed

by exploiting a concave-convex procedure (CCCP) that successively approximates the original



problem into convex forms. To evaluate the performance of RSMA in practical settings, e.g.,
finite constellation and implementable channel coding, performed a link-level simulation
in RSMA downlink MIMO systems. In [19], considering a single-antenna downlink channel, a
power control method was proposed by incorporating the SIC constraint. In [20]], considering
downlink massive MIMO, it was shown that hierarchical RSMA that uses multiple-layer partial
common messages can be well-harmonized in massive MIMO systems thanks to its spatial
covariance separability [21]]. Beyond the sum spectral efficiency maximization in downlink,
other variants also exist. For example, RSMA for energy efficiency maximization [22]], RSMA
with hardware impairments [23]], RSMA in joint MIMO radar and communication system [24]],
and RSMA in uplink channels [23] have been studied in the context of optimization for RSMA.
Further, multi-antenna RSMA in interference channels [26] was also presented.

A key obstacle of the RSMA linear precoding design arises from the common message rate that
should be determined as the minimum of all the achievable rates. To resolve this, the conventional
methods use convex relaxation. Namely, an original non-convex problem is relaxed into a convex
problem first, and then this convexified problem is put into an off-the-shelf optimization toolbox
such as CVX to obtain a solution. A limitation of such approaches is that the optimization
toolbox is hard to implement in practical hardware due to its extremely high complexity [27].
For this reason, the existing precoding optimization methods for RSMA are hardly used in
practice. Therefore, this paper proposes a new optimization framework for MIMO RSMA that

outperforms the existing methods in terms of complexity and also performance.

B. Contributions

This paper proposes a new approach for linear precoding optimization in downlink MIMO

with RSMA. The contributions of this paper are listed as follows.

o Considering an imperfect CSIT model, in which the CSI error statistic is modeled as complex
Gaussian with zero-mean and a certain covariance matrix, we derive a lower bound on the
instantaneous sum spectral efficiency for RSMA. In contrast to the sum spectral efficiency
maximization for SDMA with imperfect CSIT, this lower bound entails the non-smooth
minimum function for the common message rate. To convert the non-smooth minimum
function into a tractable form, we take the LogSumExp technique, which offers a tight
approximation of the minimum function to a smooth function. Then, by representing all

optimization variables (precoding vectors) onto a higher dimensional vector, we reformulate



the lower bound of the instantaneous sum spectral efficiency for RSMA into a tractable non-
convex function in the form of the log-sum of Rayleigh quotients.

o Using the derived lower bound with the smooth function approximation, we establish the
first-order optimality condition for the sum spectral efficiency maximization problem. Re-
markably, it is shown that the derived condition is cast as an eigenvector-dependent nonlinear
eigenvalue problem [28]], where the optimization variable behaves as an eigenvector, and
the objective function behaves as an eigenvalue. Accordingly, we reveal that if we find the
leading eigenvector that ensures the derived optimality condition, the best local optimal
solution is obtained, maximizing the approximate lower bound of the instantaneous sum
spectral efficiency for RSMA.

« To obtain the leading eigenvector of the derived condition, we put forth a novel algorithm
inspired by a power iteration, referred to as generalized power iteration for rate-splitting
(GPI-RS). Adopting the conventional power iteration principle, the idea of GPI-RS is to
compute the leading eigenvector iteratively. The solution obtained by GPI-RS jointly pro-
vides the precoding directions and power allocation for the common and private messages.
Notably, we do not rely on CVX in the proposed algorithm; thereby, it is more beneficial to
implement in practical hardware. In addition to this, the computational complexity is less
compared to the existing WMMSE-based method [7]]. Later, we also generalize the proposed
GPI-RS for a case in which multiple-layer RSMA is used. In multiple-layer RSMA, not
only common message, but also the partial common message that includes messages of a
subset of the users are jointly used. We show that the proposed method is suitably extended
to this case.

« Simulation results show that the proposed GPI-RS provides spectral efficiency gains over
the existing methods, including the conventional convex relaxation-based WMMSE method
in various system environments. To be specific, the proposed GPI-RS provides around
20% sum spectral efficiency gains, while consuming only 6 ~ 7% of the computation time
compared to the conventional method. Further, we empirically confirm that the GPI-RS
converges well.

Notation: The superscripts (-)T, ()", and (-)! denote the transpose, Hermitian, and matrix

inversion, respectively. Iy is the identity matrix of size N XN, Assuming that A, ..., Ay € CKxK

A = blkdiag (A, ...,A,,...,Ay) is a block-diagonal matrix concatenating Ay, ..., Ay.



II. SYSTEM MODEL
A. Channel Model

We consider a single-cell downlink MU-MIMO system, where a base station (BS) equipped
with N antennas serves K single-antenna users. We denote a user set as K = {1,---,K}. The
channel vector between the BS and user k is denoted as hy € CV for k € K, where hy is
generated based on the spatial covariance matrix Ry, i.e., Ry = E [hkh]t']. For constructing the
channel covariance matrix, we adopt the one-ring model [21]]. Specifically, we assume that the BS

is equipped with uniform circular array with radius D where ¢ denotes a signal wavelength

and D = 0.5 . Then, the channel correlation coefficient between the n-th
V(1=cos(2n/N))2+sin?(2/N)

antenna and m-th antenna corresponding to user k is defined as
1 Or+Ax

-27
- e‘] 7‘P(x)(rn—l’m)dx, (1)
2Ak ek_Ak

[Rk]n,m

where 6 is angle-of-arrival (AoA) of user k, Ay is the angular spread of user k, W(x) =
[cos(x), sin(x)], and r, is the position vector of the n-th antenna. By employing the Karhunen-

Loeve model as in [20], [21]], the channel vector hy is represented as
1
hk = UkA,igk, (2)

where Ay € C"*"* is a diagonal matrix that contains the non-zero eigenvalues of Ry, Uy € CNX"%
is a collection of the eigenvectors of Ry corresponding to the eigenvalues in A, and gz € C'* is
an independent and identically distributed channel vector. We assume that each element of gj is
drawn from CN(0, 1). We consider a block fading model, where g; keeps constant within one
transmission block. Over the two consecutive transmission blocks, g, changes independently.
We clarify that the applicability of our method does not depend on particular channel model
assumptions. We consider the one-ring model in this paper because it is one of the widely
used channel models that suitably captures spatial covariance structures of MIMO channels. The

proposed method can be applied in any channel model.

B. CSIT Acquisition Model

This subsection explains the CSIT estimation and the error model used throughout this paper.
We assume perfect channel state information at the receiver (CSIR), which can be achieved via
downlink pilots planted in the data packet as described in LTE and 5G NR. In contrast to CSIR,
a BS should estimate CSIT, so that only imperfect knowledge of CSIT is allowed. Generally,



two approaches are known to estimate the CSIT, each of which is linear MMSE (LMMSE)
and limited feedback, respectively. LMMSE yields the optimum CSIT estimation performance,
provided that the channel is distributed as Gaussian. Nonetheless, LMMSE only can be used
when the channel reciprocity holds. On the contrary to that, limited feedback can be employed
in any environment. In this paper, we focus on LMMSE, but note that our method is also useful
with limited feedback.

As mentioned above, LMMSE can be exploited when the BS can use channel reciprocity.
Specifically, assuming that the uplink and downlink channels are reciprocal, the BS estimates
the CSIT from uplink training sent from the users using the MMSE estimation [29]. For this
reason, LMMSE is adequate to use in time division duplex (TDD) systems where the channel

reciprocity holds. Using LMMSE, the estimated CSIT is presented as
flk = hk — €, (3)

where e, is the CSIT estimation error vector. Since hy is distributed as Gaussian, hy and e; are

also Gaussian that is independent to each other. The error covariance is obtained as

o? -1
Eleiel] = @, =Ry - Ry (Rk + ) R, 4)
TulPul

where 7, and py are uplink training length and uplink training transmit power. As the uplink

training length and power increases to infinity, the error covariance ®; = 0 and the CSIT error

e also vanishes; then the BS has the perfect CSIT.

C. RSMA Signal Model

Using RSMA, the message for user k is split into the common message part sg and the
private message sx. The common message part scx from each user is combined to encode the
common message sc. The common message s¢ is drawn from a public codebook so that any
user associated with the BS can decode it. On the contrary, the private message s; comes from
an individual codebook. Therefore it is only decodable to intended users.

One common message and K private messages are linearly precoded and then superimposed,

so that the transmit signal x € CV is given by

K
X:fcsc+2f[5[, (5)
i=1



where f. € CV and f; € CV are the precoding vectors for the common and private messages
respectively with the transmit power constraint: ||fs]|> + Zfil If;]|> < 1. We note that not only
the direction of each message, but also the power allocated to each message are controlled by
the precoding vectors. For example, if ||fc]| = 0, then no common message is delivered; so our
RSMA signal model reduces to typical SDMA.

The received signal at user k for k € K is written as

K

vi = hlfose + ifese+ > hiMfese+ 2, (©)
t=1,0+k

where z; ~ CN(O, 0-2) is additive white Gaussian noise. We also assume that s. and s; are

drawn from an independent Gaussian codebook, i.e., s¢, sy ~ CN(0, P).

D. Performance Characterization

To characterize the performance of RSMA, we first explain the decoding process performed
by each user. Each user first decodes the common message s¢ by treating all the other private
messages as noise. Once the common message is successfully decoded, using SIC, the users
remove the common message from the received signal and decode the private messages with a
reduced amount of interference.

To successfully perform SIC, the common message s¢ should be decodable to every user
without any error. To this end, the code rate of the common message s¢ is set as the minimum
of the ergodic spectral efficiencies among the users. Accordingly, under the premise that the BS
has imperfect CSIT, i.e., ﬁk =hy +e; for k € K, the ergodic spectral efficiency of the common

message is obtained as [4]],

Infifc|? -
K W2+ o2/P ’

where in (7)), the inner expectation is taken over the randomness associated with the CSIT error

keK

It
iy it 2 + o2/ P

Rc = min {E{hk} log, (1 +

A

hy

keK

= min {E{ﬁk} E{e,) | log, (1 +

(E{e,y[]) within one particular coherence block and the outer expectation is taken over the
randomness associated with the imperfect knowledge of the channel fading process (E (he) [-]).
Assuming that the channel code length spans an infinite number of channel blocks and we set the

channel coding rate of the common message s¢ less than or equal to R, no decoding error for s¢



the common message s¢ is obtained as [4]],

A

h;

occurs. Similar to (), the ergodic spectral efficiency of the private message s after cancelling
Ihf, |2
Efe}

. (8)
St eer IWEe? + 02/ P ]

Since we assume that the common message is successfully eliminated, we observe that there is

Ri = E{ﬁk}

log, (1 +

no interference from the common message in (§)). Under the assumption that the channel code
length spans an infinite number of channel blocks and the channel coding rate of the private
message s, is less than or equal to Ry, the users can successfully decode s.

Our main goal is to optimize the precoders using imperfect knowledge on CSIT per each fading
block. For this reason, we focus on one particular fading block without loss of generality, allowing
to assume that flk, k € K is given. In a certain fading block, we can define the instantaneous
spectral efficiency. Specifically, the instantaneous spectral efficiency of the common message

achieved at user k is defined as

A

RIS (k) = Eyepy hy|. 9

Infifc |
i 2+ o2/P

The instantaneous spectral efficiency differs from the ergodic spectral efficiency. On the one

log, (1 +

hand, the ergodic spectral efficiency is the long-term performance that can be achieved when the
channel code length spans very long channel blocks. On the other hand, the instantaneous spectral
efficiency is the short-term rate expression when taking into account the channel estimation error
effect per channel realization. Considering multiple fading blocks, the instantaneous spectral
efficiency and the ergodic spectral efficiency are connected as R = mingcq {]E (he) [RiC”S'(k)]}.
Unfortunately, however, @) is not tractable. The main challenge is that no closed-form exists
for the expectation on CSIT error. To address this, we characterize a lower bound by adopting a
similar approach in [4]]. We rewrite the received signal (6) with the CSIT error term as follows:
K
Ve =hffese + > hfesi + 2
=1
K

K
B oso+ > Ak + eflfose + ) eblfisi 2, (10)
=1 i=1

(b)
where (a) follows h; = hy + e;. The term (b) is correlated with the common message s¢, yet
it is not tractable due to the CSIT estimation error ex. To resolve this, employing a concept of

generalized mutual information, we treat (b) as independent Gaussian noise, which is the worst
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case of mutual information. Then a lower bound on the instantaneous spectral efficiency is made

as:

. (¢)
Rgns’ (k) > E{ek}

|t |? )

DK BB + [effel2 + B letf2 + &

Q B |

2 logy | 1+ — (H H 0 X o " 5
Zf:l |hk fflz + fC E [ekek] fC + Zle fg E [ekek] f[ + 0'?

| fc?

K IRPE? + ot + 2K ot +

log, (1 +

© log, (1 +

) = RIS (k), (11)

where (c) comes from treating (b) in (I0) as independent Gaussian noise, (d) follows Jensen’s
inequality, and (e) comes from the CSIT error covariance E[eke?] = ®@,. A lower bound on the
instantaneous spectral efficiency, denoted as I?icns'(k), is derived as a closed-form, so that this
can be handled easily. Finally, we take another lower bound on the ergodic spectral efficiency.

The ergodic spectral efficiency of the common message is represented with RL”S'(k) as

o= pip e [ 0 = o 72 0
P [g{m;g {RL”S(k)}] (12)

where (f) follows the fact that putting the minimum operator into the expectation does not
increase the value. We take (I2) as our main objective function for the common message rate.

Next, we characterize a lower bound on the instantaneous spectral efficiency of the private
message. We first define the instantaneous spectral efficiency of the private message s; in a
certain fading block as Rik”s'. Using a similar technique to the common message case, we derive

a lower bound on R'kns‘ such as

i IhP'f, |2
Ry® 2B, | log, (1+ = — 2k e —
2r=teek ML=+ 20 [€F " + 5
hof, ~
Zl"gz(“ K i = |K H 2)=RL?S', (13)
Zt’:l,t’;&k |hk fflz + Zgzl f[ @, f + %

Considering multiple fading blocks, the obtained lower bound on the instantaneous spectral

efficiency Rikns' is connected to the ergodic spectral efficiency as follows:

R, = E{ﬁk}[R‘k”s] > E{ﬁk}[R‘k”S-]. (14)
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Combining (I2) and ({14), we finally complete the following lower bound on the ergodic sum

spectral efficiency Ry:
. K .
D_ _ R . pINS. pINS.
Ry 2 Ry =B, . |min{RZ* ()} + ka RIS (15)
Now we are ready to formulate our main problem.

Remark 1 (Comparison to [10]). Similar to our lower bound, [10] also proposed a lower bound
on the instantaneous spectral efficiencies by incorporating the CSIT estimation error. To be
specific, assumed a particular scenario of CSIT estimation that hy = h; + de;, where
E[e?ek] =1 and E[e;] = 0. We note that this is a special case of our CSIT estimation model.
Under this premise, the instantaneous spectral efficiency of the common message achieved at

user k, RL”S‘(k), is expressed as

| ’ h}'Qchy A
RIMS:(k) = Byey | log, |1+ £
c {ex} » 25) Zle h?Q[hk+0’2/P
[ K K
= Efe,) |l0gs (h,‘;‘QChk + > hQuhy + o /P) — Efe,) |log, (Z h{'Q/hy + o /P) :
L t=1 =1
(16)

where Q¢ = f'(;f(';| and Q; = fkf]t'. By using Jensen’s inequality and the fact that the CSIT

estimation error has zero-mean, we obtain an upper bound on the second term in (I6) as

K
log, (Z h,t'Qghk + 0'2/P)

=1

K

< log, (Z(ﬁ?Qgﬁk +6%tr(Qy)) + o /P) (17)

=1

Efer)

Additionally, [10] proved that the first term in (L6) is non-decreasing with &, so we get a lower

bound by putting 6 = 0, yielding

Efer)

log, (thchk + i hHQhy + o2 /P) > log, (ﬁ?Qcﬁk + i hQhy + o /P) . (18)
(=1 =1
Combining (I7) and (I8, [10] claimed that we can make a lower bound as
htQchy
S (hHQhy +62tr(Qp)) + UZ/P)
The lower bound (I9) is closely related to our lower bound. Rewriting (I9), we have
| fo|?
PIPN| tlx VIEES IS (AR ) B 7 O'Z/P) ’

= RINS:(k). (19)

RI"S:(k) > log, (1 +

RS (k) = log, (1 + (20)
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Comparing R"S'(k) in @0) to our lower bound R (k) in (II) under the assumption that
@, = 61, (20) seems to be tighter since the denominator of the SINR in (20) does not include
the term f'c'| - 6°I - f;. Nonetheless, the lower bound (20) is limited in its applicability. This is
because, the lower bound technique to derive (20) cannot be applied when ®; # 671, i.e., the
CSIT error is spatially correlated. Since it is usual that MIMO channels have particular spatial

correlation structures, our lower bound is more proper to use in general cases.

E. Problem Formulation

We aim to maximize Ry in (I3). In our setup, maximizing Ry is equivalent to maximizing
ming g {RNS (k)} + 2K, Rikns' per each fading block, wherein the BS is able to calculate Rikns'
and minkew{ﬁg‘s'(k)} in a closed-form by using the estimated CSIT. Accordingly, we formulate

an optimization problem as follows:

K
e o) S A
K
subject to ||fo|| + Z Il < 1. (22)

k=1
We tackle (2I) as our main problem. Finding the global solution of 1) is infeasible due to its

non-convexity and non-smoothness.

III. EXISTING APPROACH: WMMSE

In this section, we briefly introduce the existing WMMSE approach for the sum spectral
efficiency maximization in an RSMA scenario. We focus on two points: (i) how to solve a non-
convex optimization problem and (ii) how to incorporate the CSIT estimation error. Then we
explain the main distinguishable points of the proposed method.

We first explain how to relax a non-convex problem. To solve a non-convex sum spectral
efficiency maximization problem, [[7] adopted a well-known WMMSE relaxation technique [3]].
Specifically, we denote that §c(k), §; are estimates for s¢(k) and si, where s¢(k) is the common
message received at user k. With scalar equalizers g¢(k) and gj, we define the MSEs of the

common message received at user k (ec(k)) and the private message (e;) as
eo(k) = E[I86(k) = 5o = E[Ige(k)yx = scl’]
= lgc(K) PTe(k) — 2Re {eo (kM) + 1, 23)

e = |ei’Ti - 2Re {gkh,t'fk} +1, (24)



13

where Tg (k) = [hfe|*+X 5, Wt |*+0? and Ty = [hf 2+ 3}, ., [hfr|*+02. Note that here we
exchange the power assumption between the message and the precoding vectors, i.e., E[|sc|?] =
E[|s¢]*] = 1 and ||fC||2+Zf:1 |Ifc||> < P for ease of description. This does not change the SINR.
The minimum MSEs are achieved when g¢(k) = f(';ih,r{TC(k)_1 and gy = f,'jhka_ !, providing the
following MMSE: eMMSE (k) = To (k) ™! (T (k) — |hfe]?) and eMMSE = 7-1(Ty — Wit [?).

Then the augmented WMSEs are give by

&c(k) = uc(k)ec(k) —log, (uc(k))
K
= £ (uc(b)lgo(6) Phehf) o+ ) £ (o) e (k) Phub) £ — 2Re {uc(kgo(kmfe
=1

+ 0 uc (k)| gc (k) I* + uc (k) —log, (uc(k)), (25)
Er = uper —logy (ug)
K
= f]tl (Mklgk|2hkh?) fk + Z f{l;l (uklgklzhkh,t') fg -2Re {ukgkh?fk}
t=1,+k
+ o ?ug|grl? + uy = log, (). (26)
We note that the optimal weights to achieve the minimum of £¢(k) and &, are obtained as uc(k) =

1/ eéVIMSE(k) and up =1/ e]':/'MSE. Upon this weight update, by the rate-WMMSE equivalence [3]],

the sum spectral efficiency is maximized by solving the following WMSE minimization problem:

K
minimize + 27
ramnze So ;gk @7)
subject to &c(k) < &, Vk € K, (28)
K
Il + > Ifell® < P. (29)
k=1

The problem @7) is QCQP, which can be solved by using CVX. We compute the optimal
weight, equalizer, and the precoding vector in an alternating fashion. We repeat this process
until a certain termination criterion is met.

The presented WMMSE approach assumes the perfect CSIT. To take the CSIT estimation
error into account, adopted the sample average approximation (SAA) technique. In the SAA

technique, we produce M number of samples of the augmented WMSEs by randomly generating
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channel vector h = ﬁk + e (ﬁk is given, ey is randomly generated) then calculate an empirical

average of these samples as follows:

&ww——Z#mm, (30)

kH—Z$M) (31)

We replace &c(k) and &; by the empirical average augmented WMSE £.(k) and & in 27).
Now we clarify the distinguishable points of our method compared to the WMMSE approach.
In the WMMSE approach, CVX is required to solve the WMSE minimization problem 27).
We need additional efforts to implement CVX in FPGA hardware since CVX is not designed to
run in real-time hardware [27)]. In addition to this, we observe that the common message rate is
controlled by the WMSE constraints (28)), where the number of the constraints is equal to the
number of users K. For this reason, the associated computational complexity of the WMMSE
approach scales with K>+ [8], [30]; resulting in the huge computational complexity is caused
when there are a large number of users. Compared to this, as we will show later, our method
does not require CVX to obtain a solution. Further, since we control the common message rate
by cleverly approximating the minimum function, the computational complexity scales with K.

For this reason, our method is much more beneficial when there are many users.

IV. PRECODER OPTIMIZATION WITH GENERALIZED POWER ITERATION

In this section, we explain the key ideas to solve the optimization problem @I). We first
approximate the non-smooth minimum function as a smooth function using the LogSumExp
technique. Subsequently, we represent the optimization variable onto a higher dimensional vector
to reformulate the problem (2I)) into a tractable non-convex optimization problem expressed as
a function of Rayleigh quotients. By deriving the first-order KKT condition for the reformulated
problem, we show that the first-order optimality condition is cast as an eigenvector-dependent
nonlinear eigenvalue problem (NEPv) [28], and finding the leading eigenvector is equivalent to
finding the best local optimal point of the reformulated problem. Consequently, to find the leading

eigenvector, we propose a computationally efficient generalized power iteration algorithm.
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Fig. 1. An illustration of the comparison between the approximate maximum using the LogSumExp and the true maximum of

the non-smooth minimum function.

A. Reformulation to a Tractable Form

At first, we approximate the non-smooth minimum function by using the LogSumExp tech-
nique. With the LogSumExp, the minimum function is approximated as
1 & Xi
min {x;} ~ —alog I Zexp (—l) , (32)

i=1,....N -

=

where the approximation becomes tight as @ — +0. Leveraging (32), we approximate

© _
o 1 RIS (k)
?équ(l{Rlcns'(k)} ~ —alog e kz:; exp C——a . (33)

To help understand the LogSumExp approximation technique, we draw an illustration in Fig. [Il
In Fig. Il assuming the N = 1, K = 2, a landscape of the minimum spectral efficiency between
two users is depicted. In addition to that, the approximate minimum spectral efficiency using
the LogSumExp technique is also presented. As shown in the figure, the true maximum value
of the non-smooth minimum function is tightly approximated by the LogSumExp technique.
Now we rewrite the precoding vectors fg,fi,--- ,fx in a higher dimensional vector f by
stacking each vector as f = [f], flT, e ,fIT(]T e CN(K+Dx1 with this, we express the instantaneous
spectral efficiencies regarding the common message s¢ as
f‘HAC(k)f’)

fHiB.(k)f 34)

RES (k) = log, (
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where

2
. PN A A loa
Ao(k) = blkdiag (BBl + @), - , (Bl + @) + Iy 75 (35)

Bo(k) = Ac(k) — blkdiag (ﬁkﬁ?,o, . ,0) . (36)

Note that we implicitly assume [|f||> = 1 to have (34). This assumption does not hurt the
optimality since the spectral efficiency is monotonically increasing with the transmit power. It
is also worthwhile to mention that (34) is presented as a function of Rayleigh quotient terms.

Similar to this, we also write the spectral efficiency of the private message s as

_ fHAf
Rms. =lo -—, 37
where
2
Ay = blkdiag (0, (heht + @), -, (bRt + @k)) + IN(KH)%, (38)
B, = A; — blkdiag|0,---,0, h;hY 0. 0. (39)
——
the (k+1)th block
With this Rayleigh quotients representation, the problem (2I) is transformed to
K #H = —% ¢ K sH —
. 1 f Ac(k)f) (f Akf)
maximize log|— exp|log, | zm———= + ) log, | =—= 40
; Hlx LT e (fHBC(k)f kZ_; =\ B, i 0
subject to ||f'||2 =1. 41)

We note that in (@0Q), the obtained precoding vector f can always be normalized by dividing
the numerator and the denominator of each Rayleigh quotient with ||f||, while not affecting the
objective function. Thanks to this feature, the constraint ||[f]|> = I can vanish from (7). Now

we are ready to tackle the problem (0.

B. First-Order Optimality Condition

To approach the solution of the transformed problem (@Q), we derive a first-order optimality

condition of (40). The following lemma shows the main result in this subsection.

Lemma 1. The first-order optimality condition of the optimization problem @Q) is satisfied if
the following holds:

Byt DAkt (BF = ADE, (42)
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where

1 fHAc(OF
51 exp (3 log, (THBcUc)f))

_ - Ac(k) A
Acr(B) = Anum (F) x ) e (4Y)
fHA (0f ) £H H
21 Do (5 s (] P o
fHA(OF
K | exp (L log, e
_ _ a (OF B.(k B
Biacr(D) = deen(®) x ), | — ( i ( A <2>)f le;((k))f fHBk R
N P eXp(310g2 (THBEW)) ° ‘
with
K £H 82\ T ks z
- 1 f7Ac(k)f A, f A f
Af) =1 = Z exp|log, (‘HA) X 1—[ (‘H k_) = num(_). (45)
Proof. See Appendix [Al o

Now we interpret the derived optimality condition (42). We first observe if a precoding
vector f satisfies the condition [@2)), then it also satisfies the first-order optimality condition,
which means that the corresponding f is a stationary point of the problem @Q) whose gradient
is zero. If the problem (@Q) has multiple stationary points, it is possible to exist multiple f
satisfying (42)). Next, we see that (42)) is presented as a form of the eigenvector problem for
the matrix BRII(T(f')AKKT(f'). More rigorously, (@2)) is cast as a NEPv [28]. As described in
[28], NEPv is a generalized version of an eigenvalue problem, in that a matrix can be changed
depending on an eigenvector in a nonlinear fashion. In our case, the matrix BRII(T(f YAkt (F) is
a nonlinear function of the eigenvector f. Crucially, in the formulated NEPv #2), the eigenvalue
A(F) is equivalent to the objective function of the problem (@Q). Accordingly, if we find the
leading eigenvector of the NEPv (42)), then it maximizes the objective function among multiple
eigenvectors. Eventually, since (@2)) holds for any eigenvector, finding the leading eigenvector
of the NEPv @2) is equivalent to finding the local optimal point that maximizes the objective

function of (4Q) and has zero gradient. This leads to the following proposition.

Proposition 1. Denoting that the local optimal point for the problem @Q) as £*, £* is the leading

eigenvector of BR%(T(E'*)AKKT(?*) satisfying
By or (F) Akt (F)F = 1T, (46)

where A* is the corresponding eigenvalue.
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Algorithm 1 GPI-RS
initialize: f) = MRT

Set the iteration count t = 1.
while ||f(,) — f(,_l)” > € do

Construct the matrices Axkt(f(;-1)) and Bkt (f,—1)) by using @3) and @4).

BKKT(f(z—l) )_IAKKT(f(z-n )f(z-l)
1Bkt (Fr—1)) ' Akt Fe—1) ) E -y 17

Update f’(t) —
te—t+1.

end while

Finding f* is, however, not straightforward due to the intertwined nature of the problem. In
the next subsection, we propose a novel method called GPI-RS. GPI-RS is able to obtain the

leading eigenvector of the matrix Bxkt(f)~'Akkt(f) in a computationally efficient fashion.

C. Generalized Power Iteration for Rate-Splitting

The basic process of the proposed GPI-RS follows that of the conventio power iteration. Given
f(;—1) obtained in the (¢ — 1)th iteration, we construct the matrices Bkt (f(;-1)) and Axkr(Fr-1))
using (@3) and @4). Then, we update the precoding vector for the current iteration as

By B@iq(f'(z—l))AKKT(f’(z—l))f’(H) |
1B (Fi—1)) At (Ee—1)) - 1) |l

We repeat this process until the convergence criterion is met. In this paper, we use ||f'(t) - f'(t_l) || <

(47)

e for small enough €. We summarize this process in Algorithm [II For an initial point f(g), we

use maximum ratio transmission (MRT), which works well in the later simulations.

Remark 2. (Joint power control and beamforming) The proposed GPI-RS identifies the leading
eigenvector f* that maximizes (@2)). Since the vector f is constructed by stacking all the precoding
vectors corresponding to each message, the power allocation and the beamforming direction of
each message are jointly identified within the found vector. For example, if |[f*(1 : N)|| = 0,
this means ||f;|| = O in the obtained solution. Then the common message is not assigned any
transmit power, therefore we do not use RSMA and go back to use classical SDMA. Thanks to
this feature, the proposed GPI-RS automatically determines the message setups depending on
channel conditions; so that there is no need to employ a separate process to determine whether

to use a common message.
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Remark 3. (Algorithm complexity) The total computational complexity of the proposed GPI-RS
is dominated by the calculation of BR&T(f). The matrix BR&T(E’) is the sum of the block-diagonal
matrices as presented in ([@4). Specifically, K + 1 number of N X N submatrices are concatenated,
so that the total size is (K + )N X (K + 1)N. For this reason, the inverse matrix BR:(T(f) is
obtained by computing the inverse of each submatrix, and this requires the complexity with the
order of O(%(K +1)N?). This results in that the complexity of the proposed GPI-RS per iteration
is with the order of O(%KN 3) when N and K increase with the same order. We note that this is
substantially small compared to the existing methods. For example, the conventional WMMSE
methods based on QCQP [7]], need the complexity order of O((KN)3*) [8], [30]. Further,
the CCCP based method [I0] is associated with the complexity order of O(N®K?3235K) 1In
particular, it is noteworthy that the proposed GPI-RS has the linear order complexity with the
number of user K; which makes the proposed GPI-RS advantageous when there are a large
number of users. Additionally, our algorithm is easy to implement in practice in that CVX is not
needed to use to obtain a solution. We note that the computational complexity of the proposed
method can be further reduced by adopting matrix inversion approximation techniques such
as Chebyshev iteration [33] or Neumann series [34], or by limiting the maximum number of

iterations in the proposed method.

Remark 4. (Selection of the parameter @) Even though small « is desirable since it provides
accurate approximation in the LogSumExp technique, using too small @ may cause the algorithm
to diverge. Analytically identifying the optimal «, however, is very challenging. To find the
proper @ numerically, we can modify the GPI-RS to obtain the smallest @ that makes the GPI-
RS algorithm converge. Specifically, we start the GPI-RS with a small «. If the iteration loop of
the GPI-RS does not converge within the predetermined number of iterations, then we enforce
to terminate the loop, increase @, and newly start the algorithm again. We repeat this process
until the algorithm converges before the predetermined number. We can empirically adapt the
starting « value and the increasing ratio depending on the system configuration to reduce the

algorithm time.

Remark 5. (Principle of GPI-RS) We explain the principle of the GPI-RS algorithm through

the conventional power iteration. In the conventional power iteration, we obtain the leading

. . . . . g .
eigenvector of a matrix M € C™" by iteratively calculating q;+1) = IIM‘—EEZ;II' A rationale that
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the power iteration converges to the leading eigenvector of M is as follows. Since a set of
eigenvectors form a set of basis, we can represent () = )., a;X;, where X; indicates the i-
th eigenvector and «; is the corresponding weight. Denoting that A; is the i-th eigenvalue that

|| > [A2] = -+ > |2, we use M = 37, 4;X; to derive

n n t
i A
Mq(t) = Z a/,-/lﬁx,- = a'l/ltl X1 + Z Z—l (/l_i) X; |- (48)
i=1 =2
~—_—

(a)

As t — oo, (a) vanishes; thereby the remaining term converges to the leading eigenvector x.
As presented in Proposition [Il our problem generalizes a conventional eigenvalue problem
by considering an eigenvector-dependent matrix M(x), known as NEPv [28]. That is to say,
we aim to identify x; that fulfills M(x;)x; = A;x;, where A; is the maximum eigenvalue and
M(x) = Bkkt(x) 'AkkT(X) in our case. For convenience, denote M(x;)x; = g(x;). Then with

an arbitrary vector x, the Taylor expansion at x; for g(x) leads to
He _ H H
g(x)"x; = g(x1)"'x; + (x —x1)" Vg (x1)x; + o(][x — x1]]). (49)
On one hand, we have
H 2 2
(s60™1)" = i+ o(lx = x1 1) (50)

due to the fact that M(x;)x; = 41X;. On the other hand, assuming that {vy,---,v,} is a set of

orthonormal basis where v| = x|, we also have

S (560™) " = D[22+ 20,6¢N ol — xal) + ol - 1) (51)
i=2 i=2
< (allx=xill+o(llx = xi[]))? (52)

Under a premise that [A1;| > |12| > |4;],Vi # 1,2, by iteratively projecting x onto M(x) with
the GPI-RS algorithm, each component corresponding to non-leading eigenvectors Xo, - - - , X,

vanishes. Accordingly, the GPI-RS converges to the leading eigenvector x;.

V. GENERALIZATION TO MULTIPLE-LAYER RATE SPLITTING

This section discusses how to generalize the proposed framework to multiple-layer RSMA.

As mentioned in [9]], if groups of users are located within multiple clusters, it is beneficial to
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exploit a partial common message that includes the messages of a subset of the users. Employing

multiple-layer RSMA, the transmit signal x is given by

G K
X = fcsc + Z fc,q(iSC’% + Z fksk, (53)
- =

where the partial common message s¢ «. is decoded for the users included in K; € K. We denote
|K;| = K;. If G =0, i.e., there is no partial common message, then (53) reduces to the 1-layer
RSMA (§). Assuming K; NK; = 0, user k for k € K; decodes the messages with the following
order: s¢ — sc% — Sk. To guarantee that the partial common message s¢; is successfully

decoded for the users in %K, the information rate of s¢ . is determined as

Ko = i (B (K25 O} @
By using the same technique presented in Section [[I-D| we derive a lower bound as
Rox > By, ) [?enn {R'”;'< (k)}] (55)
where
hHtc o |2
RIS: (k) = log, [ 1+ . . | CZ;(l -
] 1,j#i |h fc'Kjlz"'Z =1 |h ft’|2 +2] lfC‘K q)kaW] +Z[ 1 q)kf{"" 0-?
(56)

We observe that the SINR in (56) does not have interference from the common message s¢ since
we assume that the common message is already decoded and eliminated via SIC. Similar to this,
we also characterize a lower bound on the instantaneous spectral efficiency for the common

message and the private message as follows:

RY® (k)
|hHf |
=log,| 1+ " " m
|h fcq(]|2+25 1|h fg|2+f (I)kfc+2] 1 C,K(I)kfc«}( +Z[ lf[ (I)kf[+
(57)
_ bt |2
Ri =log, [ 1+

JG:],J';&[ |thC‘K |2 + Zf 1,6k |th€|2 + ZJ 1,j#i fC?( (DkaV( + 2( 1 fg (I)kff + %

(58)
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Accordingly, we formulate the sum spectral efficiency maximization problem for multiple-layer

RSMA as

. Rlns k RInS k Rlns 59
oo HIMIZE e MRS >}+me{ X >}+Z (59)
subject to ||fc||2+z IE2 < 1. )

k=1

To obtain a solution of (39), we reformulate (39) by following our approach used in the 1-layer

RSMA. We first approximate mingex; {R'”g( (k)} by using the LogSumExp technique as

1 R'n;’( (k)
. ¢ pins. _
lireun{R % (k)} =~ —alog (K Z exp (——a ) (61)
keKi
By following our approach, we define a high dimensional precoding vector f as
f=[f0. g0 Bl g, Bl Bl T e CNURGTDx (62)

The higher dimensional precoding vector f in (62) allows to represent the spectral efficiency

expression of the partial common message s¢, as a Rayleigh quotient form.

fHAC « (K)F
RIS (k) = log, " Ao (D , (63)
where
- NNy 6 RH o’
Ac (k) = blkdiag (0, (hih' + @), - -, (hih' + (I)k)) + IN(K+G+1)7, (64)
B (k) = Ac (k) — blkdiag|0,---, heht - 0]. (65)
——

(1+i)th block
We also represent RI"S(k) and Rik”s' adequately by considering the partial common message.

With this representation, the problem (39) is converted to

1 -

EHAC(k)E)‘ @
fHB (k)f

K
maximize log| — exp | log,
f kK&

_1
Ay (OF\| © i (fHAkf) ©6)
1B, i (k)f - fHB,f

+ Zlog X Z exp (logz

K kekK;

subject to ||f'||2 =1. (67)
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To apply the GPI-RS algorithm for (66), we derive the optimality condition for (66) in the

following corollary.

Corollary 1. The first-order optimality condition of the optimization problem (66) is satisfied if
the following holds:

Byir DAkt (BF = A(DE, (68)
where
1A (Of
K exp (_l log, (;HB—))
. - @ o (OF Ac(k) Ay
AkkT(f) = Anum (F) X Z P 1 AT TMAG (k)T + AT
k=1 Zle exXp qlogz W
1 PAg g (OF
Z Z exp —a fHBg . (k)F Acx (k) 69)
+ . -
f1Aq 5 (DFY) £H ’
i=1 | keK; | 2 e, €XP (ialogz (fHBC:(j)f)) R Acx (k)f
1 fHAc(0f
B () = ) x| 5 o0 (s (i) s
KKTRL) = den K 1 A (OF\\ FHBo (K)F  FHB.F
k=1 | Xyop exp | =5 logy FB.OT
x Lf'*Acq<(1c)f
" i P\ T por 0 (70)
fAq 5 (DEY) £H f ’
i=1 ke?( 2 jek; €XP (ialog2 (fHBC:(j)f)) fBe g, (k)f
with
K £H AN T
- 1 f Ac(k)f) @ (f Akf)
A(f) ={= ) exp|log, [=—— X
® K; P gz(fHBC(k)f H FHB, I
Sy HAcs (0F)) | "
xl_[ — Zexp log, _HC—«’_ = num(_). (71)
i=1 K; ke, f7Be g, (K)f Aden(f)
Proof. Tt can be proven by extending Lemma [l O

With Corollary [I we apply the GPI-RS described in Algorithm [I by using (69) and (Z0)
instead of (@3)) and @4).
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VI. NUMERICAL RESULTS

In this section, we evaluate the sum spectral efficiency performance to demonstrate the pro-
posed GPI-RS. For the baseline methods, we consider the followings:
o MRT: The precoding vectors is designed by matching the estimated channel vector. Specif-
ically, we have f; = ﬁk, k€ XK, and f. =0.
o RZF : The precoding vectors are designed by following the ZF rule, while regularizing it
depending on SNR:

2\ —1
f = (ﬁﬁ” +I%) B, ke %, and f; =0. (72)

As SNR goes to infinity, RZF becomes equal to ZF.

« Sum SE Max with no RS: In this method, we use the method proposed in [4] to maximize
the sum spectral efficiency using classical SDMA without considering RSMA. Note that we
do not incorporate the CSIT estimation error into this method, i.e., we treat the estimated
channel vector as the true channel in this method.

« WMMSE-SAA: This case indicates the WMMSE method with the SAA technique [7].
We use 1000 samples for the SAA technique. A detailed description of this approach is
presented in Section [IIL

In what follows, we present the simulation results.

Ergodic Sum Spectral Efficiency per SNR: First, we compare the ergodic sum spectral
efficiency of the proposed GPI-RS and the other baseline methods. The basic simulation setups
are explained in the caption of Fig. 2l For updating a, we set the initial & value as 0.1 if SNR <
15dB, and 0.5 for the rest of the cases. We note that this initial setup is designed empirically.
If the GPI-RS loop is not terminated within 50 iterations, we increase a by 0.5 and repeat the
algorithm. As shown in Fig. @ the proposed GPI-RS provides meaningful spectral efficiency
gains over the baseline methods in both of the 6 X4 and the 12X 8 cases. In particular, compared
to the WMMSE-SAA method at SNR = 40dB, the GPI-RS obtains around 24% gains in the 6 x4
case and 19% gains in the 12 X 8 case. We observe that considerable gains are achieved in both
cases by using the proposed method. The rationales of the performance gains are two folds. First,
the GPI-RS can reach the best local optimal point by NEPv principle, while the WMMSE-SAA
approach cannot guarantee the best local optimum. Second, we incorporate the CSIT estimation
error into our performance characterization in a rigorous way, while the WMMSE-SAA relies on

randomly generated samples. These two features bring the gains of the proposed GPI-RS method.
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Especially, the second point sheds light on a reason why the proposed GPI-RS obtains more
significant performance gains in the high SNR regime. In the high SNR regime, the performance
is mainly determined by the interference induced from the inaccurate CSIT as the noise becomes
negligible. For this reason, to achieve high spectral efficiency performance, rigorous treatment
of CSIT error is required. The SAA, used in the WMMSE-SAA, relies on randomly generated
samples instead of incorporating the CSIT estimation error effects into the spectral efficiency
performance. Compared to this, the GPI-RS specifically incorporates the CSIT estimation error
effects into its design by deriving a rigorous lower bound. This difference causes more significant
performance gaps in the high SNR regime. Additionally, by comparing the sum SE max with
no RS case, we see that the spectral efficiency gains of the proposed GPI-RS increase as SNR
increases. This indicates that the common message rate portion increases in the high SNR regime,
which matches our intuition on RSMA.

In Fig. Bl we also illustrate the ergodic sum spectral efficiency by assuming the the 32 x 16
case. As in the above case, we also observe that the GPI-RS provides significant gains over the
baseline methods in Fig. Bl Specifically, at SNR = 40dB, the GPI-RS offers about 30% gains
compared to the sum spectral efficiency maximization method without RSMA. This demonstrates
that the proposed GPI-RS works well in the regimes of large BS antennas and users.

Ergodic Sum Spectral Efficiency per CSIT Accuracy: Now, we investigate the sum spectral
efficiency depending on the CSIT accuracy. We depict the sum spectral efficiency by increasing
Tupul in Fig. A Note that the CSIT estimation accuracy increases as 7 py increases. In Fig. @4l
we observe that the relative performance gains of the GPI-RS over the WMMSE-SAA increase
as the CSIT becomes accurate. For instance, if 7ypy = 0.1, the WMMSE-SAA outperforms
the GPI-RS by 5%, while if 7, p, = 8, the GPI-RS outperforms the WMMSE-SAA by 27%.
This is because, as the CSIT is more accurate, the regularization term of our lower bound also
becomes accurate; resulting in that our lower bound becomes tight. Then the CSIT estimation
error is suitably reflected into the GPI-RS design.

Convergence: We depict the convergence behavior. The a update process is equal as above:
the initial @ value is 0.1 if SNR < 15dB and 0.5 for the rest of the cases. We update a by 0.5 per
every 50 iterations. We recall that this is for finding the smallest @ that guarantees convergence.
In Fig. 3] we observe that the GPI-RS converges well with small @ in low SNR. On contrary
to this, in the high SNR, we need to tune @ to make the GPI-RS converge. For instance, when
SNR = 20dB, @ needs to be updated one time until convergence, while when SNR = 40dB,
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Fig. 2. The sum spectral efficiency comparison per SNR. The simulation setup is: In (a), N =6, K =4, 1y py =4 and o2 =1
In (b) N =12, K =8, 1ypy =4 and o2 = 1. In both cases, each user’s location is randomly determined, so that the AoA 6y

is drawn from the uniform distribution. The angular spread is fixed as A = /6 for k € K.
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Fig. 3. The sum spectral efficiency comparison per SNR assuming N = 32, K = 16. The other setups are same with Fig.

a needs to be updated two times until convergence. Through this observation, we numerically

confirm that using the presented @ update method, the convergence of the proposed GPI-RS is
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Fig. 5. The convergence behavior of the proposed GPI-RS per iteration. In (a) the residual is depicted. In (b). the sum spectral
efficiency is drawn. The simulation setup is: N = 6, K =4, 1,p, = 4 and o2 = 1. The AoA 6y is drawn from the uniform

distribution and the angular spread is A, = /6 for k € K. Residual is defined as ||f(t) - f(t—l) II.

TABLE 1
AVERAGE MATLAB CPU TIME (SEC)

Setup | Proposed GPI-RS | WMMSE-SAA | Comparison (%)
6x4 2.62 35.12 7.4%
12x8 11.24 170.29 6.6%

guaranteed well.



28

N
al

T T T T
—>— Proposed GPI-RS (2-Layer)

Proposed GPI-RS (1-Layer)
WMMSE-SAA
Sum SE Max with no RS

—¥—RZF
~<}MRT

N
o
T

=
15
T

=
o
T

N
VN
N
N
N

Ergodic Sum Spectral Efficiency (bps/Hz)
Ul

0 5 10 15 20 25 30 35 40
SNR (dB)

Fig. 6. The sum spectral efficiency comparison per CSIT accuracy. The simulation setup is: N = 6, K = 4, 1y py = 4, and
o2 = 1. We assume that user 1, 2 and user 3, 4 are clustered in the same location: 6y = /3 for k € {1,2} and 6, = 2x/3 for

k € {3,4}. The angular spread is fixed as Ay = 7/6 for k € K.

Computation Time: As a complement to the complexity analysis in Remark 3] we compare
numerical MATLAB computation times between the proposed GPI-RS and the WMMSE-SAA
in Table [l The simulation setups are equivalent to those used to produce Fig. Pl As shown
in Table [, the proposed GPI-RS consumes only 7.4% of the computation time compared to
the WMMSE-SAA in the 6 X 4 case and 6.6% in the 12 X 8 case on average. This dramatic
complexity reduction comes from two sources: First, we approximate the non-smooth minimum
function via a LogSumExp technique, by which we avoid having K distinct constraints on the
common message rate in the optimization problem. Second, by using the GPI-RS, we do not rely
on an off-the-shelf optimization toolbox, including CVX. This result indicates that the proposed
method is beneficial in terms of computational complexity, not only in an analytical (big-O)
sense but also in a practical (numerical computation time) sense. We note that Table [ is only a
rough measure of relative computational complexity.

Multiple-layer RSMA : Next, we evaluate the sum spectral efficiency performance of the
multiple-layer RSMA using the generalized GPI-RS. In particular, we assume the 2-layer RSMA
scenario in the 6 X 4 case, wherein one common message, two partial common messages, and
private messages are transmitted. Specifically, the partial common messages are s¢ %, and s¢ .,
and K = {1,2} and K, = {3,4}; therefore the partial common message s¢, is intended to
user 1 and 2 and the partial common message s¢, is intended to user 3 and 4. We construct
a favorable channel environment for this message setup, in which users 1, 2, and user 3, 4

are clustered in the same location, respectively. The performance result is illustrated in Fig. [6]
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whose caption includes detailed simulation setups. As shown in Fig. [6] the GPI-RS for 2-layer
RSMA achieves the best sum spectral efficiency performance. Specifically, the GPI-RS for 2-
layer RSMA has around 17% gains over the GPI-RS for 1-layer RSMA and round 31% gains
over the WMMSE-SAA. This confirms the observation of [20] more in a more rigorous way.

We also show that the proposed framework is well extended to multiple-layer RSMA.

VII. CONCLUSION

In this paper, we have proposed a novel precoding optimization method for downlink MIMO
with RSMA. Aiming to maximize the sum spectral efficiency of the considered system, we have
formulated an optimization problem, while a sum spectral efficiency maximization problem
regarding linear precoding vectors is infeasible to solve due to its non-convexity and non-
smoothness. To resolve this, we have approximated a non-smooth minimum function using the
LogSumExp technique and reformulated the problem into a tractable form. We have shown that
the first-order optimality condition of the reformulated problem is cast as a NEPv. In order to find
the leading eigenvector for the derived condition, we have proposed the GPI-RS. We also have
extended the GPI-RS to the multiple-layer RSMA scenario. The simulations have demonstrated
that the GPI-RS brings significant spectral efficiency gains in various environments while the
associated complexity is small compared to the existing WMMSE-SAA method.

For future work, it is promising to consider the finite blocklength regime where a non-zero
decoding probability is induced [33]], [36]. In particular, decoding failure on a common message
can cause significant interference in the SINR of private messages; therefore, precoders need
to be designed carefully to maximize the spectral efficiency. In addition, design for physical
layer security [37]], [38] with RSMA is of interest. Considering RSMA in terahertz line-of-sight

MIMO environments [39] is also promising.

APPENDIX A

PROOF OF LEMMA [1]

We first derive the KKT condition of the problem (@0Q). The corresponding Lagrangian function

1s defined as
K #H - -1\
_ 1 f Ac(k)f) @
L(f) =log| — exp|log, [ =—————=
(f) =log K; p gz(fHBC(k)f

K fHA, T
kZ (fHka) (73)
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To find a stationary point, we take the partial derivatives of L(f) with respect to f and set it to
zero. For simplicity, we denote the first and the second part of the Lagrangian function as L (f)
and L,(f), respectively. Since we have
fHAF\ . (fPAf\[ Af  Bf ]
Oz=z| /0t = =2 | 5o= — 2= | » 74
(fHBf) / (fHBf) lfHAf fHBf (74)
the partial derivative of L;(f) is obtained using the above calculation:
_ 1 A (of _ _
OLI(F) < [ exp (_—alogz (fHBC(k)f)) > (10 (fHAC(k)f))/afH]
fH A (OF 2\ B (O
of 2?:1 eXp (il()gz (fHBCE[;f)) B ()t

k=1

1 A (OF _ _
B K [ exp (_—alogz(fHBc(k)f)) { Ac(k)f Bc(k)f }] (75)
- HA(OF fH f f
10g2 ot Zf:l exp (% logz (fHBCEg;f)) f Ac(k)f f Bo(k)f
Similar to this, we calculate L, (f)/df" as follows.
ILE 1 < [ Af B ]
—— = = — — —| . 76
off  log2 kZ::‘ fHAf  fHB.f (76)
The first-order KKT condition holds when
AL (f) ILy(F)
— +——=0 77
oftH oftH (0
1 A (of _ _ _ _
n K [ exp (qlogz (f‘HBC(k)f')) { Ac(hf  Bo(b)f } "‘ZK:[ A B ]_
fH f FH FfH f fHA F fHR.F|
Hlsx exp(_—lalogz (;gggi)) fHAC(OF  fHBo(k)F) | & | fHAF  FHB.E
(78)
Defining Axkt(F), BriT(f), and A(f) as
[ HAL(OF
c [ (e ()
_ _ a (T Ac(k) Ay
At ® = dnm(®) x ) | —————— S rmag
=T 21 eXp(—_wlogz (fHBzw)f)) ° ‘
A (0f
[ (v (3t)
_ _ : S(F Bo(k) By
Br () = doen(®) x ) | —————— e o g 0
S P eXp(Elogz (THBsz)) ¢ ¢
K £ SN\ TR K, s P
- 1 A (k)f frAf) A f
Af) =4¢= ) exp|log, ‘HA) Xl—[(_H k_) = num(_), (81)
K & fHB.(k)f 1 (Bt ) Agen(f)
the first-order KKT condition is rearranged as
Akt (OF = A(F)Brkr (DT © Byyr(H) ' Akkr(DF = A(DF. (82)

This completes the proof. O
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