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Abstract

Non-orthogonal multiple access (NOMA) assisted semi-grant-free (SGF) transmission has recently

received significant research attention due to its outstanding ability of serving grant-free (GF) users

with grant-based (GB) users’ spectrum, which greatly improves the spectrum efficiency and effectively

relieves the massive access problem of 5G and beyond networks. In this paper, we first study the outage

performance of the greedy best user scheduling SGF scheme (BU-SGF) by considering the impacts

of Rayleigh fading, path loss, and random user locations. In order to tackle the admission fairness

problem of the BU-SGF scheme, we propose a fair SGF scheme by applying cumulative distribution

function (CDF)-based scheduling (CS-SGF), in which the GF user with the best channel relative to its

own statistics will be admitted. Moreover, by employing the theories of order statistics and stochastic

geometry, the outage performances of both BU-SGF and CS-SGF schemes are analyzed. Theoretical

results show that both schemes can achieve full diversity orders only when the served users’ data

rate is capped, which severely limits the rate performance of SGF schemes. To further address this

issue, we propose a distributed power control strategy to relax such data rate constraint, and derive
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analytical expressions of the two schemes’ outage performances under this strategy. Finally, simulation

results validate the fairness performance of the proposed CS-SGF scheme, the effectiveness of the power

control strategy, and the accuracy of the theoretical analyses.

Index Terms —NOMA, semi-grant-free, CDF-based scheduling, outage probability, fairness.

I. INTRODUCTION

With the fast development of the Internet of Things (IoT), more and more devices are expected

to be connected to the networks. It is predicted that the number of connected devices will reach

31.4 billion by 2023, and more than 60% of which will be IoT connections [1]. These large

number of IoT devices arouse a paradigm shift from the current human-type communication

oriented systems, where the packets are always quite long and transmitted based on grant-based

(GB) protocols (namely, each communication device first transmits a scheduling request to the

base station (BS) and then the BS sends a resource allocation grant back). On the contrary, short

packets are common for the traffic generated by IoT devices [2]–[4], which is unsuitable to

be transmitted with conventional GB protocols, since the lengthy request-grant process will be

prohibitively costly for the signaling overhead and unacceptable as well for the resulting latency

in delay-critical IoT applications [5], [6]. This motivates the development of Grant-free (GF)

transmissions, where the request-grant process is omitted and some dedicated resource blocks are

reserved for these IoT devices to transmit whenever the packets arrive [6]–[9]. By applying GF

schemes, the transmission delay resulting from the request-grant process is eliminated, and also

the spectrum efficiency can be effectively improved. Nevertheless, without central access control

of the BS, collisions may frequently occur in GF transmissions, since the spectrum reserved for

GF transmission is ordinarily limited and it is inevitable that multiple users will choose the same

resource in massive amount of IoT scenarios.

Integrating Non-orthogonal multiple access (NOMA) with GF transmission is a promising

solution to this problem, by which multiple devices could transmit their signals using the same

resource with different power levels or codebooks [10]–[12]. In this paper, we focus on power-

domain NOMA [13], [14]. For comprehensive review of code-domain GF NOMA, we refer the

readers to [15]–[17] and the references therein. The combination of power domain NOMA with

random access (NOMA-RA) scheme for multichannel ALOHA was first discussed in [18], where

users can choose the predetermined power levels for uplink transmission. Further, a layered

random access scheme was proposed to enhance the throughput of multichannel ALOHA in
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[19]. By making use of channel inversion technique, the received power levels were set as

two [20] and multiple [21] target values for NOMA-RA systems, and it is shown in [22] that

increasing the number of power levels may further improve the throughput gain. Whereas, only

successive interference cancellation (SIC) decoding strategy was considered in [18]–[22]. Based

on slotted ALOHA (SA) and NOMA (SA-NOMA), [23] investigated the performance of both

SIC and joint decoding (JD) strategies for wireless sensor networks, which showed that JD could

effectively avoid outage error floors and SA-NOMA outperforms SA. However, in systems with

a large quantity of devices, the number of connections may still exceed the NOMA capability

for successful decoding, which deteriorates the system performance [12].

To alleviate this situation, NOMA assisted semi-grant-free (SGF) transmission schemes, which

encourage GB users to share their resources with delay-tolerant IoT devices transmitting with

GF protocols, have received much research attention [12], [24]. In SGF transmission schemes,

some IoT devices with delay-tolerant packets can be bypassed with the resources which would

otherwise be solely utilized by the GB users, so that both the connectivity and spectral efficiency

can be improved. As the number of devices that content for the dedicated resources reserved for

GF transmissions is reduced, the successful communication probability for the latency-critical

IoT devices could be improved. Compared to pure GB transmission, lower signaling overhead

is needed in SGF transmission, meanwhile the collision event is effectively managed compared

with pure GF transmission [24].

A. Related Work

The NOMA-assisted SGF transmission schemes have been investigated in [24]–[29]. Specifi-

cally, the concept of SGF transmission was firstly proposed in [24], where two SGF mechanisms

were developed to restrict the number of admitted GF users and ensure that the admission of

the GF users does not cause too much performance degradation to the GB users. Based on the

framework of [24], in order to improve the admitted GF users’ outage performances, Yang et

al. [25] proposed an adaptive power allocation strategy to restrict the transmit power of the GB

user, as the GB user’s signal was assumed to be always decoded at the second stage of SIC. Only

Rayleigh fading was considered in [24], [25], while the impacts of path loss and user locations

were not taken into account. In this regard, Jayanth et al. [26] considered a homogeneous user

distribution scenario, and two GF users with the largest and second largest channel gains were

admitted. To ensure the performance of the GB user, they exploited the principle of underlay
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cognitive radio to restrict the interference generated by the two admitted GF users within a

threshold. Note that, the distances of all GF users to the BS are assumed to be the same in

[26]. To step further, Zhang et al. investigated the spatial effect of random user locations on the

performance of SGF schemes [27], [28]. They proposed a dynamic threshold protocol for the

admission of the GF users and analyzed the outage performance [27] and ergodic rate [28] for

the randomly scheduled GF users by employing stochastic geometry.

In the aforementioned studies [24]–[28], pre-fixed SIC decoding orders were assumed, which

led to performance degradation for the GB user or outage error floors for the GB/GF users. To this

end, Ding et al. [29] proposed a new SGF scheme by resorting to hybrid successive interference

cancellation (HSIC) [30], in which the outage error floors could be effectively avoided if the

product of the GB and GF users’ target signal-to-interference-plus-noise ratio (SINR) is less

than 1, while the performance of the GB user could still be guaranteed as it solely occupies the

channel. In other words, for the new SGF scheme, the admission of GF users can effectively

improve the spectrum efficiency without affecting the GB user’s performance.

B. Motivation and Contributions

Even though the aforementioned work has presented some innovative studies on NOMA-

assisted SGF transmission schemes, three critical problems are still waiting for solution: 1) Only

small scale fading (Rayleigh fading) was considered in [24]–[26], [29], and the impact of user

locations was not taken into consideration. Although the impact of user locations was studied

in [27] and [28], they failed to exploit multi-user diversity since random user scheduling was

considered; 2) Most of the existing SGF schemes preferred to schedule the GF users with the

strongest or weakest channel gains, in order to ensure the performance of the GB user [24]

or maximize the rate performance of the scheduled GF users [24]–[26], [29]. This scheduling

strategy may lead to the fairness1 problem, since the users closer to the BS (cell boundary)

may be scheduled more frequently due to smaller (larger) path loss. In practice, both sum rate

and access fairness are critical system performance indicators in wireless networks [32], [33],

especially for opportunistic scheduling [34]. Hence, it is necessary to develop an SGF scheme

can ensure fair admission chance for the GF users with a reasonable rate performance guarantee;

3) In the new SGF scheme [29], robust transmission of the GF users (namely, the GF users can

1In general, fairness in user scheduling can be divided into two categories [31]: throughput-based fairness and resource-based
fairness. This paper focuses on resource-based fairness, namely, the GF users with different distances to the BS have an equal
probability in scheduling.



5

achieve non-zero diversity orders) can be achieved only in the case of capped target rate pairs.

It is necessary to develop an SGF scheme can guarantee robust transmission in all cases.

Motivated by the previous discussions, this paper dedicates to investigating the SGF transmis-

sion schemes in a more practical scenario of considering the impact of spatial user locations. To

be specific, we first extend the analysis on the outage performance of the SGF scheme with best

user scheduling (BU-SGF) (namely, the GF user with the maximal data rate will be scheduled

[29]) under a channel model consisting of Rayleigh fading, path loss, and random user locations

by employing stochastic geometry. After that, to address the admission fairness issue inherent

in the BU-SGF scheme, we introduce cumulative distribution function (CDF)-based scheduling

to SGF scheme (termed as CS-SGF scheme), where the GF user whose channel condition is

at its best state and most unlikely to be better will be admitted. Compared to the existing fair

schemes, i.e., random selection SGF schemes [27], [28], the proposed CS-SGF scheme can

effectively exploit multi-user diversity. Moreover, we develop a power control strategy, which

can relieve the restrictions on the users’ target rates for achieving full diversity orders and further

enhance the outage performance. The main contributions of this paper are outlined as follows:

• We develop a tractable performance analysis framework for the BU-SGF scheme integrating

Rayleigh fading, path loss, and spatial user locations. The proposed framework can be easily

extended to analyze the performance of other fading channel models, such as Nakagami-m

fading, Rician fading, and so on.

• We propose a fair admission scheme for SGF transmission systems by invoking CDF-based

scheduling, which can effectively utilize multi-user diversity.

• For both BU-SGF and CS-SGF schemes, we analyze the outage performances of the admitted

GF users by applying order statistics and stochastic geometry. Meanwhile, we also derive the

rate constraints under which both schemes can achieve full or zero diversity orders and identify

the causes resulting in error floors.

•We propose a distributed power control strategy for both GB and GF users to eliminate outage

error floors and enhance the admitted GF users’ outage performance. We then re-evaluate the

outage performances of BU-SGF and CS-SGF schemes with the proposed power control strategy

and show insights on why the error floors can be avoided after applying the proposed power

control strategy.

Our work extends the BU-SGF scheme [29] in the following several aspects: 1) Only Rayleigh

fading is considered in [29], while our work takes both the path loss and the two-dimensional
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Fig. 1. An illustration of the considered SGF system model.

spatial locations of the users into consideration. Meanwhile, a more general outage performance

analysis framework is proposed which can be adapted to other channel models with the impact

of both path loss and spatial user locations; 2) The condition on the theoretical analysis in [29],

i.e., the product of the two users’ target SINRs is less than 1, is removed to make our analysis

more general; 3) The outage performance of the traditional BU-SGF scheme is re-evaluated by

considering the power control strategy.

C. Organization

The rest of this paper is organized as follows. Section II introduces the system model. Two

SGF transmission schemes are presented in Section III. In Section IV, the outage performances

of the two schemes with fixed transmit power are analyzed. Section V proposes the power

control strategy and analyzes the outage performances of the two schemes after applying the

power control strategy. In Section VI, simulation results are presented to verify the theoretical

analyses and Section VII concludes this paper.

II. SYSTEM MODEL

In this section, the signal model is presented first, then the decoding scheme with HSIC and

performance metric are introduced.

A. Signal Model

As shown in Fig. 1, a single-cell uplink cellular network is considered, where the BS is located

at the center of the coverage disc area with radius D. Similar to [24], [25], [29], we consider K
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GF users (denoted as Uk, k ∈ {1, . . . , K}) and one GB user (denoted as UB), where these GF

users are distributed in the disc area DF with radius DF (DF ≤ D), and the GB user is randomly

deployed in a ring region DB with inner radius D0 (D0 ≥ 0) and outer radius D1 (D1 ≤ D). The

GF users are randomly distributed according to homogeneous Binomial point process (HBPP)

[35], namely, the GF users are randomly deployed within the coverage area of the BS. The GB

user communicates with the BS in conventional grant-based protocol and has been allocated one

specific resource block. Thus, we assume that the channel state information (CSI) of the GB

user is known to the BS [28]. Similar to [29], in each time slot, one GF user, denoted as UF

(UF ∈ {U1, . . . ,UK}), will be admitted for transmission using the resource block allocated to

UB after distributed contention2, where the contention criteria will be specified in Section III.

It is assumed that all nodes are equipped with a single antenna. We consider a composite

channel model with both quasi-static Rayleigh fading and large scale path loss, and the channel

coefficients are assumed to be invariant during each time slot and change independently between

slots. At the beginning of each time slot, we assume that each user can estimate its CSI by

exploiting pilot signals sent by the BS. The channel between the k-th GF user Uk and the BS is

modeled as hk = ζk√
1+rαk

, where rk represents the distance between Uk and the BS, α denotes the

path loss exponent, and ζk represents Rayleigh fading coefficient with ζk ∼ CN (0, 1). Without

loss of generality, we assume that the GF users’ channel gains are ordered as3

|h1|2 ≤ · · · ≤ |hK |2. (1)

Similarly, the channel of UB to the BS is defined as g = ζB√
1+rαB

, where ζB ∼ CN (0, 1) and rB

denotes the distance between UB and the BS.

Based on these assumptions, the CDFs of the unordered channel gains of the GF and GB

users can be respectively expressed as [36], [37]

FF(x) =
2

D2
F

∫ DF

0

[
1− e−(1+rα)x

]
rdr

(a)
≈ 1

2

L∑
l=1

Ψl

(
1− e−µlx

)
, (2)

FB(y) =
2

D2
1 −D2

0

∫ D1

D0

[
1− e−(1+rα)y

]
rdr

(b)
≈ 1

D1 +D0

N∑
n=1

Φn

(
1− e−cny

)
, (3)

2Distributed contention has been widely used in opportunistic carrier sensing [29], [39], [40], where the BS can schedule the
most preferred user in a distributed manner. Take the strategy proposed in [40] as an example, which selects the user with the
best channel condition to transmit. After estimating the CSI, each user selects a backoff time, e.g., πk for the k-th user, which
decreases monotonously with increasing channel gain. Once the contention time window (with duration π0) begins, the k-th
user will send a flag to the BS after πk (πk < π0) expires. Thus, the user with the best channel will send its flag first and
hence be identified to the BS.

3Note that, this assumption is used to facilitate performance analysis, and all nodes in the system do not know this order [29].
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where ψl = cos
(

2l−1
2L
π
)
, µl = 1 +

(
DF
2

+ DF
2
ψl
)α

, Ψl = π
L

√
1− ψ2

l (1 + ψl), ϕn = cos
(

2n−1
2N

π
)
,

φn = D1+D0

2
+ D1−D0

2
ϕn, Φn = π

N

√
1− ϕ2

nφn, cn = 1+φαn, L and N are parameters for ensuring

complexity-accuracy trade-off. Due to the integrals in (2) and (3) can not be calculated in many

communication scenarios (i.e., α > 2) [36], the Gaussian-Chebyshev quadrature [38] is applied

to perform approximation operations in (a) and (b). From (3), we can derive the probability

density function (pdf) of UB’s channel gain as

fB(y) ≈ 1

D1 +D0

N∑
n=1

Φncne
−cny. (4)

In each time slot, the BS will receive the superimposed signals transmitted from the GB user

UB and the admitted GF user UF, which can be expressed as

y = h
√
PFsF + g

√
PBsB + n0, (5)

where sν (ν ∈ {B,F}) denotes the transmit symbol of Uν with E{|sν |2} = 1. Pν represents the

transmit power of Uν , h (g) denotes the channel from UF (UB) to the BS, and n0 represents

the additive white Gaussian noise (AWGN) with zero mean and variance σ2. To facilitate the

theoretical analysis, we assume that all the GF users have the same target data rate. Let RB (RF)

and γB = 2RB − 1 (γF = 2RF − 1) respectively represent the target data rate and the target SINR

of UB (UF). Assuming the maximal transmit powers of the GB and GF users are the same and

denoted as Pm. The notations used in this paper are summarized in Table I.

B. Decoding with HSIC

In NOMA transmission, SIC is applied at the receiver to decode both users’ signals, where

one user’s signal is decoded and subtracted from the compound received signal first, and then

another user’s signal is decoded. In fixed SIC (FSIC), the decoding order is pre-determined and

is commonly employed in conventional SGF schemes [24]–[28]. However, FSIC may result in

outage error floors, which leads to transmission robustness degradation of the GF users.

In order to effectively avoid outage error floors [30], HSIC is employed in this paper, where the

decoding order is dynamically changed based on the instantaneous received SNR of UF. Prior to

user scheduling, the BS will first broadcast a threshold, denoted as τ0 , max {0, τ(|g|2)}, to all

the GF users [29]. Here, τ(|g|2) = α−1
B |g|2−1, which is derived based on the condition that the BS

can successfully decode UB’s signal at the first stage of SIC, namely, log
(

1 + ρB|g|2
τ(|g|2)+1

)
≥ RB.

Determing decoding order of HSIC can be divided into the following two cases:
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TABLE I
LIST OF NOTATIONS

Notation Description
K Number of the GF users
DF (DB) Disc (ring) region distributed with GF (GB) users
D Coverage area of the BS
DF Radius of the disc region DF

D0 (D1) Inner (outer) radius of the ring region DB

Uk The k-th GF user (k ∈ {1, . . . ,K})
UF The admitted GF user (UF ∈ {U1, . . . ,UK})
UB The GB user
α The path loss exponent
hk Channel of Uk with the BS
h (g) Channel of UF (UB) with the BS
rk Distance between Uk and the BS
rF (rB) Distance between UF (UB) and the BS
RF (RB) Target rate of UF (UB)
γF (γB) Target SINR of UF (UB), γF = 2RF − 1 (γB = 2RB − 1)
σ2 The noise power
PF (PB) Transmit power of UF (UB)

ρF (ρB) Transmit signal-to-noise ratio (SNR) of UF (UB), ρF = PF
σ2 , ρB = PB

σ2

Pm (ρm) Maximal transmit power (SNR) of all users, ρm = Pm
σ2

Pk (ρk) Transmit power (SNR) of Uk
αF (αB) Target channel gain of UF (UB), αF = γF

ρF
, αB = γB

ρB

α′F (α′B) Minimal target channel gain of UF (UB), α′F = γF
ρm

, α′B = γB
ρm

fX(·) Probability density function of X
FX(·) Cumulative distribution function of X
P{·} Probability of an event
, Be defined as
f(a 7→ b) Replace a in expression f with b
CN (µ, δ2) Complex Gaussian random variable with mean µ and variance δ2

• When the effective received SNR of UF’s signal is larger than τ0 (namely, ρF|h|2 > τ0),

the BS will decode UF’s signal first with a data rate log
(

1 + ρF|h|2
ρB|g|2+1

)
. Otherwise, with

the opposite decoding order, UB’s signal cannot be successfully decoded, since ρF|h|2 > τ0

leads to log
(

1 + ρB|g|2
ρF|h|2+1

)
< RB, while UB’s QoS should be satisfied with priority in SGF

transmissions. Hence, UB’s signal will be decoded at the second stage of SIC, with a data

rate log (1 + ρB|g|2), which is the same as that achieved in OMA.

• When ρF|h|2 ≤ τ0, the BS will decode UB’s signal first. Actually, in this case, for any

decoding order, UB can achieve the same performance as that in OMA transmission, and

the BS can decode UB’s signal at either the first or the second stage of SIC. Accordingly, UF

will achieve a data rate of log (1 + ρF|h|2) or log
(

1 + ρF|h|2
ρB|g|2+1

)
. Since log (1 + ρF|h|2) >

log
(

1 + ρF|h|2
ρB|g|2+1

)
, UB’s signal will be decoded first to maximize UF’s data rate.
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C. Performance Metric

In this paper, we use outage probability as a performance metric for different SGF schemes,

which represents the probability that the instantaneous achievable rate of an admitted GF user is

less than a target rate. To gain more insights, diversity order will also be derived. The diversity

order highlights the asymptotic scaling law of the outage probability to the transmit SNR, which

is defined as [41]

d = − lim
ρ→∞

logP(ρ)

logρ
, (6)

where P(ρ) and ρ denote the outage probability and transmit SNR, respectively.

We would like the diversity order to be non-zero, which indicates that the outage probability

will constantly decrease with the increase of the transmit SNR. Intuitively, we would also like

the diversity order to be as large as possible, which means the outage probability will decrease

fast with the increase of transmit SNR. However, when ρ → ∞, if the outage probability is a

constant and is independent of the transmit SNR, an outage error floor occurs, which may lead

to a degradation of transmission robustness.

III. SGF SCHEMES

In this section, we first introduce the BU-SGF scheme [29] with randomly deployed users,

then the proposed fair CS-SGF scheme is presented.

A. BU-SGF Scheme

In BU-SGF scheme, the GF user which can achieve the maximal data rate will be admitted

to access UB’s channel. It can effectively utilize multi-user diversity and avoid the outage error

floor of the admitted GF user, while guaranteeing the GB user’s performance to be the same

as it solely occupies the channel [29]. However, only the Rayleigh fading channel was taken

into consideration in [29] and the analytical results can not be easily extended to other channel

models. In reality, the users are always randomly distributed and their channels are also impacted

by the path loss, therefore, it is necessary to consider these two factors in performance analysis.

Instead, we extend the traditional BU-SGF scheme, where the admission procedure consists of

the following six steps:

1) The BS sends pilot signals.

2) Each user estimates its own CSI.

3) UB feedbacks its transmit SNR ρB, target rate RB, and CSI g to the BS.
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4) The BS calculates UB’s decoding threshold τ0, and broadcasts UB’s effective received SNR

ρB|g|2 and τ0 to all GF users.

5) Uk calculates its transmit data rate (if admitted), which is log
(

1 + ρk|hk|2
ρB|g|2+1

)
if ρk|hk|2 > τ0,

or log (1 + ρk|hk|2) if ρk|hk|2 ≤ τ0, where ρk|hk|2 denotes Uk’s effective received SNR (if

admitted). Note that, HSIC is applied here.

6) The GF user with the maximal data rate will be admitted to transmit through distributed

contention. Thus, the contention criterion is each GF user’s achievable data rate.

In BU-SGF scheme, the achievable rate of Uk, log
(

1 + ρk|hk|2
ρB|g|2+1

)
or log (1 + ρk|hk|2), is an

increasing function with respect to the channel gain |hk|2. By considering randomly distributed

GF users with different distances to the BS, the GF users closer to the BS can achieve higher

data rate due to smaller path loss. Since the BU-SGF scheme always admits the GF user with the

largest data rate, the GF users closer to the BS will be scheduled more often. On the contrary,

the GF users far from the BS will be scheduled seldomly and their generated data may become

overflow, which results in severe fairness issue. In the next subsection, we will propose a fair

SGF scheme, which can schedule each GF user with equal probability.

B. CS-SGF Scheme

We handle the fairness issue of SGF scheme by resorting to CDF-based scheduling, where the

GF user with the largest CDF value about its channel gain, namely, the GF user whose channel is

good enough relative to its own statistics, will be admitted [42]. Since all the GF users’ channels

are independent with each other and their channel gains’ CDF values are uniformly distributed

in [0, 1] [31], each GF user will have the same probability to obtain the largest CDF value and

then the admission fairness can be guaranteed. Assume that the CDF of Uk’s channel gain |hk|2

is denoted as Fk(x)4. For Rayleigh small-scale fading, the CDF of Uk’s channel gain with a

given distance rk (the distance from Uk to the BS) can be expressed as

Fk(x|rk) = 1− e−(1+rαk )x. (7)

We assume that the BS sends pilot signals at the beginning of each time slot for synchronizing

uplink transmissions. In time division duplexing (TDD) mode, each GF user can estimate its

channel gains by measuring these pilot signals [18]. By applying non-parametric CDF based

scheduling (NPCS) or parametric CDF based scheduling (PCS) [43], each GF user can estimate

4In this paper, we use “CDF” to denote the cumulative distribution function, e.g., Fk(x), and use “CDF value” to represent
the corresponding output value of a CDF with a specific input x.
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its CDF based on the estimation of channel gains [31]. When a GF user wants to transmit data

at a specific time slot, it will estimate the instantaneous channel gain at the beginning of that

time slot, and then obtain the corresponding CDF value by substituting the estimated result into

the CDF. By using distributed contention control strategy [40], the GF user with the largest CDF

value can be admitted. The contention criterion is each GF user’s CDF value, namely, each GF

user’s backoff time is set to be inversely proportional to its CDF value. The admission procedure

of CS-SGF scheme can be outlined as follows:

1) The BS sends pilot signals.

2) Each user estimates its own CSI (Based on that, each user can estimate its CDF after a

long-term observation of the CSI.).

3) UB feedbacks its transmit SNR ρB, target rate RB, and CSI g to the BS.

4) The BS calculates UB’s decoding threshold τ0, and broadcasts UB’s effective received SNR

ρB|g|2 and τ0 to all GF users.

5) The GF user with the maximal CDF value will be admitted to transmit through distributed

contention, and the contention criterion is each GF user’s CDF value.

6) The admitted GF user, UF, calculates its transmit data rate, which is log
(

1 + ρF|hF|2
ρB|g|2+1

)
if

ρF|hF|2 > τ0, or log (1 + ρF|hF|2) if ρF|hF|2 ≤ τ0. HSIC is applied here.

IV. PERFORMANCE ANALYSIS FOR SGF SCHEMES WITH FIXED TRANSMIT POWER

In this section, the outage probabilities and achieved diversity orders of UF are analyzed

for both BU-SGF and CS-SGF schemes. Note that, since UB can always achieve the same

performance as that in OMA for both schemes, we only characterize UF’s outage performance

[29]. The main steps of the analysis procedure are listed as follows:

1) Derive UF’s outage probability expressions.

2) Convert, combine, and/or simplify the outage probability expressions for easier calculation.

3) Calculate the approximation expressions for the outage probabilities by using the CDF/pdf

expressions of the users’ channel gains.

4) Derive the high SNR approximations of the outage probabilities and the achieved diversity

orders.

For ease of theoretical analysis, the GF users are assumed to use a same fixed transmit SNR

ρF in both BU-SGF and CS-SGF schemes, namely, ρk = ρF for k ∈ {1, . . . , K}.
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A. Performance Analysis for BU-SGF Scheme

According to the previous description, the outage probability of UF for BU-SGF scheme can

be denoted as

PBU =
K∑
k=0

P
{
Ek,max{log(1 + ρF|hi|2), 1 ≤ i ≤ k} < RF,

max{log(1 +
ρF|hi|2

ρB|g|2 + 1
), k < i ≤ K} < RF},

(8)

where Ek denotes the event that there are k users’ effective received SNRs are less than UB’s

decoding threshold τ0.

As the GF users transmit with fixed SNR ρF and their channel gains are ordered as (1), the

outage probability can be rewritten as

PBU =P
{
E0, R

fs
K < RF

}
+ P {EK , Rss

K < RF}+
K−1∑
k=1

P
{
Ek, R

ss
k < RF, R

fs
K < RF

}
, (9)

where Rfs
k , log(1+ ρF|hk|2

ρB|g|2+1
) and Rss

k , log(1+ρF|hk|2) represent the k-th (k ∈ {1, . . . , K}) GF

user’s achievable rates when its signal is decoded at the first and second stages of SIC, respec-

tively. The superscripts “fs” and “ss” refer to the first and second stages of SIC, respectively. In

(9), the first term shows the outage probability of the admitted GF user (namely, the K-th user

whose signal is decoded at the first stage of SIC) when all GF users’ effective received SNRs

are larger than UB’s decoding threshold τ0; the second term computes the outage probability

of the admitted GF user (the K-th user whose signal is decoded at the second stage of SIC)

when all the users’ effective received SNRs are lower than τ0; and the third term considers the

cases when there are k (1 ≤ k ≤ K − 1) users with effective received SNRs lower than τ0, the

probability of the admitted GF user (either the k-th user whose signal is decoded at the second

stage of SIC, or the K-th user whose signal is decoded at the first stage of SIC) is in outage.

Note that, in the case of |g|2 < αB = γB
ρB

, the decoding threshold τ0 , max
{

0, α−1
B |g|2 − 1

}
=

0. Then the outage probability can be expressed as

PBU =P
{
|g|2 > αB, E0, R

fs
K < RF

}︸ ︷︷ ︸
T0

+
K−1∑
k=1

P
{
|g|2 > αB, Ek, R

ss
k < RF, R

fs
K < RF

}︸ ︷︷ ︸
Tk

+ P
{
|g|2 > αB, EK , R

ss
K < RF

}︸ ︷︷ ︸
TK

+P
{
|g|2 < αB, R

fs
K < RF

}︸ ︷︷ ︸
TK+1

,

(10)

where the terms T0, Tk (1 ≤ k ≤ K− 1), and TK denote the case τ0 > 0. Term TK+1 represents
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the case τ0 = 0, thus all the GF users’ signals should be decoded at the first stage of SIC and

UK can achieve the maximal data rate in this case. An approximate expression of PBU is shown

in the following theorem.

Theorem 1. Assume K ≥ 2. Depending on the value of γBγF, the outage probability of UF for
BU-SGF scheme, PBU, takes two forms. Specifically,

PBU =



K∑
k=0

η̄kI1;k +
K∑
k=0

η̄kI2;k + I3 + I4, if γBγF < 1 (11a)

K∑
k=0

η̄kI1;k +
K∑
k=0

η̄kI2;k(α2 7→ ∞) + I3, if γBγF ≥ 1 (11b)

where,

I1;k =

∫ α1

αB

fB(w)

[
FF

(
w

ρFαB
− 1

ρF

)]k [
FF (αFρBw + αF)− FF

(
w

ρFαB
− 1

ρF

)]K−k
dw,

(12)

I2;k =

∫ α2

α1

fB(w) [FF (αF)]k
[
FF (αFρBw + αF)− FF

(
w

ρFαB
− 1

ρF

)]K−k
dw, (13)

I3 =

∫ αB

0

fB(w) [FF(αFρBw + αF)]K dw, (14)

I4 = [1− FB(α2)] [FF (αF)]K , (15)

η̄k = K!
k!(K−k)!

, α1 = αB(γF + 1) and α2 = αB(γF+1)
1−γBγF

, I2;k(α2 7→ ∞) denotes the expression of
replacing α2 in I2;k with∞. FF(x), FB(y), and fB(y) are shown in (2), (3), and (4), respectively.

Proof: Please refer to Appendix A. �

Following the similar steps for proofing Theorem 1, the outage probability of the BU-SGF

scheme in the case of only one GF user, namely, K = 1, can be derived straightforwardly. We

omit it for space limitation.

From the proof of Theorem 1, we can find the main difference of the two cases (namely,

γBγF < 1 and γBγF ≥ 1) is that, an additional constraint of |g|2 < α2 is needed for the case of

γBγF < 1, which effectively avoid the outage error floor of UF.

Remark 1: The outage probability expressions in Theorem 1 have favorable extensibility.

We can obtain the outage probability of the BU-SGF scheme in [29] by substituting FF(x) =

1 − e−x and fB(y) = e−y into Theorem 1. Moreover, they can also be applied to calculate the

outage probability of BU-SGF scheme with other fading channel models. For example, for the

Nakagami-m fading channel with fading parameter m and variance λ, the outage probability of
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BU-SGF scheme can be obtained by substituting FF(x) = 1 − e−mλ x
∑m−1

s=0

(m
λ
x)s

s!
and fB(y) =

mm

Γ(m)λm
ym−1e−

my
λ into Theorem 1, where Γ(·) denotes the Gamma function.

Remark 2: It is quite complicated to derive closed form expressions for the outage probability

of UF in Theorem 1, mainly because Tk (0 ≤ k ≤ K) in (10) involve different order statistics.

For example, T0 is a function of three channel gains: |g|2, |h1|2, and |hK |2, whereas Tk (1 ≤ k ≤

K − 2) is a function of four channel gains: |g|2, |hk|2, |hk+1|2, and |hK |2. In addition to these

dependent order statistics |hk|2, |hk+1|2, and |hK |2, the complicated distribution functions in (2)

and (3) make the derivation of closed forms more involved. However, at high SNR, insightful

approximations can be obtained as shown in the following.

Corollary 1. Assume K ≥ 2 and ρB = ρF →∞. The high SNR approximation of PBU (denoted
as ~PBU) can be expressed as

~PBU =



K∑
k=0

η̄k~I1;k +
K∑
k=0

η̄k~I2;k + ~I3 + ~I4, if γBγF < 1 (16a)

K∑
k=0

η̄k~I1;k +
K∑
k=0

η̄k ~H2;k + ~I3, if γBγF ≥ 1 (16b)

where,

~I1;k =
SBS

K
F

ρK+1
B

K−k∑
i=0

(
K − k
i

)
(γF + 1)K−k−i(γF − γ−1

B )i

× γi+1
B

k∑
j=0

(
k

j

)
(−1)j

(1 + γF)k−j+i+1 − 1

k − j + i+ 1
,

(17)

~I2;k =
SBS

K
F

ρK+1
B

K−k∑
i=0

(
K − k
i

)
(γF + 1)K−k−i(γF − γ−1

B )iγkF
α̃i+1

2 − α̃i+1
1

i+ 1
, (18)

Ω =

(
−1

2

)K−k
1

D0 +D1

N∑
n=1

Φncn

K−k∑
m=0

(
K − k
m

)
(−1)m

×
∑

∑L
l=0 pl=K−k−m

(
K − k −m
p0, . . . , pL

) ∑
∑L
l=0 ql=m

(
m

q0, . . . , qL

)( L∏
l=0

Ψpl+ql
l

)
,

(19)

~I3 =
SBS

K
F γKF

ρK+1
B (K+1)

[
(1 + γB)K+1 − 1

]
, ~I4 = (SFγF

ρB
)K
(

1− SBα̃2

ρB

)
, SB = 1

D0+D1

∑N
n=1 Φncn, SF =

1
2

∑L
l=1 Ψlµl, α̃1 = γB(γF + 1), α̃2 = γB(γF+1)

1−γBγF
, ~H2;k = Ω(SFγF)k

ρkB
(
∑L

l=0

(
plµlγF + qlµlγ

−1
B

)
+ cn)−1.

Proof: Please refer to Appendix B. �

It looks very complicated at the first sight of (16), while most of the variables refer to the given

system parameters. We only need to observe the exponent of ρB in each term, which determines
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the achieved diversity order. Comparing the terms in (16), we have the following observations in

high SNR region (namely, ρB = ρF →∞). In the case of γBγF < 1, ~I4 is inversely proportional

to ρKB , and all other terms are inversely proportional to ρK+1
B . By applying (6), we know that

UF can achieve a diversity order of K (i.e., a full diversity order given K GF users). Moreover,

the outage probability of the scheduled GF user decreases with the increasing of the number

of GF users K, and also decreases with the decreasing of the GF user’s target SINR γF and

its distribution region DF (since SF is an increasing function of DF). However, in the case of

γBγF ≥ 1, ~H2;0 is a constant, which is irrelevant to ρB. Hence, UF achieve a diversity order of

0. In addition to K, γF, and DF, the outage probability in this case is also related with the GB

user’s target SINR γB and distribution region D0 and D1.

B. Performance Analysis for CS-SGF Scheme

Recall that for the CS-SGF scheme, the GF user with the maximal CDF value will be admitted,

whose instantaneous channel gain is denoted as |h|2. Based on the descriptions in Sections II

and III, the outage probability of UF can be expressed as

PCS =P
{
|g|2 < αB,

ρF|h|2

ρB|g|2 + 1
< γF

}
︸ ︷︷ ︸

∆1

+ P
{
|g|2 > αB, ρF|h|2 > τ(|g|2),

ρF|h|2

ρB|g|2 + 1
< γF

}
︸ ︷︷ ︸

∆2

+ P
{
|g|2 > αB, ρF|h|2 < τ(|g|2), ρF|h|2 < γF

}︸ ︷︷ ︸
∆3

,

(20)

where ∆1 denotes the case τ0 = 0, and UF’s signal is decoded at the first stage of SIC. ∆2 (∆3)

denotes the case when τ0 > 0, and UF’s signal is decoded at the first (second) stage of SIC.

Theorem 2. Depending on the value of γBγF, the outage probability of UF for CS-SGF scheme,
PCS, can be approximated as two forms, namely,

PCS ≈


Ξ1cn
Θ1

e−kµlαF(1− e−Θ1α2) +
Ξ1cn
Θ2

e
kµl
ρF
(
e−Θ2α2 − e−Θ2α1

)
+Ξ2e

−cnα1(1− e−µlαF)K , if γBγF < 1 (21a)
Ξ1cn
Θ1

e−kµlαF − Ξ1cn
Θ2

e
kµl
ρF e−Θ2α1 + Ξ2e

−cnα1(1− e−µlαF)K , if γBγF ≥ 1 (21b)

where Ξ1 = 1
2(D1+D0)

∑L
l=1 Ψl

∑K
k=0

(
K
k

)
(−1)k

∑N
n=1 Φn, Ξ2 = 1

2(D1+D0)

∑L
l=1 Ψl

∑N
n=1 Φn, Θ1 =

kµlρBαF + cn, and Θ2 = kµl
ρFαB

+ cn.

Proof: Please refer to Appendix C. �
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To obtain more insights, we derive the high SNR asymptotic expressions of the outage

probabilities as well.

Corollary 2. When ρB = ρF → ∞, if γBγF < 1, the high SNR approximation of PCS can be
expressed as

~PCS =
Ξ2cn
ρB

(
µlγF

ρB

)K K∑
k=0

(
K

k

)
α̃k+1

2

k + 1
+ Ξ2

(
µlγF

ρB

)K

+
Ξ2cnµ

K
l

ρK+1
B

K∑
k=0

(
K

k

)
(−1)K−k

α̃k+1
1 − α̃k+1

2

γkB(k + 1)
,

(22)

If γBγF ≥ 1, the high SNR approximation of PCS equals

~PCS =Ξ1cn

(
Θ
′−1
1 −Θ

′−1
2

)
+

Ξ2cnµ
K
l

ρK+1
B

K∑
k=0

(
K

k

)
(−1)K−k

γB(1 + γF)k+1 − γB

k + 1

+
Ξ2cn
ρB

(
µlγF

ρB

)K K∑
k=0

(
K

k

)
γk+1

B

k + 1
+ Ξ2

(
µlγF

ρB

)K
,

(23)

where Θ′1 = kµlγF + cn and Θ′2 = kµl
γB

+ cn.

Proof: Please refer to Appendix D. �

It can be observed that, the second term of (22) is inversely proportional to ρKB , and the other

two terms of (22) are inversely proportional to ρK+1
B . Hence, UF can achieve a full diversity

order of K. Moreover, it can also be observed that the first term of (23) is a constant, thus UF

can achieve a diversity order of 0.

We know from Corollaries 1 and 2 that, with fixed transmit power, both BU-SGF and CS-

SGF schemes can avoid outage error floors only in the case of γBγF < 1, which restricts the

application scenarios for realizing robust transmissions. In order to eliminate the outage error

floors for the case of γBγF ≥ 1 as well, in the following, we propose a distributed power control

strategy for the GB and GF users.

V. POWER CONTROL STRATEGY AND ASSOCIATED PERFORMANCE ANALYSIS

In this section, the proposed power control strategy is presented first. Then, the outage

performances of both BU-SGF and CS-SGF schemes applied with the power control strategy

are analyzed.

A. Proposed Power Control Strategy

1) Power Control for the GF Users: In both BU-SGF and CS-SGF schemes, the GF users

always transmit with fixed SNR ρF. If GF user Uk’s effective received SNR ρF|hk|2 is larger
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than the GB user UB’s decoding threshold τ0, Uk’s signal should be decoded at the first stage of

SIC with a data rate log
(

1 + ρF|hk|2
ρB|g|2+1

)
. On the other hand, if ρF|hk|2 ≤ τ0, Uk’s signal will be

decoded at the second stage of SIC, with a data rate log (1 + ρF|hk|2). For the two cases, Uk’s

rate can be explicitly expressed as

Rk =

 log
(

1 + ρF|hk|2
ρB|g|2+1

)
, ρF|hk|2 > τ0

log (1 + ρF|hk|2) , ρF|hk|2 ≤ τ0

. (24)

It can be observed from (24) that, in the context of ρF|hk|2 > τ0 and τ0 > 0, Uk can reduce

its transmit SNR ρF to be less than τ0
|hk|2

to make its signal be decoded at the second stage

of SIC, and the achievable rate will be changed from log
(

1 + ρF|hk|2
ρB|g|2+1

)
to log (1 + ρ′F|hk|2)

accordingly, where ρ′F ≤ τ0
|hk|2

. On the other hand, if ρF|hk|2 < τ0 and ρm|hk|2 > τ0, Uk can

increase its transmit SNR and transform its rate from log (1 + ρF|hk|2) to log
(

1 +
ρ′′F |hk|2
ρB|g|2+1

)
,

where τ0
|hk|2

< ρ′′F ≤ ρm. This is the motivation of our power control strategy for the GF users.

The power control strategy for the GF user aims at maximizing its data rate. Hence, ρk should

be set as ρm, since both log
(

1 + ρk|hk|2
ρB|g|2+1

)
and log (1 + ρk|hk|2) are monotonically increasing

functions of ρk. Similar with (24), when Uk’s maximal effective received SNR is larger than

UB’s decoding threshold, namely, ρm|hk|2 > τ0, Uk may tune its transmit SNR based on the

values of log
(

1 + ρm|hk|2
ρB|g|2+1

)
and log (1 + τ0). To be specific, in the case of ρm|hk|2 > τ0, Uk’s

transmit SNR may be set as ρm or τ0
|hk|2

in order to maximize Uk’s data rate, and the achievable

rate is log
(

1 + ρm|hk|2
ρB|g|2+1

)
or log (1 + τ0), respectively. Thus the power control strategy for Uk is

ρk =


τ0
|hk|2

, if τ0
ρm

< |hk|2 < τ0(1+ρB|g|2)
ρm

ρm, otherwise
. (25)

Note that, recently, a similar power control strategy for HSIC was proposed in [44] for

cognitive radio-inspired NOMA system, which however only considered one secondary user

with Rayleigh fading channel.

2) Power Control for the GB User: The power control strategy for the GB user is to increase

the probability of decoding the GF user’s signal at the second stage of SIC, by which a higher

energy efficiency can be achieved. Energy efficiency is quite important for the GF users, which

are energy constrained in many IoT applications [2], [4]. First, if UB’s channel gain is too low to

support its target rate even with the maximal transmit power (namely, log (1 + ρm|g|2) < RB),
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UB’s transmit SNR ρB is set as 0. Since the transmission of UB will be failed definitely in this

case, and the transmit power of UB will cause negative impact on the decoding of UF’s signal.

For the case of log (1 + ρm|g|2) ≥ RB, in order to increase the probability of decoding the

GF user’s signal at the stage of SIC, the transmit SNR of the GB user is set as ρm. Because

the GF user’s signal can be decoded at the second stage of SIC when ρm|hk|2 < τ0(1 + ρB|g|2)

according to (25). Obviously, τ0(1 + ρB|g|2) is monotonically increasing with ρB. Hence, the

power control strategy for UB is

ρB =

 0, if |g|2 < α′B

ρm, otherwise
. (26)

Remark 3: Compared to fixed transmit power strategy in BU-SGF and CS-SGF schemes, the

proposed power control strategy does not introduce extra signaling overhead and can be executed

distributedly. We can see from (25) that ρk is decided by the maximal transmit SNR ρm, |hk|2,

τ0, and ρB|g|2. Note that, ρm and |hk|2 are already known by Uk, while τ0 and ρB|g|2 are also

needed to be broadcasted by the BS for BU-SGF and CS-SGF schemes.

In the following, the outage performance of both BU-SGF scheme with power control strategy

(BU-SGF-PC) and CS-SGF scheme with power control strategy (CS-SGF-PC) will be analyzed.

B. Performance Analysis for BU-SGF-PC Scheme

Following the same steps of deriving (10), the admitted GF user’s outage probability for

BU-SGF-PC scheme can be calculated as

PPC
BU =P

{
|g|2 > α′B, E

PC
0 , γfs

K > τ ′(|g|2), γfs
K < γF

}︸ ︷︷ ︸
T PC
0,1

+P
{
|g|2 > α′B, E

PC
0 , γfs

K < τ ′(|g|2), τ ′(|g|2) < γF
}︸ ︷︷ ︸

T PC
0,2

+
K−1∑
k=1

P
{
|g|2 > α′B, E

PC
k , γss

k < γF, γ
fs
K > τ ′(|g|2), γfs

K < γF
}︸ ︷︷ ︸

T PC
k,1

+
K−1∑
k=1

P
{
|g|2 > α′B, E

PC
k , γss

k < γF, γ
fs
K < τ ′(|g|2), τ ′(|g|2) < γF

}︸ ︷︷ ︸
T PC
k,2

+ P
{
|g|2 > α′B, E

PC
K , γss

K < γF
}︸ ︷︷ ︸

T PC
K

+P
{
|g|2 < α′B, γ

ss
K < γF

}︸ ︷︷ ︸
T PC
K+1

,

(27)
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where γfs
k = ρm|hk|2

ρm|g|2+1
, γss

k = ρm|hk|2, and τ ′(|g|2) = |g|2
α′B
− 1. EPC

k (1 ≤ k ≤ K) denotes the

event that there are k users’ maximal received SNRs are less than τ0. T PC
K+1 denotes the outage

probability of the admitted GF user UK when τ0 = 0, while the other terms represent the case

τ0 > 0. More specifically, T PC
0 , T PC

0,1 + T PC
0,2 denotes, when all GF users’ maximal effective

received SNRs are larger than τ0, the outage probability of the admitted GF user UK , whose

signal is transmitted with SNR ρm if γfs
K > τ ′(|g|2), or with SNR τ ′(|g|2)

|hK |2
if γfs

K < τ ′(|g|2).

Similarly, T PC
k , T PC

k,1 + T PC
k,2 represents, when there are k (1 ≤ k ≤ K − 1) users’ maximal

effective received SNRs are larger than τ0, the outage probability of the admitted GF user (Uk

or UK). Here, UK’s transmit SNR is ρm if γfs
K > τ ′(|g|2), or τ ′(|g|2)

|hK |2
if γfs

K < τ ′(|g|2). T PC
K shows,

when all the K GF users maximal effective received SNRs are less than τ0, the outage probability

of the admitted GF user (UK in this case).

Theorem 3. The outage probability of UF for BU-SGF-PC scheme, PPC
BU , can be expressed as

PPC
BU =

K∑
k=0

η̄kI1;k(ρF 7→ ρm, ρB 7→ ρm) + [1− FB(α′1)] [FF (α′F)]
K

+ FB(α′B)[FF(α′F)]K , (28)

where α′1 = α′B(γF + 1).

Proof: Please refer to Appendix E. �

By following the same steps of deriving (16), the high SNR approximation of PPC
BU when

ρm →∞ can be expressed as

~PPC
BU =

K∑
k=0

η̄k~I1;k(ρB 7→ ρm) +

(
SFγF

ρm

)K (
1− SBα̃1

ρm

)
+

(
SFγF

ρm

)K (
SBγB

ρm

)
. (29)

And UF can achieve a full diversity order of K.

C. Performance Analysis for CS-SGF-PC Scheme

Similar with (20), the outage probability of UF for CS-SGF-PC scheme can be formulated as

PPC
CS = P{|g|2 < α′B, ρm|h|2 < γF}︸ ︷︷ ︸

∆6

+P{|g|2 > α′B, ρm|h|2 < τ ′(|g|2), ρm|h|2 < γF}︸ ︷︷ ︸
∆3

+P{|g|2 > α′B, ρm|h|2 > τ ′(|g|2),
ρm|h|2

ρm|g|2 + 1
> τ ′(|g|2),

ρm|h|2

ρm|g|2 + 1
< γF}︸ ︷︷ ︸

∆4

+P{|g|2 > α′B, ρm|h|2 > τ ′(|g|2),
ρm|h|2

ρm|g|2 + 1
< τ ′(|g|2), τ ′(|g|2) < γF}︸ ︷︷ ︸

∆5

,

(30)
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where ∆4 and ∆5 represent, when ρm|h|2 > τ ′(|g|2), UF’s signal is transmitted with SNRs ρm

and τ ′(|g|2)
|h|2 (here τ0 = τ ′(|g|2), since |g|2 > α′B in ∆4 and ∆5), respectively.

Theorem 4. The outage probability of UF for CS-SGF-PC scheme can be approximated as

PPC
CS ≈

Ξ1cn
Θ′1

e−kµlα
′
F(e−Θ′1α

′
B − e−Θ′1α

′
1) + Ξ2(1− e−cnα′B)(1− e−µlα′F)K

+Ξ2e
−cnα′1(1− e−µlα′F)K .

(31)

Proof: Please refer to Appendix F. �

Although Theorems 2 and 4 are derived for CS-SGF and CS-SGF-PC schemes, in the special

case of K = 1, these expressions can also be used to evaluate the performance of random

selection SGF scheme with HSIC decoding, which can also achieve fair access for the GF users.

That is because all the GF users are randomly distributed within DF with the same distribution,

and these distributions are independent with each other.

Following the similar steps of deriving (22), the high SNR approximation of PPC
CS is

~PPC
CS =

Ξ2cn
ρm

(
µlγF

ρm

)K K∑
k=0

(
K

k

)
(γB + γBγF)k+1 − γK+1

B

k + 1

+Ξ2

(
cnγB

ρm

)(
µlγF

ρm

)K
+ Ξ2

(
µlγF

ρm

)K
.

(32)

And UF can achieve a full diversity order of K.

Remark 4: From the derivation process of Theorem 1 and Corollaries 1 (Theorem 2 and

Corollary 2), we can see that, for BU-SGF (CS-SGF) scheme and in the case of γBγF ≥ 1,

the outage error floor results from H2;0 in (16b) (∆2 in (20)). More specifically, the unbounded

UB’s channel gain |g|2 > α1 (|g|2 > αB) leads to the outage error floors for BU-SGF (CS-SGF)

scheme. However, we can observe from the derivation process of Theorem 3 (Theorem 4) that,

an additional constraint of |g|2 < α′1 is introduced after applying the power control strategy,

which effectively eliminates the error floors.

Remark 5: Comparing Corollary 1 with (29) and Corollary 2 with (32), we can obtain an

interesting insight that, when γBγF ≥ 1 the proposed power control strategy can effectively

avoid the outage error floor and greatly improve the outage performance. But when γBγF < 1,

the BU-SGF (CS-SGF) scheme can achieve the same outage performance as BU-SGF-PC (CS-

SGF-PC) scheme in high SNR region. In other words, in the case of γBγF < 1, the power control

strategy can only improve the outage performance of BU-SGF (CS-SGF) scheme at the moderate

SNR region, but it can not improve the outage performance at high SNR region, which will be
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Fig. 2. GF users’ admission probabilities comparison of different schemes, where the distances from the 4 GF users to the BS
vary from 200 m to 800 m with an interval of 200 m, and UB’s distance to the BS is 200 m.

demonstrated in the simulation results.

VI. SIMULATION RESULTS AND DISCUSSIONS

In this section, the performances of the SGF transmission schemes are compared and the

accuracy of the theoretical analyses is examined through computer simulations. In existing

studies, only [27], [28] investigated the impact of user locations on SGF schemes. Thus, the

random selection SGF scheme with fixed SIC orders (termed as RS-SGF-FSIC) in [27], [28] is

used as a benchmark, where the GF user is randomly selected from all the GF users. Moreover,

as HSIC can achieve better performance than FSIC strategy, the random selection SGF scheme

with HSIC decoding strategy (termed as RS-SGF) is also applied as a benchmark.

The final simulation results are obtained by averaging over 106 independent trials. In each

trial, the GB and GF users are randomly distributed in DB and DF, respectively. Hereinafter,

unless other specified, the simulation parameters are set similar with [46] as α = 3.8, K = 4,

DF = D1 = 800 m, D0 = 300 m, RB = 1 bps/Hz, and RF = 0.9 bps/Hz. The noise power

is set as −100 dBm. Note that, for ease of calculating the theoretical results of BU-SGF and

BU-SGF-PC schemes in (11) and (28), respectively, Gaussian-Chebyshev quadrature [38] is used

to calculate the integrals. And the complexity-accuracy trade-off parameters are set as 30 [46],

which are sufficiently large to ensure the accuracy of the approximation expressions. We set

PB = PF = Pm for the schemes without power control (namely, BU-SGF, CS-SGF, and RS-SGF

schemes).
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Fig. 3. GF users’ ergodic data rate comparison of different SGF schemes, where DF = 500 m, D0 = 0 m, and RB = 1 bps/Hz.

A. Performance Comparison of Different Schemes

Fig. 2 compares the GF users’ admission probabilities of different schemes in 4-user case

with different maximal transmit powers. We only plot the admission probability of the CS-

SGF scheme, since CS-SGF-PC and CS-SGF schemes have the same fairness performance. As

anticipated, both CS-SGF and RS-SGF schemes can achieve fair admission probability for each

GF user (namely, every GF user can achieve an admission probability of 0.25). However, for

the BU-SGF and BU-SGF-PC schemes, the GF users closer to the BS become more preferred

to be admitted. That is because the BU-SGF (-PC) scheme prefers to admit the GF user with

the highest data rate, and the user closer to the BS will be more likely to achieve a higher rate.

Fig. 3(a) depicts the ergodic data rates of different SGF schemes, where the GB and GF users

are distributed in the same region (namely, DF = D1 = 800 m, D0 = 0 m). As shown in [28],

in order to avoid the GB user’s decoding latency caused by SIC, the signal of the admitted GF

user for RS-SGF-FSIC scheme [28] is always decoded at the second stage of SIC. It can be

observed that, compared with RS-SGF-FSIC scheme, all the other schemes can achieve better

ergodic data rate performance, where such improvement comes from effective use of multi-user

diversity and/or the employment of HSIC. It can also be observed that, with the proposed power

control strategy, all the three SGF schemes’ ergodic data rates can be effectively improved.

Moreover, we can observe from Figs. 2 and 3 that, compared with the BU-SGF (-PC) scheme,

the CS-SGF (-PC) scheme can obtain fair admission probability at the price of slight data rate

performance.
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Fig. 4. Outage probability comparison of different SGF schemes.

One interesting observation from Fig. 3(a) is that the ergodic data rate of CS-SGF scheme is

inferior to RS-SGF scheme in high SNR region. That is because, the impact of noise could be

ignored in high SNR region, and the scheduled GF user in CS-SGF scheme will be more likely

to be decoded at the first stage of SIC than that of RS-SGF scheme. The first decoded GF user

will be severely interfered by the GB user’s signal, which leads a lower data rate. In order to

verify this phenomenon, we carried out a relevant simulation in Fig. 3(b). It can be seen that,

compared to RS-SGF scheme, the performance gain of CS-SGF scheme is reducing with the

increasing of D1. That is because when D1 is much smaller than DF, the admitted GF users in

both schemes can rarely have larger channel gains than the GB user, so that they will always

be decoded at the second stage of SIC. In addition, with the increasing of D1, the admitted

GF user in CS-SGF scheme will be more likely to be decoded first than that of the RS-SGF

scheme. However, by applying the proposed power control strategy, the CS-SGF-PC scheme can

always achieve a much higher rate than RS-SGF (-PC) scheme by adjusting the decoding order

adaptively, which demonstrates the importance of deploying the proposed power control strategy

for CS-SGF scheme. Note that the BU-SGF scheme can always achieve better performance than

CS-SGF and RS-SGF schemes, since it always admits the GF user with the largest data rate.

The outage probabilities of different SGF schemes are compared in Fig. 4. For ease of

comparison with RS-SGF-FSIC scheme [27] where the signal of the GF user is decoded at

the first stage of SIC, PB is set as 10 dBm for RS-SGF-FSIC scheme [27]. The RS-SGF-FSIC

scheme shows comparative performance with RS-SGF-PC scheme with some impairment on the

GB user’s performance [27]. Putting together the results in Figs. 2-4, we know that the CS-SGF
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Fig. 5. Outage probabilities of BU-SGF (-PC) and CS-SGF (-PC) schemes with different K.

(-PC) scheme underperforms the BU-SGF (-PC) scheme in terms of both the ergodic data rate

and outage probability performances, but enables fairer access. Hence, the CS-SGF (-PC) scheme

is more preferred for the scenarios with critical fairness requirements.

B. Outage Performance Comparison with Different Parameters

The outage probabilities of BU-SGF (-PC) scheme versus transmit SNR and CS-SGF (-PC)

scheme versus the number of GF users are shown in Fig. 5. It can be observed that the outage

performances of the two schemes are improved with the increasing number of GF users, which

verifies that the BU-SGF (-PC) scheme and the proposed CS-SGF (-PC) schemes can effectively

utilize multi-user diversity. As anticipated in Remark 5, the proposed power control strategy can

enhance the outage performance at the moderate SNR region, but the improvement vanishes in

high SNR region.

Fig. 6 depicts the outage probability versus SNR with different path loss exponents and rate-

pairs, where rate-pair denotes the pair of target data rates of the GB and GF users. Three rate-pairs

are evaluated, specifically, for rate-pair I, RB = 1 bps/Hz, RF = 0.5 bps/Hz; for rate-pair II,

RB = 1 bps/Hz, RF = 0.9 bps/Hz, and for rate-pair III, RB = 1.5 bps/Hz, RF = 0.9 bps/Hz. We

can see that the outage probability increases with the increasing of GB/GF user’s rate or the path

loss exponent, which results from the demanding of GB/GF user’s target rate or the increasing of

path loss. An interesting observation is that the outage probabilities of rate-pair II and rate-pair

III superimpose at high SNR region for both BU-SGF-PC and CS-SGF-PC schemes. That can

be explained by the high SNR approximation expressions in (29) and (32), in which the terms
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Fig. 6. Outage probability versus SNR with different rate pairs and path loss exponents. For rate-pair I, RB = 1 bps/Hz, RF =
0.5 bps/Hz; for rate-pair II, RB = 1 bps/Hz, RF = 0.9 bps/Hz; and for rate-pair III, RB = 1.5 bps/Hz, RF = 0.9 bps/Hz.
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Fig. 7. Accuracy of analytical results, where K = 3.

with low exponent for both BU-SGF-PC and CS-SGF-PC schemes are proportional to GF user’s

target rate and irrelevant with the GB user’s target rate.

C. Verification the Accuracy of Theoretical Results

In Fig. 7, the accuracy of the analytical results is evaluated, which are based on Theorems

1 – 4. The number of GF users are set as K = 3. We can see from Fig. 7 that the simulation

matches well with the analytical results for both CS-SGF (-PC) and BU-SGF (-PC) schemes,

which demonstrates the accuracy of analytical expressions in Theorems 1 – 4. We can also

observe from Fig. 7 that the proposed power control scheme can effectively improve the outage

performance, especially for the case of γBγF ≥ 1.
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Fig. 8. Accuracy of high SNR approximation expressions, where K = 3.

10 20 30 40 50 60
0.33

0.335

0.34

0.345

0.35

0

1

2

3

4

5

BU-SGF: approximation results

BU-SGF: simulation results

Approximation error

(a) BU-SGF scheme

10 20 30 40 50 60
0.612

0.614

0.616

0.618

0.62

0.622

0.624

0

1

2

3

4

5

CS-SGF: approximation results

CS-SGF: simulation results

Approximation error

(b) CS-SGF scheme

Fig. 9. The approximation error for applying Gaussian-Chebyshev quadrature, where Pm = 0 dBm.

Fig. 8 evaluates the accuracy of the high SNR approximations derived in (16), (22), (29), and

(32). Note that, the line ρ−3 is plotted to facilitate the demonstration of the achievable diversity

orders. It can be observed from the two subfigures that all the high SNR approximations match

well with the simulation results in high SNR region. As anticipated in Section IV, for both

BU-SGF and CS-SGF schemes, zero diversity orders are achieved (namely, outage error floors

exist) when the product of two users’ target SINRs are larger than 1, or full diversity orders

otherwise. However, as shown in the Fig. 8 and demonstrated in Section V that, the BU-SGF-

PC and CS-SGF-PC schemes can achieve full diversity orders even if the product of two users’

target SINRs is larger than 1.

In Fig. 9, the approximation errors for applying Gaussian-Chebyshev quadrature are evaluated,



28

where Pm = 0 dBm, RB = 1 bps/Hz, RF = 0.9 bps/Hz. The approximation values for BU-SGF

scheme are obtained by applying Gaussian-Chebyshev quadrature to (11a), and those for CS-SGF

scheme are obtained by applying to (21a). The simulation results are obtained by averaging over

106 independent trials. We can see that the approximation error is decreased with the increasing

of the values of complexity-accuracy trade-off parameters, and the approximation value is very

close to the simulation result (approximation error less than 1%) when the complexity-accuracy

trade-off parameters are set as 30.

VII. CONCLUSIONS

In this paper, we have studied the outage performances of two kinds of NOMA assisted

SGF schemes in the system with randomly deployed users, namely, performance oriented SGF

scheme and fairness oriented SGF scheme. A distributed power control strategy was proposed

to effectively enhance the outage performance and relax the data rate constraint of the commu-

nication users for achieving full diversity orders. To facilitate performance evaluation, analytical

expressions of the admitted GF users’ outage probabilities were developed for both CS-SGF

(-PC) and BU-SGF (-PC) schemes. In addition, the achieved diversity orders of all considered

schemes were derived, and analytical results showed that the schemes can always achieve

full diversity orders by applying the proposed power control strategy. Simulation results were

provided to demonstrate the fairness superiority of the proposed CS-SGF (-PC) scheme, verify

the effectiveness of the proposed power control strategy, and corroborate the accuracy of the

analytical results.

Since full diversity orders can be obtained for these SGF schemes, in order to achieve better

performance, more GF users should be allowed to contend for admission after considering some

other constraints, such as access delay and coverage. In practice, the CS-SGF (-PC) scheme can

be deployed if the operators care more about admission fairness. On the other hand, BU-SGF

(-PC) scheme can be applied when the operators concern more about the rate performance. Since

neither scheme is flexible, it is interesting to develop a new SGF scheme, which can dynamically

strike a balance between the two extreme schemes by adjusting a weighting factor. In addition,

most existing work on SGF schemes only investigated single cell case, while the impact of

inter-cell interference has not been well studied. In the future, it is promising to consider the

multi-cell scenario, and analyze the corresponding performance by utilizing stochastic geometry.
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APPENDIX A
PROOF OF THEOREM 1

A. Calculation of T0

Recall that T0 can be expressed as

T0 =P
{
|g|2 > αB, ρF|h1|2 > τ(|g|2), log

(
1 +

ρF|hK |2

ρB|g|2 + 1

)
< RF

}
=P
{
|g|2 > αB, |h1|2 >

τ(|g|2)

ρF
, |hK |2 < αF(ρB|g|2 + 1)

}
.

(A.1)

Note that |h1|2 should be no larger than |hK |2, hence there is a hidden constraint in (A.1) that
τ(|g|2)
ρF

should be no larger than αF(ρB|g|2 +1). By applying τ(|g|2) = α−1
B |g|2−1 and after some

algebraic calculations, we know τ(|g|2)
ρF

< αF(ρB|g|2 + 1) holds under the following two cases |g|
2 < α2, if γBγF < 1

No constraint, if γBγF ≥ 1
, (A.2)

where α2 = αB(1+γF)
1−γBγF

. In the following, we will first focus the derivation on the case γBγF < 1,

and the case of γBγF ≥ 1 will be derived at the end of this subsection.

When γBγF < 1, (A.1) can be rewritten as

T0 = P
{
αB < |g|2 < α2, |h1|2 >

τ(|g|2)

ρF
, |hK |2 < αF(ρB|g|2 + 1)

}
, (A.3)

since αB < α2. Thus, T0 is related to three random variables |g|2, |h1|2, and |hK |2, where |h1|2

and |hK |2 are two order statistics, and |g|2 is independent of them. The joint pdf of |h1|2 and

|hK |2 can be expressed as [47]

f|h1|2,|hK |2(x, y) = η̃0fF(x)fF(y) [FF(y)− FF(x)]K−2 , (A.4)

where x ≤ y and η̃0 = K(K − 1). By applying (A.4), T0 can be expressed as

T0 =

∫ α2

αB

fB(w)

∫ αF(ρBw+1)

w
ρFαB

− 1
ρF

∫ αF(ρBw+1)

x

η̃0fF(x)fF(y) [FF(y)− FF(x)]K−2 dydxdw. (A.5)

We first calculate the following integral:∫ αF(ρBw+1)

w
ρFαB

− 1
ρF

∫ αF(ρBw+1)

x

fF(x)fF(y) [FF(y)− FF(x)]K−2 dydx

=

∫ αF(ρBw+1)

w
ρFαB

− 1
ρF

1

K − 1
fF(x) [FF(αFρBw + αF)− FF(x)]K−1 dx

=
1

K(K − 1)

[
FF(αFρBw + αF)− FF

(
w

ρFαB
− 1

ρF

)]K
.

(A.6)
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By using the result in (A.6) and τ(|g|2) = α−1
B |g|2 − 1, T0 can be finally represented as

T0 =I1;0 + I2;0. (A.7)

B. Calculation of Tk (1 ≤ k ≤ K − 1)

Recall that Tk can be expressed as

Tk =P
{
|g|2 > αB, Ek, log

(
1 + ρF|hk|2

)
< RF, log

(
1 +

ρF|hK |2

ρB|g|2 + 1

)
< RF

}
=P
{
|g|2 > αB, |hk|2 < αF, ρF|hk|2 < τ(|g|2),

ρF|hk+1|2 > τ(|g|2), |hK |2 < αF(ρB|g|2 + 1)
}
.

(A.8)

Since |hk+1|2 should be no larger than |hK |2, by applying the hidden constraint in (A.2), Tk can

be rewritten as

Tk =P
{
αB < |g|2 < α2, |hk|2 < αF, |hk|2 < ρ−1

F τ(|g|2),

|hk+1|2 > ρ−1
F τ(|g|2), |hK |2 < αF(ρB|g|2 + 1)

}
,

(A.9)

when γBγF < 1.

In (A.9), one of the constraints of |hk|2 can be eliminated based on the value range of |g|2.

Note that αF < ρ−1
F τ(|g|2), if |g|2 > α1

αF ≥ ρ−1
F τ(|g|2), otherwise

, (A.10)

where α1 = (1 + γF)αB, and αB < α1 < α2 = αB(1+γF)
1−γBγF

. By applying (A.10), we have

Tk =P
{
αB < |g|2 < α1, |hk|2 < ρ−1

F τ(|g|2), |hk+1|2 > ρ−1
F τ(|g|2), |hK |2 < αF(ρB|g|2 + 1)

}
+ P

{
α1 < |g|2 < α2, |hk|2 < αF, |hk+1|2 > ρ−1

F τ(|g|2), |hK |2 < αF(ρB|g|2 + 1)
}
.
(A.11)

We consider the following two cases to calculate Tk.

1) 1 ≤ k ≤ K − 2: In this case, |hk+1|2 and |hK |2 are two different variables. The joint pdf

of |hk|2, |hk+1|2, and |hK |2 is [47]

f|hk|2,|hk+1|2,|hK |2(x, y, z) = ηkfF(x)[FF(x)]k−1fF(y)[FF(z)− FF(y)]K−k−2fF(z), (A.12)

where x ≤ y ≤ z, and ηk = K!
(k−1)!(K−k−2)!

.
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Since UB’s channel gain |g|2 is independent with |hk|2, |hk+1|2, and |hK |2, by applying (A.12)

and τ(|g|2) = α−1
B |g|2 − 1, Tk can be expressed as

Tk =

∫ α1

αB

fB(w)

∫ w
ρFαB

− 1
ρF

0

ηkfF(x)[FF(x)]k−1

∫ αF(ρBw+1)

w
ρFαB

− 1
ρF

∫ αF(ρBw+1)

y

fF(y)

× [FF(z)− FF(y)]K−k−2fF(z)dzdydxdw

+

∫ α2

α1

fB(w)

∫ αF

0

ηkfF(x)[FF(x)]k−1

∫ αF(ρBw+1)

w
ρFαB

− 1
ρF

∫ αF(ρBw+1)

y

fF(y)

× [FF(z)− FF(y)]K−k−2fF(z)dzdydxdw.

(A.13)

By applying (A.6) and after some manipulations, Tk (1 ≤ k ≤ K − 2) can be finally expressed

as

Tk =η̄kI1;k + η̄kI2;k. (A.14)

2) k = K − 1: In this case, we have |hk+1|2 = |hK |2. Then

TK−1 =P
{
αB < |g|2 < α1, |hK−1|2 < ρ−1

F τ(|g|2), ρ−1
F τ(|g|2) < |hK |2 < αF(ρB|g|2 + 1)

}
+ P

{
α1 < |g|2 < α2, |hK−1|2 < αF, ρ

−1
F τ(|g|2) < |hK |2 < αF(ρB|g|2 + 1)

}
.

(A.15)

The joint pdf of |hK−1|2 and |hK |2 is [47]

f|hK−1|2,|hK |2(x, y) = η̃0fF(x)[FF(x)]K−2fF(y), (A.16)

where x ≤ y, and η̃0 = K(K − 1). By utilizing (A.16), TK−1 can be further expressed as

TK−1 =

∫ α1

αB

fB(w)

∫ w
ρFαB

− 1
ρF

0

η̃0fF(x)[FF(x)]K−2

∫ αF(ρBw+1)

w
ρFαB

− 1
ρF

fF(y)dydxdw

+

∫ α2

α1

fB(w)

∫ αF

0

η̃0fF(x)[FF(x)]K−2

∫ αF(ρBw+1)

w
ρFαB

− 1
ρF

fF(y)dydxdw.

(A.17)

After some manipulations, TK−1 can be finally represented as

TK−1 =η̄K−1I1;K−1 + η̄K−1I2;K−1. (A.18)

C. Calculation of TK

We first rewrite TK as

TK =P
{
|g|2 > αB, EK , log

(
1 + ρF|hK |2

)
< RF

}
=P
{
|g|2 > αB, |hK |2 < ρ−1

F τ(|g|2), |hK |2 < αF
}
.

(A.19)
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By utilizing (A.10), TK can be converted to

TK =P
{
αB < |g|2 < α1, |hK |2 < ρ−1

F τ(|g|2)
}

+ P
{
|g|2 > α1, |hK |2 < αF

}
. (A.20)

Since |g|2 and |hK |2 are independent, we have

TK =

∫ α1

αB

fB(w)

[
FF

(
w

ρFαB
− 1

ρF

)]K
dw + (1− FB(α1)) [FF (αF)]K

=I1,K + I2,K + I4,

(A.21)

where the CDF of the largest order statistic F|hK |2(x) = [FF(x)]K [47] is applied.

D. Calculation of TK+1

TK+1 can be calculated following the similar way in deriving TK as

TK+1 =P
{
|g|2 < αB, log

(
1 +

ρF|hK |2

ρB|g|2 + 1

)
< RF

}
=P
{
|g|2 < αB, |hK |2 < αF(ρB|g|2 + 1)

}
=I3.

(A.22)

By combining (A.7), (A.14), (A.18), (A.21), and (A.22), we can get (11a).

We know from (A.2) that the expression of PBU for the case of γBγF ≥ 1 can be obtained by

replacing α2 in (11a) with ∞. Therefore, when γBγF ≥ 1, we have (11b). The proof of Theorem

1 is completed.

APPENDIX B
PROOF OF COROLLARY 1

The high SNR approximation of PBU for the case γBγF < 1 is derived first. It should be noted

that, when x→ 0 and applying e−x ≈ 1−x, the CDF of the GF users’ unordered channel gains

in (2) can be approximated as

FF(x) ≈ 1

2

L∑
l=1

Ψlµlx = SFx, (A.23)

where SF = 1
2

∑L
l=1 Ψlµl. Similarly, when y → 0, the pdf of the GB user’s channel gain can be

approximated as

fB(y) ≈ 1

D0 +D1

N∑
n=1

Φncn(1− cny). (A.24)
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When ρB = ρF → ∞, we have α1 = (1 + γF)αB → 0. And when w ≤ α1, we have

αFρBw + αF ≤ γFα1 + αF → 0 and w
ρFαB
− 1

ρF
≤ αF → 0. Therefore, by applying (A.23) and

(A.24), the high SNR approximation of I1;k can be derived as

I1;k ≈
∫ α1

αB

SkF
D0 +D1

N∑
n=1

Φncn(1− cnw)
(
ρ−1

F α−1
B w − ρ−1

F

)k
×
[
SF(αFρBw + αF)− SF

(
ρ−1

F α−1
B w − ρ−1

F

)]K−k
dw

=SBS
K
F

∫ α1

αB

K−k∑
i=0

(
K − k
i

)(
γF + 1

ρF

)K−k−i

× (γFw − γ−1
B w)i

k∑
j=0

(
k

j

)
(γ−1

B w)k−j(−1)jρ−jF dw

=~I1;k.

(A.25)

When ρB = ρF →∞, we have α2 = αB(γF+1)
1−γBγF

→ 0. If w ≤ α2, we have αFρBw + αF → 0 and
w

ρFαB
− 1

ρF
→ 0. Similarly, by substituting (A.23) and (A.24) into I2;k, we have

I2;k ≈
∫ α2

α1

SKF
D0 +D1

N∑
n=1

Φncn(1− cnw)αkF

(
γFw + αF −

w

ρFαB
− 1

ρF

)K−k
dw. (A.26)

After some algebraic manipulations, the high SNR approximation of I2;k becomes ~I2;k. Follow-

ing the same steps as deriving the high SNR approximation of I1;k, the high SNR approximations

of I3 and I4 can be calculated as ~I3 and ~I4, respectively. Substituting the above results into (11a),

we can obtain (16a).

According to the proof of Theorem 1, for the case γBγF ≥ 1, we only need to find the

high SNR approximation of I2;k(α2 7→ ∞). In the following, we first derive the expression of

I2;k(α2 7→ ∞). By applying binomial theorem, I2;k(α2 7→ ∞) can be denoted as

I2;k(α2 7→ ∞) = [FF (αF)]k
∫ ∞
α1

fB(w)
K−k∑
m=0

(
K − k
m

)
(−1)m

× FF (αFρBw + αF)K−k−m FF

(
w

ρFαB
− 1

ρF

)m
dw.

(A.27)

For ease of calculation, we rewrite (2) as

FF(x) ≈ −1

2

L∑
l=0

Ψle
−µlx, (A.28)
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where Ψ0 = −2 and µ0 = 0. Based on (A.28), we can derive the following expression

[FF(x)]M ≈

(
−1

2

L∑
l=0

Ψle
−µlx

)M

≈
(
−1

2

)M ∑
∑L
l=0 pl=M

(
M

p0, . . . , pL

)( L∏
l=0

Ψpl
l

)
e−

∑L
l=0 plµlx.

(A.29)

Substituting (A.29) into (A.27), I2;k(α2 7→ ∞) can be calculated as

I2;k(α2 7→ ∞) ≈ [FF (αF)]k

D0 +D1

∫ ∞
α1

N∑
n=1

Φncne
−cnw

K−k∑
m=0

(
K − k
m

)
(−1)m

(
−1

2

)K−k−m

×
∑

∑L
l=0 pl=K−k−m

(
K − k −m
p0, . . . , pL

)( L∏
l=0

Ψpl
l

)
e−

∑L
l=0 plµl(αFρBw+αF)

×
(
−1

2

)m ∑
∑L
l=0 ql=m

(
m

q0, . . . , qL

)( L∏
l=0

Ψql
l

)
e
−
∑L
l=0 qlµl

(
w

ρFαB
− 1
ρF

)
dw.

(A.30)

After some algebraic manipulations, we have I2;k(α2 7→ ∞) ≈ H2;k, where

H2;k = Ω [FF (αF)]k e
∑L
l=0(qlµlρ

−1
F −plµlαF) e−[

∑L
l=0(plµlαFρB+qlµlρ

−1
F α−1

B )+cn]α1∑L
l=0

(
plµlαFρB + qlµlρ

−1
F α−1

B

)
+ cn

. (A.31)

When ρB = ρF →∞, we have the following two approximations:
∑L

l=0

(
qlµlρ

−1
F − plµlαF

)
→

0 and
[∑L

l=0

(
plµlαFρB + qlµlρ

−1
F α−1

B

)
+ cn

]
α1 → 0. Substituting the above two approximations

into (A.31) and applying e−x ≈ 1−x, we can find that the high SNR approximation of I2;k(α2 7→

∞) is ~H2;k. Combing the above results, we can derive (16b), and the proof of Corollary 1 is

completed.

APPENDIX C
PROOF OF THEOREM 2

Firstly, we find that ∆1 can be rewritten as

∆1 =P
{
|g|2 < αB, |h|2 < αF

(
ρB|g|2 + 1

)}
. (A.32)

According to [37], the CDF of the admitted GF user’s channel gain in CS-SGF scheme can

be expressed as

F CS
F (x) ≈1

2

L∑
l=1

Ψl(1− e−µlx)K . (A.33)
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Since the channels of the GB user g and the admitted GF user h are independent, by substituting

(4) and (A.33) into (A.32), ∆1 can be approximated as

∆1 ≈
∫ αB

0

Ξ2

[
1− e−µlαF(ρBw+1)

]K
cne
−cnwdw. (A.34)

By applying binomial theorem, ∆1 can be further approximated as

∆1 ≈Ξ2cn

K∑
k=0

(
K

k

)
(−1)k

∫ αB

0

e−kµlαF(ρBw+1)−cnwdw

=
Ξ1cn
Θ1

e−kµlαF
(
1− e−Θ1αB

)
.

(A.35)

For ∆2, it can be expressed as

∆2 =P
{
|g|2 > αB,

τ(|g|2)

ρF
< |h|2 < αF(ρB|g|2 + 1)

}
. (A.36)

Applying the hidden constraint in (A.2), we calculate ∆2 by considering two cases. For the first

case of γBγF < 1, ∆2 becomes

∆2 =P
{
αB < |g|2 < α2,

τ(|g|2)

ρF
< |h|2 < αF(ρB|g|2 + 1)

}
. (A.37)

By applying (4) and (A.33), and substituting τ(|g|2) = α−1
B |g|2− 1, ∆2 can be approximated as

∆2 ≈
∫ α2

αB

[
(1− e−µlαF(ρBw+1))K − (1− e−

µl(w−αB)

ρFαB )K
]

× 1

2

L∑
l=1

Ψl
1

D1 +D0

N∑
n=1

Φncne
−cnwdw.

(A.38)

After some manipulations, the approximation of ∆2 can be simplified as

∆2 ≈
Ξ1cn
Θ1

e−kµlαF(e−Θ1αB − e−Θ1α2)− Ξ1cn
Θ2

e
kµl
ρF (e−Θ2αB − e−Θ2α2). (A.39)

For the second case of γBγF ≥ 1, ∆2 becomes

∆2 =P
{
|g|2 > αB,

τ(|g|2)

ρF
< |h|2 < αF(ρB|g|2 + 1)

}
. (A.40)

Similarly, by substituting (4) and (A.33), and after some manipulations, ∆2 can be approximated

as

∆2 ≈
Ξ1cn
Θ1

e−kµlαFe−Θ1αB − Ξ1cn
Θ2

e
kµl
ρF e−Θ2αB . (A.41)

For ∆3, by applying (A.10), it can be rewritten as

∆3 =P
{
αB < |g|2 < α1, |h|2 <

τ(|g|2)

ρF

}
+ P

{
|g|2 > α1, |h|2 < αF

}︸ ︷︷ ︸
A1

. (A.42)
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By applying (3) and (A.33), A1 can be approximated as

A1 ≈
1

2

[
1− 1

D1 +D0

N∑
n=1

Φn

(
1− e−cnα1

)] L∑
l=1

Ψl(1− e−µlαF)K

=Ξ2e
−cnα1

(
1− e−µlαF

)K
,

(A.43)

where the equality holds by using 1
D1+D0

∑N
n=1 Φn = 1. Following the previous derivation

procedure and considering (A.43), ∆3 can be approximated as

∆3 ≈
Ξ1cn
Θ2

e
kµl
ρF
(
e−Θ2αB − e−Θ2α1

)
+ Ξ2e

−cnα1
(
1− e−µlαF

)K
. (A.44)

Finally, we can obtain (21) by combining (A.35), (A.39), and (A.44), and combining (A.35),

(A.41), and (A.44). The proof is complete.

APPENDIX D
PROOF OF COROLLARY 2

The high SNR approximation of PCS is derived based on (A.34), (A.38), (A.41), and (A.42).

When ρB = ρF → ∞, we have αB → 0 and α2 → 0. By applying e−x ≈ 1 − x for x → 0 to

(A.34), the high SNR approximation of ∆1 can be expressed as

∆1 ≈Ξ2cnµ
K
l α

K
F

∫ αB

0

(ρBx+ 1)Kdx. (A.45)

By applying binomial theorem, (A.45) can be further derived as

∆1 ≈Ξ2cnµ
K
l α

K
F

∫ αB

0

K∑
k=0

(
K

k

)
ρkBx

kdx

=
Ξ2cn
ρB

(
µlγF

ρB

)K K∑
k=0

(
K

k

)
γk+1

B

k + 1
.

(A.46)

Using (A.38), the high SNR approximation of ∆2 in the case of γBγF < 1 can be derived as

∆2 ≈Ξ2cn

∫ α2

αB

(
1− e−

µlγF(ρBy+1)

ρF

)K
dy − Ξ2cn

∫ α2

αB

(
1− e−

µl(y−αB)

ρFαB

)K
dy

=
Ξ2cnµ

K
l γ

K
F

ρK+1
B

K∑
k=0

(
K

k

)
α̃k+1

2 − γk+1
B

k + 1
− Ξ2cnµ

K
l

ρK+1
B

K∑
k=0

(
K

k

)
(−1)K−k

α̃k+1
2 − γk+1

B

γkB(k + 1)
.

(A.47)

By applying (A.41), the high SNR approximation of ∆2 in the case of γBγF ≥ 1 can be

expressed as

∆2 ≈Ξ1cn

(
Θ
′−1
1 −Θ

′−1
2

)
. (A.48)
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Using (A.42) and following the same lines of deriving (A.46), we can obtain the approximation

of ∆3 as

∆3 ≈
Ξ2cnµ

K
l γB

ρK+1
B

K∑
k=0

(
K

k

)
(−1)K−k

(1 + γF)k+1 − 1

k + 1
+ Ξ2

(
µlγF

ρB

)K
. (A.49)

Finally, we can obtain (22) by combining (A.46), (A.47), and (A.49). Similarly, we can derive

(23) by combining (A.46), (A.48), and (A.49). The proof is complete.

APPENDIX E
PROOF OF THEOREM 3

As all the GF users’ maximal transmit SNRs are assumed to be ρm and their channel gains

are ordered as (1), T PC
0 can be rewritten as

T PC
0 =P

{
|g|2 > α′B, ρm|h1|2 > τ ′(|g|2),

ρm|hK |2

ρm|g|2 + 1
> τ ′(|g|2),

ρm|hK |2

ρm|g|2 + 1
< γF

}
+ P

{
|g|2 > α′B, ρm|h1|2 > τ ′(|g|2),

ρm|hK |2

ρm|g|2 + 1
< τ ′(|g|2), τ ′(|g|2) < γF

}
.

(A.50)

After some manipulations, T PC
0 can be rewritten as

T PC
0 =P

{
α′B < |g|2 < α′1, |h1|2 >

τ ′(|g|2)

ρm
,
ρm|g|2 + 1

ρm
τ ′(|g|2) < |hK |2 <

ρm|g|2 + 1

ρm
γF

}
+ P

{
α′B < |g|2 < α′1, |h1|2 >

τ ′(|g|2)

ρm
, |hK |2 <

ρm|g|2 + 1

ρm
τ ′(|g|2)

}
,

(A.51)

where α′1 = α′B(1 + γF), and the constraint |g|2 < α′1 is obtained due to τ ′(|g|2) < γF and

τ ′(|g|2) = (α′B)−1|g|2 − 1. Surprisingly, we find that the two terms in (A.51) can be combined,

namely, T PC
0 can be further simplified as

T PC
0 =P

{
α′B < |g|2 < α′1, |h1|2 >

τ ′(|g|2)

ρm
, |hK |2 <

ρm|g|2 + 1

ρm
γF

}
. (A.52)

By comparing the calculation process from (A.1) to (A.3) with that from (A.50) to (A.52),

we can find that the constraint of γBγF < 1 required for the derivation of (A.3) is not required

here any more. Following the same steps of deriving (A.7), we have T PC
0 = I1;0(ρF 7→ ρm).
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Then, T PC
k (1 ≤ k ≤ K − 1) can be rewritten as

T PC
k =P

{
|g|2 > α′B, ρm|hk|2 < γF, ρm|hk|2 < τ ′(|g|2),

ρm|hk+1|2 > τ ′(|g|2), τ ′(|g|2) <
ρm|hK |2

ρm|g|2 + 1
< γF

}
+ P

{
|g|2 > α′B, |hk|2 <

τ ′(|g|2)

ρm
, |hk+1|2 >

τ ′(|g|2)

ρm
,

ρm|hk|2 < γF,
ρm|hK |2

ρm|g|2 + 1
< τ ′(|g|2), τ ′(|g|2) < γF

}
.

(A.53)

After some algebraic operations, (A.53) can be converted to

T PC
k =P

{
α′B < |g|2 < α′1, |hk|2 <

τ ′(|g|2)

ρm
, |hk+1|2 >

τ ′(|g|2)

ρm
,

|hk|2 <
γF

ρm
,
ρm|g|2 + 1

ρm
τ ′(|g|2) < |hK |2 <

ρm|g|2 + 1

ρm
γF

}
+ P

{
α′B < |g|2 < α′1, |hk|2 <

τ ′(|g|2)

ρm
, |hk|2 <

γF

ρm
,

|hk+1|2 >
τ ′(|g|2)

ρm
, |hK |2 <

ρm|g|2 + 1

ρm
τ ′(|g|2)

}
.

(A.54)

Combining the two parts of (A.54) together, we have

T PC
k =P

{
α′B < |g|2 < α′1, |hk|2 <

τ ′(|g|2)

ρm
, |hk|2 <

γF

ρm
,

|hk+1|2 >
τ ′(|g|2)

ρm
, |hK |2 <

ρm|g|2 + 1

ρm
γF

}
.

(A.55)

Since |g|2 < α′1, by applying (A.10), we can further simplify T PC
k as

T PC
k =P

{
α′B < |g|2 < α′1, |hk|2 <

τ ′(|g|2)

ρm
, |hk+1|2 >

τ ′(|g|2)

ρm
, |hK |2 <

ρm|g|2 + 1

ρm
γF

}
.

(A.56)

Following the same lines of deriving (A.14) and (A.18), we can obtain T PC
k = I1;k(ρF 7→

ρm, ρB 7→ ρm) for (1 ≤ k ≤ K − 1). Similar with the derivation of (A.21) and (A.22), we have

T PC
K = I1;K(ρF 7→ ρm, ρB 7→ ρm) + [1− FB(α′1)] [FF (α′F)]K and T PC

K+1 = FB(α′B)[FF(α′F)]K .

Combining all the above results, we can get (28), and the proof is complete.

APPENDIX F
PROOF OF THEOREM 4

We simplify (30) first. Note that ∆4 and ∆5 can be respectively converted to

∆4 =P
{
α′B < |g|2 < α′1,

ρm|g|2 + 1

ρm
τ ′(|g|2) < |h|2 < ρm|g|2 + 1

ρm
γF

}
(A.57)
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and

∆5 =P
{
α′B < |g|2 < α′1,

τ ′(|g|2)

ρm
< |h|2 < ρm|g|2 + 1

ρm
τ ′(|g|2)

}
. (A.58)

Combining (A.57) and (A.58), ∆4 + ∆5 can be represented as

∆4 + ∆5 =P
{
α′B < |g|2 < α′1,

τ ′(|g|2)

ρm
< |h|2 < ρm|g|2 + 1

ρm
γF

}
. (A.59)

By applying (A.10), ∆3 can be rewritten as

∆3 =P
{
α′B < |g|2 < α′1, |h|2 <

τ ′(|g|2)

ρm

}
+ P

{
|g|2 > α′1, |h|2 < α′F

}
. (A.60)

Then the sum of ∆3, ∆4 and ∆5 can be expressed as

∆3 + ∆4 + ∆5 =P
{
α′B < |g|2 < α′1, |h|2 <

ρm|g|2 + 1

ρm
γF

}
+ P

{
|g|2 > α′1, |h|2 < α′F

}
.

(A.61)

Finally, by combining ∆6 and (A.61), PPC
CS can be expressed as

PPC
CS =P

{
|g|2 < α′B, |h|2 < α′F

}
+ P

{
α′B < |g|2 < α′1, |h|2 < (ρm|g|2 + 1)α′F

}
+ P

{
|g|2 > α′1, |h|2 < α′F

}
.

(A.62)

Following the same steps for the derivation of Theorem 2, we can obtain (31), and the proof

is complete.
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