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Abstract—We investigate the problem of reconfigurable in-
telligent surface (RIS)-aided near-field localization of a user
equipment (UE) served by a base station (BS) under phase-
dependent amplitude variations at each RIS element. Through a
misspecified Cramér-Rao bound (MCRB) analysis and a resulting
lower bound (LB) on localization, we show that when the UE is
unaware of amplitude variations (i.e., assumes unit-amplitude
responses), severe performance penalties can arise, especially
at high signal-to-noise ratios (SNRs). Leveraging Jacobi-Anger
expansion to decouple range-azimuth-elevation dimensions, we
develop a low-complexity approximated mismatched maximum
likelihood (AMML) estimator, which is asymptotically tight to
the LB. To mitigate performance loss due to model mismatch, we
propose to jointly estimate the UE location and the RIS amplitude
model parameters. The corresponding Cramér-Rao bound (CRB)
is derived, as well as an iterative refinement algorithm, which
employs the AMML method as a subroutine and alternatingly
updates individual parameters of the RIS amplitude model.
Simulation results indicate fast convergence and performance
close to the CRB. The proposed method can successfully recover
the performance loss of the AMML under a wide range of RIS
parameters and effectively calibrate the RIS amplitude model
online with the help of a user that has an a-priori unknown
location.

Index Terms—Localization, reconfigurable intelligent sur-
faces, hardware impairments, misspecified Cramér-Rao bound
(MCRB), maximum likelihood estimator, Jacobi-Anger expan-
sion.

I. INTRODUCTION

Among the envisioned technological enablers for 6G, three
stand out as being truly disruptive: the transition from 30
GHz to beyond 100 GHz (the so-called higher mmWave
and lower THz bands) [1]-[3], the convergence of commu-
nication, localization, and sensing (referred to as integrated
sensing and communication (ISAC) or integrated sensing,
localization, and communication (ISLAC)) [4]-[8]], and the
introduction of reconfigurable intelligent surfaces (RISs) [9]-
[11]. RISs are large passive metasurfaces, comprising arrays
of programmable reflective unit cells, and have the ability to
shape the propagation environment by judiciously adjusting
the phase shifts at each reflecting element, thus locally boost-
ing the signal-to-noise ratio (SNR) to improve communication
quality [12]-[15]. This is especially relevant in beyond 100
GHz to overcome sudden drops in rate caused by temporary
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blockage of the line-of-sight (LoS) path [[14], [16]. In order to
provide enhanced performance in downlink single- and multi-
user systems, passive reflect beamforming at the RIS can be
optimized, potentially together with active beamforming at the
base station (BS), to maximize energy efficiency [15], [17],
sum-rate [|18]—[20] and mutual information [21]], as well as to
minimize total transmit power at the BS [22], [23]].

In parallel with the benefits for communications, RISs
can similarly improve localization performance [24]. Stronger
even, RISs with known position and orientation enjoy the
ability to enable localization in scenarios where it would
otherwise be impossible [25]. In this respect, the large aperture
of the RIS has several interesting properties. First of all, the
SNR-boosting provides accurate delay measurements when
wideband signals are used [2], [26]. Secondly, the large
number of elements provides high resolution in angle-of-
arrival (AoA) (for uplink localization) or angle-of-departure
(AoD) (for downlink localization) [2]]. Third, when the user
equipment (UE) is close to the RIS (in the sense that the
distance to the RIS is of similar order as the physical size
of the RIS), wavefront curvature effects (so-called geometric
near-field) can be harnessed to localize the user [16], [24]],
[27]-[31], even when the LoS path between the BS and UE
is blocked, irrespective of whether wideband or narrowband
signals are used. Moreover, closed-form RIS phase profile
designs taking into account the spherical wavefront can be
employed to improve localization accuracy under near-field
conditions [26]], [32]. As a step further, joint benefits in ISLAC
applications can be reaped via RIS phase profile adjustment by
simultaneous optimization of localization and communications
metrics [33]].

In ISLAC scenarios, critical to the effective utilization of
RIS is the control of individual RIS elements, commonly
through phase shifters, which provide element-by-element
control with a certain resolution and allow coherent com-
bination of paths to/from the RIS [13[], [20]. For localiza-
tion, in contrast to communication, the receiver should be
equipped with the knowledge of the RIS phase profiles to
apply suitable high-accuracy processing methods [11]]. The
ability to modulate the RIS phase profiles brings additional
benefits, such as separating the controlled and uncontrolled
multipath through temporal coding [34]]. Hence, the ability to
control the RIS in a precise and known manner is essential
for ISLAC applications, which necessitates the availability of
accurate and simple RIS phase control models. Such models
should ideally account for the per-element response [35]], the
finite quantization of the control [13]], [|36]], mutual coupling
[37], calibration effects, and power losses. Most studies on
RIS localization have considered ideal phase shifters (e.g.
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Fig. 1. Configuration of a RIS-aided localization system with LoS blockage.

[16], [25]-[28], [30], [38]), omitting the listed impairments.
How these proposed localization approaches fare under these
impairments is both unknown and important.

In this manuscript, we investigate the problem of RIS-aided
geometric near-field localization of a single-antenna UE served
by a single-antenna BS under LoS blockage [16], [28], [30],
[39], considering a realistic RIS amplitude model [35], which
relies on equivalent circuit models of individual reflecting
elements. Specifically, we quantify degradation in localiza-
tion performance due to mismatch between an ideal model
with unit-amplitude RIS element responses and a realistic
model with phase-dependent amplitude variations [35]], [40],
by resorting to the misspecified Cramér-Rao bound (MCRB)
analysis [41]. In addition, we develop novel localization and
online RIS calibration algorithms for cases with and without
the knowledge of the underlying RIS amplitude model. The
main contributions and novelty of our manuscript can be
summarized as follows:

« MCRB Analysis of Near-Field Localization under RIS
Non-Idealities: Employing the MCRB [41], [42] as a
tool to assess the accuracy loss under model mismatch,
we provide a simple expression to find the pseudo-true
parameter for the considered scenario and derive the
MCRB of the pseudo-true parameter and the lower bound
(LB) of the true parameter. The MCRB analysis over a
wide range of RIS model parameters reveals an order-
of-magnitude localization performance degradation due
to model misspecification at high SNRs, both in terms of
the LB and the mismatched maximum-likelihood (MML)
estimator [41]. In contrast, when the true phase control
model is available, localization performance is relatively
stable, for all considered model parameter settings.

o Low-Complexity Near-Field Localization via Jacobi-

Anger Expansion: Building upon the ideas in our recent
conference papers [27[], [43], we develop a novel low-
complexity near-field localization algorithm using Jacobi-
Anger expansion, which enables decoupling of range, az-
imuth and elevation dimensions. The resulting algorithm,
named approximated MML (AMML), avoids the costly
3-D search over the UE position by performing three 1-D
searches and attains the corresponding theoretical limits.

« Joint Localization and Online RIS Calibration: Under
the assumption of known RIS amplitude model with un-
known parameters, we propose an efficient approximate
maximum-likelihood (ML) (AML) algorithm for joint
localization and online RIS calibration. The proposed
approach iteratively updates the RIS model parameters
based on an initial UE location estimate from the output
of the model-unaware AMML method, and refines the
UE location using the updated RIS model. The AML al-
gorithm is shown to significantly outperform the AMML
estimator at high SNRs (where degradation due to model
mismatch is most evident), closing the performance gap
with respect to the case with known model parameters,
and converges quickly to the corresponding model-aware
CRB in few iterations.

II. SYSTEM MODEL

In this section, we describe the system geometry, present the
signal model and the RIS model, and formulate the problem
of interest.

A. Geometry and Signal Model

We consider an RIS-aided localization system (see Fig. [I))
with a single-antenna BS, an M-element RIS, and a single-
antenna UE having the following three-dimensional (3-D)
locations: pgg denotes the known BS location, pgig =
[xr YR zr]" is the known center of the RIS, p,,, = [Xm Yim Zm]"
represents the known location of the mth RIS element for
1<m< M,and p=[X¥ 7" is the unknown UE location.
For convenience, following the notation given in [41]], [44],
we use () for the true values of the parameters of interest
throughout the manuscript.

In the considered setting, the BS broadcasts a narrow-
band signal s; over T transmissions under the constraint of
E{|s¢|*} = E,. For simplicity, we assume that s, = \/E, for
any t. Assuming LoS blockage [16], [28]] and the absence
of uncontrolled multipatfﬂ the signal received by the UE
involves only reflections from the RIS and can be expressed
at transmission t as

yi = @a’ (p)diag(w;)a(pys) s¢ + i ()

£bT(p)w,

where @ is the unknown channel gain including the effects
of path loss, directivity of the RIS elements and of the

Tn RIS-aided communications and localization, the uncontrolled multipath
can usually be ignored [26], [33], [45] or treated as an extra additive
disturbance [38] due to the spatial filtering capability of the RIS with tunable
phase shifts, which makes the BS-RIS-UE path much stronger than the
uncontrollable paths.



antennas of the BS and UE [16, Eq. (3)], and polarization
mismatch] [46, Ch. 1-11], w; = [wy1 ... wea]" is the
RIS profile at transmission ¢, and n; is uncorrelated zero-
mean additive Gaussian noise with variance Np/2 per real
dimension. Moreover,

b(p) = a(p) © a(pgs) , (2)

where © represents the Hadamard (element-wise) product and
a(p) is the near-field RIS steering vector for a given position
p, defined as

Pl = exp (~ 5 (Ip =l ~ o= prsl)) @)

form € {1,..., M}, in which A denotes the signal wavelength
and the RIS center pg;g is chosen as the reference location
[29], [31]. As the distance to the RIS becomes sufficiently
large with respect to the RIS size, i.e., when ||p — pris| >
lp,, — Prisll, the near-field steering vector in (@) reverts to
its standard far-field counterpart as follows [47, Eq. (9)] (see
Appendix [F] for details):

[a(p)]m~ [a(V, ©)]m = exp (—j(Pr—Pris) k¥, ¥)) , 4)

where
2
k(9,0) = fg[sinﬂcosgp sin?sinp cosd]T  (5)

is the wavevector, ¥ € [0, 7/2] denote the elevation angle
between the z-axis and p — pg;g (assuming the RIS orientation
aligns with the z-y plane [27, Fig. 1]), and ¢ € [0, 27]
represent the azimuth angle between the projection of p —pg;g
on the z-y plane and the x-axis, measured counter-clockwise.

For the considered geometry, the UE and the BS are
assumed to be located in the Fresnel (radiative) near-field
region with respect to the RIS, which corresponds to the
interval [31]], [48]], [49]]

D3 2D?
0.624/ — <d< — 6
Vo Sds (6)

where D is the RIS aperture size (i.e., the largest distance
between any two RIS elements) and d = ||p — pgis|| with
p denoting the UE or BS location. Operating in the near-
field enables us to localize the UE under LoS blockage by
harnessing the spherical wavefront of the impinging signal at
the UE over the BS-RIS-UE path [16], [29], [31]. As seen
from the structure in (3), the unknown UE location p can be
directly estimated from the received signal in () by exploiting
the phase shifts across the RIS elements (i.e., m =1,..., M)
over multiple observations (i.e., t = 1,...,7T). In far-field, it
is not possible to localize the UE with a single RIS under
LoS blockage since the UE can only estimate the AoD from
the RIS (the far-field steering vector in (@) depends only
on the angles), which is not sufficient for localization. Note
that the UE cannot extract any delay information in far-field
in the considered setup due to narrowband transmission and
asynchronism between the UE and the BS.

2Since the RIS aperture size is much smaller than the distances from the
RIS to the BS and UE in the considered geometry, the channel gain appears
as a global factor that has the same value for each RIS element [29, Eq. (3)].

Fig. 2. B(0) in () for three different values of 8,,;,, when & = 1.5 and

B. Model for RIS Elements

Following the practical model in [35ﬂ we consider phase-
dependent amplitude variations of the RIS elements given by

Wem = B(Of.m)e??m, (7)

with 0y, € [—m,7) and B(0:,,) € [0,1] denoting the
phase shifﬂ and the corresponding amplitude, respectively. In
particular, 3(6; ,,) is expressed as

ﬁ(et,m) = (]- - Bmin) <Sin(9t’m2_ (b) * 1) + Bmin? (8)

where 3,,;, > 0, ¢ > 0, and & > 0 are the constants related to
the specific circuit implementation [35]. To illustrate amplitude
variations in (8), Fig. [2] plots 3(6) as a function of the applied
phase shift ¢ for various values of 3,;, whenk = 1.5 and ¢ =
0. As seen from the figure, larger amplitude fluctuations occur
as B, approaches 0. The resulting performance penalties
in location estimation will be quantified through the MCRB
analysis in Section

3The RIS phase-amplitude model in [35, Eq. (5)] covers a wide range of
semiconductor devices employed in RIS implementation, such as a positive-
intrinsic-negative (PIN) diode and a variable capacitance diode, and agrees
well with the experimental results in the literature [35]], [SO]—[52]. It is possible
to derive more accurate RIS phase-amplitude relations than in [35| Eq. (5)]
using a generalized sheet transition conditions (GSTC) based model [53]
instead of an equivalent circuit model. However, the goal of this paper is not
to derive a perfectly accurate model of RIS element responses for all types of
RISs (which is not practically possible), but rather to quantify the sensitivity
of RIS-aided localization to deviations from the naive unit-amplitude model
commonly used in the literature [[16], [25]-[28], [30], [38] by adopting an
already available, fairly realistic model with a closed-form phase-amplitude
relation as in [35) Eq. (5)]. As will be discussed in Sec. the proposed
MCRB analysis is generic and applicable to any RIS model with closed-form
mapping between element phases and amplitudes.

4Given the near-optimal performance of RIS-aided systems using phase
shifters with few quantization bits [[18]], [36]], [54] and the availability of such
low-resolution RIS phase shifters in practice [36], [51], we assume continuous
phase shifts in our model.



C. Problem Description

Given the observations y; in (I) over T transmission in-
stances, our goal is to derive theoretical performance bounds
and develop low-complexity algorithms for estimating the
position of the UE p (and the channel gain & as an unknown
nuisance parameter) under three different scenarios:

o Scenario-I: There is a mismatch between the assumption
and the reality in this scenario. It is assumed that the
amplitudes of the RIS elements are equal to 1 (which is
equivalent to assuming 3,;, = 1 or & = 0); however, the
true model is as in (7).

e Scenario-II: The true model in is known, but the RIS
related parameters, f3,. ,%, and ¢, are assumed to be
unknown.

o Scenario-III: Both the true model in and the RIS
related parameters, (3 %, and ¢, are known.

min

min»

min’
Note that the amplitude variations occur in the RIS elements
through the RIS control model wy ,, in (7), while the near-
field effects manifest itself through the steering vector a(p) in
@. Hence, the considered scenarios differ in their knowledge
about w; ,,, but they all consider the same steering vector
a(p).

The motivation for considering Scenario I is to determine
the conditions (regarding, e.g., SNR, RIS size, RIS model
parameters 3., %, and ¢) under which the conventional unit-
amplitude model can be employed for localization without
significant performance degradation, when the true model is
given by (7). On the other hand, we consider Scenario II to
investigate how the effects of RIS amplitude variations on ac-
curacy can be counteracted by designing powerful algorithms
for localization and RIS model calibration, when the UE is
aware of the true model in (7). Scenario III is mainly used for
benchmarking purposes, i.e., to provide an upper bound on the
performance of the algorithms developed under Scenario II.

To handle the different scenarios, the remainder of the
manuscript is organized as follows. In Section the MCRB
analysis of near-field localization under Scenario I is per-
formed while Section [IV] focuses on the estimator design for
Scenario 1. Then, the localization algorithms and the theo-
retical bounds for Scenario II and Scenario III are presented
in Section [V] Finally, numerical examples for all the three
scenarios are provided in Section

III. SCENARIO-I: MISSPECIFIED CRAMER-RAO BOUND
(MCRB) ANALYSIS

In this scenario, we aim to quantify the localization per-
formance loss due to the model mismatch resulting from the
phase-dependent amplitude variations specified in (7). To that
end, we will resort to the MCRB analysis [41]], [44], [S5],
[56]. In the following, we first describe the true model, which
corresponds to the realistic RIS response model in (7), and
the assumed model, which is the ideal unit-amplitude RIS
model commonly employed in the literature. Then, we provide
theoretical background on the MCRB, propose a method to
find the pseudo-true parameter, and derive the MCRB and
the corresponding LB.

A. True and Assumed RIS Amplitude Models

1) True Model: The true parameter vector 77 is given by
7 2 [Re(@)Im(a)p'|". We define 1 as
M
He é a Z [b(ﬁ)}mwtﬂnst (9)
m=1
for t =1,...,T. Then, the probability density function (pdf)
of the true observation, p(y), can be expressed as

1 \* 1 ) X
p(y) = (7r]\70) exp <No |y — ] ) ; (10)
yr]"and p = [p1 ... pp]T.

2) Assumed Model: In practice, the knowledge of the exact
amplitude model in (8], which is hardware dependent, may not
be available. In that case, the ideal model of 5(6;,,) = 1 can
be used. For this assumed model, we represent Wy ,, as W¢,m,
which is given by

where y = [y; ...

(an

for any ¢ and m. Therefore, the misspecified parametric pdf
for n = [Re(a) Im() pT]T under the assumed model, denoted
by p(y|n), can be expressed as

Pyln) = (;NO)Texp (—Jé Iy - n<n>||2) L

L

wt,m — e]‘gt,m

[A1(n) ... fir(n)]T, and
M

() 2 @ 3 [6(p)] st

m=1

where fi(n)
(13)

for t = 1,...,T. It is noted that when 3, = 1 or & = 0,
p(y) and p(y|m) coincide with each other for any y.

B. MCRB Definition

We introduce the pseudo-true parameter [41]], which min-
imizes the Kullback-Leibler (KL) divergence between the
true pdf in (I0) and the misspecified parametric pdf in (12);
namely,

1o = argmin D (p(y)|[p(y|n)) , (14)

neRr>
where D (p(y)||p(y|n)) denotes the KL divergence between
the densities p(y) and p(y|n).

Next, let 7)(y) be a misspecified-unbiased (MS-unbiased)
estimator of 7, i.e., the mean of the estimator 7)(y) under the
true model is equal to 17,. The MCRB is a lower bound for the
covariance matrix of any MS-unbiased estimator of 77, 7)(y)
(410, 1421, [44]:

Ep{(A(y) — m0)(71(y) — m)"} = MCRB(n),

where E,{-} denotes the expectation operator under the true
model p(y) and

MCRB(n,) £ A;(}B,,UA;;,

15)

(16)



in which the (i, j)-th elements of the matrices A,, and B,
are calculated as

0?
A, i =E, 1 ,
[ ’rlo] i {8 a ng(mn)‘n_%}

0 _ 0 .
(Bl = 5, { s towtol) - Towitul] . (19

a7

for 1 < 4,5 <5, with 7; denoting the ¢th element of 7.

Since the value of the pseudo-true parameter is generally not
of interest, the MCRB is used to establish the LB of any MS-
unbiased estimator with respect to the true parameter value
[41]

E,{((y) —m)(#A(y) —7)"} = LB(ny), (19

where
LB(ny) £ MCRB(n9) + (7 — m0) (@ —mo)" (20)
The last term in (20) is a bias term; that is, Bias(n,) = (7 —

10)(M — mo) ', and it is independent of the SNR. Hence, as
the SNR tends to infinity, the MCRB term goes to zero, and
the bias term becomes a tight bound for the MSE of any MS-
unbiased estimator.

C. MCRB Derivation for RIS-aided Localization

1) Determining the Pseudo-True Parameter: To derive the
MCRB for estimating the UE position under mismatch be-
tween the amplitude models for the RIS elements, we should
first calculate the 1, parameter in for the system model
described in Section |lI} that is, we should find the value of n
that minimizes the KL divergence between p(y) in (I0) and
p(y|n) in (I2). The following lemma characterizes 7, for the
considered system model.

Lemma 1. The value of m that minimizes the KL divergence
between p(y) in (I0) and p(y|n) in (12) can be expressed as

mo = argmin [|€(n)]| 2n
neRr®
where () 2 [ex(m) ... ex(n)]T and eu(m) 2 o — () for
t=1,...,T.
Proof. See Appendix [Al O

Remark 1 (Applicability of Lemma [I| to Different RIS
Models). The proof of Lemma |I| does not exploit the specific
functional form of the adopted (true) RIS model in (8) and thus
can be applied to different RIS models. Hence, Lemma [I| can
be used to compute the MCRB and LB in 20) for any choice
of the RIS element model (0, ) in by simply plugging
the corresponding wy ,y, in into the true model expressions

in Q) and (10).

Lemma |1] states that the pseudo-true parameter minimizes
the Euclidean distance between the noise-free observations
under the true and assumed models.

Let 7(n) 2 [le(m) | = || — f2(m)]]. Itis noted from @) and
(13) that v(n) is non-convex with respect to 7; hence, it is

challenging to solve (2I)) in its current form. Based on (12)
and ((13)), we can re-write (21)) as

(0, pg) = argmin [ — ac(p)|, (22)

(a,p)

where [c(p)]; = Zi{:l[b(p)]mwt,mst. The optimal complex-
valued « for any given p can be expressed as

a=cp)ip, (23)

where XT = (X" X)~2 X" denotes pseudo-inverse. Inserting
(23) into (22)), the problem can be reduced to a 3-D search as
follows:

P = argmin HHi(p)uH , (24)
p

where HJ)‘( = I -IIx and IIx = X X" denotes the

orthogonal projection matrix onto the column space of X.

Therefore, 1, = [ pJ]T can be found by first performing a

3-D optimization as in (24), and then calculating « via

and obtaining avy as ap = [Re(ap) Im(ag)]".

Remark 2 (Initialization of (24)). In order to determine the
pseudo-true parameter or equivalently to find p, in 24),
the true location D can be used for initialization, which
reduces the computational complexity of MCRB calculation
significantly.

Remark 3 (Special Cases of MCRB). As f,,;, approaches
1, or K approaches 0, the RIS amplitude (B(0;.,) in ()
converges to 1, implying that the phase-dependent amplitude
variations model (true model) in (T) converges to the standard
unit-amplitude model (assumed model) in (T1). In that case,
the mismatch between the reality and the assumed model
vanishes, which suggests that the pseudo-true parameter 1,
in ZI) approaches the true parameter 7. As a result, the
bias term in @Q0) disappears and the MCRB in (16) reverts
to the classical Cramér-Rao bound (CRB) expression since
A,,=Az3=-B By [44)].

"70:_

2) Deriving the MCRB: After finding 7,, we compute the
matrices A, from and B, from (I8) for evaluating the
MCRB in (I3). Based on the pdf expressions in (TO)—(T2)),
becomes

1 9? ,
[Anglij = < s, ¥~ RO PW) dy)
' n=n,
(25)
1 (& 5 ,
A — i d
NO (Z [ o = ) ol y> )
n=no
(26)
<Z/ anidn, | ﬂt(ﬂ)lQp(yt)dyt>
o n=n




Mt (n)
87]“7]

Re {ET:Q _ 9 (n) aﬂt(n)}

om; on;

n="no
(28)
In addition, after some algebraic manipulation, the (i, j)th
entry of matrix By, in can be written as the sum of four
terms as [By, |;j = T1 + Ty + T3 + T}, where

1 (o)L (= Ouln)
he N§ (; oni o ) (lz—; nj ) n=m,
a a~t *
- [ (35 e
T on* 1 < 9jie(n) Oji;
(3 et 3 T |
T - T -y
Ti- 3 (Z a‘g;”)etm)) (Zj @gyemm) )
T ~ ok
T, = ]\% <t§:1 a/g;n)ﬁt(no
T ~ T ~ ~
dpu(n) . 1 Ofi; (n) Ofit(m)
X (; o, el(n) ) + Fo; o, on; 1 .

Hence, [A,, ];; and [By, ];; can be written in more compact
forms as follows:

[An,li; = A%Ii { )

no*m(n) (W(n))”aﬁ(n)}

On;On; on; on; B
=70
(29)
_2 12 h Ofn(n) h Of(n)
[Bno]z] No NORG{E(W) an; Re 6(77) 8%
~ H ~
+Re (W(n)) of(n) 7 (30)
on; on; _
n=mno
where -
?f(n) o {3%(17) 62[@(17)} 31
on;on; on;on; on;On;

Therefore, once we compute the first and the second deriva-
tives of fi,(n) with respect to 7, we can easily compute the
matrices A, and B, as specified above. The derivatives
are presented in Appendix [E| Based on A, and B, , the
MCRB in (I3) and the lower bound in (I9) can be evaluated
in a straightforward manner.

D. Localization Accuracy vs. Number of Transmissions

In order to illustrate the relationship between the localiza-
tion accuracy and the number of transmissions, we analyze
how the trace of the MCRB or the LB changes with respect
to the number of transmissions, 7. We consider two sets of
observations for the same values of the true parameter vector

7, the RIS size M, and the RIS related parameters Sin, K, ¢

We prove that if repetitive RIS phase profiles are used, the
MCRB and LB do not decay with 1/T" whereas the CRB does.
To be more specific, we state the following lemma.

Lemma 2. For the k-th set of the observations, let the
number of observations, the phase profile and the corre-

sponding pseudo true pammeter be given by T®), %) =
{e(k) ), M}

tymJ {t=1,m=1}’

o We assume that T = KTW, where K € N.

o Moreover, for the phase profiles, for any 1 < m < M,
assume that

and 770 , respectively, where k € {1,2}.

1)

(2) _
et (t mod T(M),m

,m o

(32)
where (t mod T(l)) denotes the remainder of the division
of t by T(.

Let MCRB(T™, n{"), LB(T®), n{*) and CRB(T™®) de-

note the corresponding MCRB, LB and CRB for the k-th set

of observations. Then,

Tr {MCRB(T®,n{”)} o
K Tr{MCRB( Do)y
1 T {LB(T® 5P}
— <
K {LB(1,mg”) }

Tr {CRB(T@®)} 1
Tr{CRB(TM)} ~ K

i
Proof. See Appendix O

Lemmareveals that the trace of the CRB decays with 1/7T'
while that of the MCRB or LB decays slower than 1/7" due
to model misspecification.

<1 and

IV. SCENARIO-I: MISMATCHED ESTIMATOR

In this section, we focus on estimator design for Scenario-
I. First, we derive the plain MML estimator, which en-
tails computationally prohibitive high-dimensional non-convex
optimization. To circumvent this, we then propose a low-
complexity estimator capitalizing on the Jacobi-Anger expan-
sion, which reduces the problem to a series of line searches
over range, azimuth, and elevation domains.

A. Mismatched Maximum Likelihood (MML) Estimator

Given the pdf of the assumed model in (I2)), the MML
estimator is given by [41]

v (¥) = arg max log p(y[n). (33)

neRr®

Under some regularity conditions, it can be shown that
v (Y) 1is asymptotically MS-unbiased and its error covari-
ance matrix is asymptotically equal to the MCRB(n,) [41}
Thm. 2]. Hence, the covariance matrix of the MML estimator
is asymptotically tight to the MCRB.

From (12) and (33), the MML estimator based on the
received signal y in (I)) can be expressed as

Ty (¥) = arg maxlog p(y|n) = argmin ||y — fu(n)]|.
neRrs neRr>
(34)



Since this problem is in the same form as in (2I)), it can
be reduced to a 3-D optimization problem as discussed in
Section In order to solve the resulting problem, initial-
ization can be very critical as we are faced with a non-convex
optimization problem. During the estimation process, we do
not have access to the true position p. Hence, we cannot use
the true position vector p for the initialization. If an arbitrarily
chosen position vector is used for the initialization, the global
optimal solution of cannot always be obtained. To find a
remedy for this issue, we next propose an approximated ver-
sion of the MML estimator in (34), namely, the approximate
mismatched maximum likelihood (AMML) estimator. Addi-
tionally, to reduce the complexity of the proposed algorithm,
we propose a Jacobi-Anger expansion based approach when
the number of transmissions is sufficiently large [27], [43],
[57]I.

B. AMML Estimator
Let us first re-write f1(n) in using (2) as

(@1 © a(pes))"

a(n) =a : a(p)VEs ,
(7 © a(pgs))"
éQechM

= aQa(p)V Es , (35)
where w; 2 [Wy1 ... W )" and s, = /Es for any t.

Inserting (33) into (34), the MML estimator becomes

(@,d,9,8) = arg min |y — a Qa (p(d,v,9)) VE|| ,
a,d,9,p

(36)

where
p(d, DV, ) £ pgis + d[sind cosp sindsing cos?]’ (37)

denotes the position vector with respect to pgg in spherical
coordinates according to the definitions after (3)). Since @ can
be obtained in closed-form as a function of the other unknowns
as in (23), 36) can be solved via 3-D optimization. In the
following, we describe the steps to solve (36) in an efficient
manner.

1) Approximation of Near-Field as Far-Field for Initial
Azimuth and Elevation Estimation: To avoid 3-D search in
(36), we approximate the near-field steering vector as its far-
field counterpart via (4):

la(p)]m~ [a(F,9)]m . (38)
which reduces (36) to
(@7,8) = argmin |y~ aQa(v,9)VE, (39)
e

Similar to (23)), & can be estimated in closed-form as a function
of ¢ and ¢ in (39), leading to

(1/9\, ») = argmin “Héa(ﬂ7¢)y“ . (40)
9€[0, /2]

©€l0, 27]

In ({@0), initial azimuth and elevation estimates can be found
by conducting 2-D search over ¢ and .

2) Switching Back to Near-Field for Location Estimation:
Starting from the initial estimates 1J and { in the approximated
MML estimator (@0), location estimation can be performed by
switching back to the original MML estimator (36) based on
the near-field model via the following alternating iterations.

« Update d: Given ¥ and @, we estimate distance d in
as

o~

(@d) = argg;mHy —aQa(p(d,9,3))VE| . @1

Similar to the solution of (39), distance can be estimated

from via

HH , (42)

1 N y‘
A€ (Ordpay) || @2P(d:0:0))

which entails a simple line search for a given maximum
distance d,,,x imposed by neAar—ﬁeld conditions in ().

e Update ¢ and : Given d from (@2), azimuth and
elevation estimates can be updated in via

o~

(3.9.8) = argmin |y — 0 Qa(p(d. V. 9)) VB,
a,d,p

)

43)
leading to
1/9:95 = arg min HHL A yH . 44)
) 9€[0, 7/2] Qa(p(d,9,¢))
p€lo, 2]

After a predetermined number of iterations Ip,,x, the resulting
estimates of elevation, azAimAuth and distance from @2) and
{@4) are inserted into p(d, ¥, ) in to find the AMML
estimate for the UE location.

To further reduce the complexity, we next propose a Jacobi-
Anger expansion based estimator that avoids 2-D searches in
(#@0) and (44) for large number of transmissions 7.

C. Jacobi-Anger Expansion Based AMML Estimator for Large
Number of Transmissions

In this part, we develop a low-complexity multi-step ap-
proach to estimate the UE position in the MML estimator (36)
by leveraging the Jacobi-Anger expansion [58]], as detailed in
the following.

1) Jacobi-Anger Approximation to Decouple Azimuth and
Elevation Parameters in Far-Field: Similar to Sec. we
begin by invoking the far-field approximation in @) and con-
sidering the resulting approximated estimator in (39). Using
(©7), the far-field steering vector in @) can be expressed as

0,9l = xp (45 msin() st = v)) 649

where g, and v, are defined in (93). By employing the
Jacobi-Anger expansion, [a (¥, ¢)]m in can be expressed
as [58) Eq. (17.1.7)]

oo

2 .
[a(®,@)lm =" J"n (;qmsinﬁ) e/ (46)

n=—oo



where J,(-) is the nth order Bessel function of the first kind.
As | J,,(+)| decays to 0 as |n| increases, by neglecting the terms
with |n| > N, for some N € N, can be approximated by
1571

N
(@@, Q)lm =~ > " In ( 3 %nsulﬂ) eImemtm) (47
n=—N
where
2
N> %qmax sin 9 (48)

enables sufficient precision for high-quality approximation
[S7], with @gmax denoting the maximum distance of any
RIS element from the RIS centre. To provide a compact
expression for @7), we define g,,(¥) € CEN+DXL and
h(cp) c CEN+DX1 49

2 )
(G (D] = 3" (;‘Im sin 19) e Imm ) 49)
()] = ¢ (50)
forn € {—N,..., N}. Then, inserting and (50) into
yields
a(¥,¢) = GT(D)h(y), (51)
where
G(D) = [g,(9) ... gar(9)] € CENFIXM, (52)

As seen from (51)), the proposed Jacobi-Anger expansion of
the far-field RIS steering vector in (@3) enables decoupling
azimuth and elevation parameters in a matrix-vector multipli-
cation form.

2) Azimuth and Elevation Estimation via Unstructured ML:
We can now exploit the structure in (51)) to recast the MML
estimator in (39) as

(@,9,p) = arg min Hy — a QG (9)h(p)\/E,

a9,

(53)

To enable decoupled estimation of azimuth and elevation
parameters in (33), we resort to unstructured ML techniques
[59]]. To this end, let

—ah

\ﬁ c CN+1)x1

denote the unstructured vector where the dependency on «
and ¢ is dropped. Substituting into yields the
unstructured ML optimization problem:

(54)

(£.9) = axg min lv-@c™wyi| - (55)
In (53). F can be readily obtained as a function of 1
~ T
7=(Q6"W) v (56)

under the condition 7' > 2N + 1, noting that QGT(ﬂ) S
CT*(@N+1) By plugging (56) back into (B3), elevation can
be estimated via a simple line search:

9= arg min HHQGT ﬁ)yH (57)

V€0, /2]

Algorithm 1 AMML Algorithm for RIS-aided Near-Field
Localization via Jacobi-Anger Expansion
1: Input: Observation y in (1), Tinrs Imax-
2: Output: Location estimate p.
3. if T > Tip, then N
4 Estimate the elevation ) by solving (57).
5 Using ¥, estimate the azimuth @ by solving (59).
6: Using ¢ and $, estimate the distance d by solving (@2).
7
8
9

. else
Find the initial estimates 9 and © by solving (@0).

: Set 7 = 0.

10: while the objective function in (36) does not converge
and i < Iax do

11 Update d by solving [#2).
12: Update ¢ and @ by solving {@4).
13: Set i =14 1.
14: end while
15: end if

16: Compute the location estimate via asp = p(cz 3, ?).

Using the estimated elevation J in (57D, the ML problem in
(53) can be recast as

(@%) = argmin [y — « QGT(D)h() VB,
P

;o (58)

where the task of azimuth estimation boils down to a line
search:

HJ_

QGT(a?)h(sa)yH : (59)

» = argmin
p€e(0, 27)

3) Distance Estimation Using the Near-Field Model: Hav-
ing estimated the elevation and azimuth in and (©9),
respectively, using the far-field approximation, we can now
switch back to the original near-field based MML estimator in
and retrieve distance information via (@2).

D. Summary of AMML Based Algorithm

In Sec. and Sec. we propose two approaches
to implement the MML estimator in (34). The approach in

Sec. |IV-B| can be used for any number of transmissions
T, while the one in Sec. represents a low-complexity
alternative that can be employed for T" > Ty, = 2N + 1 due
to the condition imposed in (56). Here, N can be set according
to (@8). Therefore, we can decide on the preferred approach
depending on whether 7' > Tiy,, holds. The entire algorithm
is summarized in Algorithm

E. Complexity and Convergence of Algorithm [I|

To evaluate the computational complexity of Algorithm
suppose that the search intervals for distance, azimuth and
elevation are discretized into grids of size K each. We assume
that K, M > T, which is reasonable given the large RIS
size and a fine search granularity required for high-quality
estimates. As shown in detail in Appendix [C] the overall cost
of Algorithm [l| for T" < Ty = 2N + 1 and T > Ty 18
given by O(TK2M) and O (TM(2N + 1)K), respectively.
For T > Tin, we have K > T > 2N + 1, leading



to TM(2N + 1)K < TK?M. Thus, it can be concluded
that, when T is sufficiently large, by using the Jacobi-Anger
expansion based estimator in Sec. [[V-C| we decrease the
computational complexity. Thus, for 7' > 2N 4 1 where N is
sufficiently large (e.g., (@8)) to provide a good approximation
in {7), the Jacobi-Anger based approach can be employed to
reduce the computational burden.

Regarding the convergence of Algorithm[I] it follows from
(60, Prop. 1] that if the solutions to (@2) and (@4) are unique,
then Algorithm [1|converges to a stationary point of the original
MML estimation problem in (36). Note that the uniqueness
of the solutions to (@2) and @4) can be achieved with high
probability using random RIS phase profiles [38, Sec. IV-B].

Next, we analyze how the performance bounds and the
estimator structures are affected when the true RIS amplitude
model given in (7) is known.

V. SCENARIO-II & SCENARIO-III: RIS-AIDED
LocALI1ZATION UNDER KNOWN RIS AMPLITUDE MODEL

In this section, we investigate RIS-aided localization under
Scenario-1II and Scenario-III, where the UE is assumed to be
aware of the RIS amplitude model in (7).

A. Scenario-II: Known RIS Amplitude Model with Unknown
Parameters

In this scenario, in order to parameterize the unknown sys-
tem parameters, we will use = [Re(a) Im(a) p" Buin 5 ¢,
which consists of both the channel parameters and the RIS
model parameters. Then, by [27, Eq. 9], the Fisher Informa-
tion matrix (FIM), J(n) € R8*®, can be expressed as

o= e ()22}

In order to compute the derivatives of p with respect to the
first five entries of 77, we can use the derivatives given in
Appendix [E] by replacing the 1@ ,, terms with w; ,,. For the
last three entries of 7, i.e., for the RIS related parameters, the
derivatives used in (60) are provided in Appendix

After obtaining the FIM, by computing Tr{J " (n)}3.5 3.5,
we can obtain the CRB for estimating the UE position.
Moreover, the ML estimator can be stated as

(60)

fvL(y) = arg maxlog p(y). (61)

neRrs

As discussed in Section the estimate for & can uniquely
be determined for given estimates of p, Bmin, R, and 5 That is,
this problem can be reduced to a 6-dimensional optimization
problem. Similar to the mismatched scenario (Scenario-I), the
initialization is an important issue for this scenario, as well.
For practical implementations, we propose an approximate
version of the ML estimator, called the approximate maximum
likelihood (AML) estimator, in the next section.

B. Scenario-II: AML Estimator

In this part, our goal is to solve the problem of joint
localization and online RIS calibration in (61), which involves

estimating the UE location p and the RIS model parameters
Boin» F» and ¢ simultaneously. To accomplish this in an
efficient manner, we propose a low-complexity estimator as an
alternative to the high-dimensional non-convex optimization in
(61).

Let us write the observations in (I in a vector form as
=aW'({)b(P)VE;s +n, (62)

where W (¢) = [wl(f) 'wT(C)] € CMXT s the matrix of
RIS profiles as a function of the parameters { = [3,,;, % @]
the RIS amplitude model in (7) and (8), and . = [n ... np]T
is the additive noise vector. From (7) and (8), W ({) can be
expressed as

W(E) = (Bminrl(g7 5) + F2(E7 5)) © ej®7 (63)

where © € RM*T denotes the RIS phase shifts with @], ; =
em,t,

sin(@;(b)—i—l) R

(R ¢) £ 11} — (

I‘Q(E,@ 2 (sm((~)—¢)+1> , (65)

2

15/ is an all-ones vector of size M, and sin(-) and ()~
operations are element-wise. Plugging b(p) = a(P) © a(pgs)

and (63) into yields
y =7 (Fuul1(5.9) + To(5.3)) a(®)VE: +n. (66
where
f‘l(ﬁa &) é I‘l(ﬁa a) @ €j® @ a(pBS)l-Zr"a (67)

f‘Z(Ea D) ,$) ©e’® © a(pgg)1r.

The ML estimator corresponding to the observation model in
(66) is given by

v (B (5.0) + Fa(.0)) o) VE:

2Ty (R

2
min
a,p,¢

(68)

To solve the ML optimization problem in (68), we now
propose a three-step procedure consisting of location initial-
ization, online RIS calibration and location refinement.

1) Step 0: Initialization of UE Location: First, by assuming
Bmin = 1, the initial location estimate p is obtained by using
the Jacobi-Anger expansion based algorithm in Algorithm [I]
Inserting p into the ML estimator in (68), the optimization
problem becomes
2
min
a,§

v (Bunfi(n0) + Tal) a)VE.

(69)

2) Step 1: Online RIS Calibration: As noted from @]) a
and 3, can now be estimated in closed-from as a function
of the remaining unknown parameters, while the estimates of
% and ¢ can be found via a 2-D search. This motivates an
alternating optimization algorithm where we alternate among
updates of «, Bmin, and (k, ¢):



o Update a: Given ¢, a closed-form estimate of « in (69)
is given by

a=(T"OT©) T a0

where

() 2 (Buins (.0) + To(,0)) al®)V/Er. (71)

e Update Bnin: Given a, k, and ¢, under the constraint
of 0 < Buin < 1, the Lagrangian can be expressed as
follows:

L(Bmin; )\17 )\2) = HZ - Bminw‘|2+)\1(Bmin_l)_)\Qﬁmin

where z y — alsy(k,¢)Ta(P)VEs and w
al'y(k, ¢)Ta(p)v/E,. From Karush-Kuhn-Tucker condi-
tions, the closed-form estimate of [, in can be
obtained from the following set of equations:

Al — Ao + ZBmianw = 2w+ whz
)\I(B\min - 1) = 07 )\QBmin = 0.

Hence, we can concludg that Bmig\ admits onerf the
three alternative forms: Syin = 1, Bmin = 0, Or Byin =
Re{zHw}l/(wHw). Among these three solutions, the one
which yields the smallest objective is chosen.

e Update k and ¢: Given « and S, we can estimate
and ¢ via a 2-D search:

(72)
(73)

(R, 0) =
~ ~ T
ar[g mln) ‘y -« (ﬁminrl(’%a ¢) + F?(ﬁv (b)) a(ﬁ) V Es
KE[0,Kmax
¢€[0,27)

(74)

for some finite Kpax.

3) Step 2: Refinement of UE Location: As the output of
this alternating procedure, we obtain the estimates of @, Bmin,
%, and ¢. By plugging the estimates of (,,, %, and ¢
(representing the calibrated RIS parameters) back into the
ML estimator in (68), the estimate of the UE location p can
be refined via Algorithm [I] The overall algorithm for joint
UE localization and online RIS calibration is summarized in
Algorithm 2]

Remark 4. If we skip Step 1 of Algorithm 2| (i.e., online RIS
calibration) and choose Byin = 1 (i.e., uncalibrated, unit-
amplitude RIS model in (T1))), the AML algorithm gives the
same estimate as the AMML algorithm.

C. Complexity and Convergence of Algorithm 2]

We evaluate the complexity of Algorithm 2] by assuming
that the search intervals for x and ¢ are discretized into grids
of size L each. If T' < Ty, the overall cost of Algorithm
is simply equal to O (T'M max{K, L}?), where K is defined
as in Sec. If T > T}y., the computational cost becomes
O (TM max{K (2N + 1), L?}). The details can be found in
Appendix

The convergence of Algorithm [2| can be analyzed by noting
that if the solutions to the subproblems of (69) via the

Algorithm 2 AML Algorithm for Joint UE Localization and
Online RIS Calibration

1: Input: Observation y in (66), Tinr, Jmax-

2: Output: Location estimate P, channel gain estimate
and estimates of RIS amplitude model parameters ¢
[ﬁmir‘n /"%a ¢]T

3: Step 0: Initialization of UE Location

(a) Set Bmin =1
(b) Compute the initial location estimate p using Algo-
rithm [I

4. Step 1: Alternating Iterations for Online RIS Calibration

5: Set m = 0.

6: while the objective function in (69) does not converge and
m < Jmax do

7: Update the channel estimate & via (70).

Update Bmin via and (73).

Update % and ¢ via (74).

a

10:

Set m =m + 1.
11: end while
12: Step 2: Refinement of UE Location with Calibrated RIS

Model
(a) Use Algorithmto estimate the UE location, p, and the
channel gain, @, from (68) by plugging the estimates
Bmin> k and ¢ obtained at the output of Step 1.

alternating iterations in Step 1 are unique (i.e., &, Bmin
and (k, ¢) are obtained uniquely in (70), (72)-(73) and (74,
respectively), then Step 1 converges to a stationary point of
(69) [60, Prop. 1]. Due to the closed-form solution in (70), the
uniqueness of « is guaranteed, while for S, and (k, ¢) the
uniqueness is satisfied with high probability via random RIS
phase configurations, following the arguments in [38, Sec. I'V-
B].

D. Scenario-1II: Known RIS Amplitude Model with Known
Parameters

In this scenario, the unknown system parameters are given
by 7 = [Re(a) Im(a) pT |7 and the values of the RIS related
parameters are perfectly known. For this scenario, the FIM,
J(n) € R>*5, can be computed as in (60). In addition, the
derivatives presented in Appendix |[E| can be used by replacing
Wy, 'S With wy s,

To estimate the UE location, we can employ the same AML
algorithm, Algorithm [2| as used in Scenario-II. As the values
of B hin, R, and ¢ are available, we can skip Step 0 and Step 1
of Algorithm [2] and run Step 2 with the known values of the
RIS amplitude model parameters.

VI. NUMERICAL RESULTS

In this section, we first present numerical examples for
evaluating the theoretical bounds in three different scenarios,
and then compare the performance of the AMML and AML
estimators against the theoretical bounds.
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Fig. 3. Theoretical bounds versus B,;, for SNR = 20dB, 30dB and 40 dB
when the UE distance is 5 meters, K = 1.5 and ¢ = 0.

A. Simulation Setup

We consider an RIS with M = 50 x 50 elements, where
the inter-element spacing is A/2 and the area of each element
is A = A\2/4 [27]. The carrier frequency is equal to f, = 28
GHz and the bandwidth is set to 1 MHz. The RIS is modeled
to lie in the X-Y plane with pg;s = [000]T. Moreover, for
the RIS elements, 0, ,, values are generated uniformly and
independently between —m and 7. In accordance with the
Fresnel near-field region defined in (6), whose boundaries
are 1.40 and 26.79 meters, the BS and UE are located at
Pps = 577 x [-111]T and p = 2.89 x [111]T meters,
respectively, leading to 10 and 5 meters of distance to the
RIS. We set the number of transmissions to 7" = 200, yielding
a total duration of 0.2 ms. For simplicity, we assume that
s; = v/E, for any t. Also, the SNR is defined as

E,

snr = Bslal® ZT: ‘bT (B)w, ‘2 (75)
No t=1

T

To solve for the LB computation, we employ the
GlobalSearch algorithm of MATLAB by providing p as the
initial vector. For the Jacobi-Anger approximation in (47),
QTquax sin ¢ in (48] evaluates to 90.7 for the considered setup,
while we set N = 50, which turns out to be sufficient for the
proposed algorithms to converge to their respective theoretical
bounds. Furthermore, we set Ti,, = 2N + 1, Kpax = O
and Inax = Jmax = D in Algorithm [I] and Algorithm [2]
Since T > Tiyy, Algorithm E] chooses the Jacobi-Anger based
branch. To evaluate the performance of the branch 7" < Tiy,,,
we also show simulation results for 7" = 10.

B. Results and Discussions

1) Theoretical Limits vs. RIS Model Parameters: In Fig. 3]
for all the three scenarios, we show the theoretical bounds as
a function of 3, for SNRs of 20, 30, and 40 dB when the
UE distance is 5 meters from the center of the RIS, ¥ = 1.5,
and ¢ = 0. We observe from the figure that as 3, decreases,

min

—A— 20 dB (Scenario-I)

| | —sk— 20 dB (Scenario-II)
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30 dB (Scenario-II)
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Fig. 4. Theoretical bounds versus & for SNR = 20 dB, 30 dB and 40 dB when
the UE distance is 5 meters, 3,,;,, = 0.7 and ¢ = 0.

i.e., as the mismatch between the true and the assumed models
increases, the LB increases and raising the SNR level does not
improve the LB values significantly. In addition, the sensitivity
to the model mismatch is more pronounced at higher SNRs,
while for an SNR of 20 dB, the performance is relatively
insensitive for (3,,;, > 0.7. This shows that being unaware of
the true RIS amplitude model can constitute a crucial limiting
factor for RIS-aided localization at high SNRs. Interestingly,
we note that when the true model and the true values of ;.
% and ¢ are known, the value of 3, does not influence
the CRB values notably. In fact, as the CRB values for the
Scenario-II and Scenario-III are almost the same, it can be
inferred that once we know the true model, knowing the true
values of 3, & and ¢ is not critical.

In Fig. 4] for all the three scenarios, the theoretical bounds
are plotted versus x for SNRs of 20, 30, and 40 dB when
the UE distance is 5 meters from the center of the RIS,
Biin = 0.7, and ¢ = 0. Similar to Fig. 3| the CRB values
for Scenario-II and Scenario-III are almost the same. We also
observe that as x approaches 0, i.e., as the mismatch between
the true and assumed models decreases, the LB and the CRB
values for Scenario-II and Scenario-III become closer to each
other similarly to Fig. E} In addition, as the SNR increases,
the performance loss due to the mismatch becomes more
significant. Moreover, increasing < beyond K = 0.4 does not
have any notable impacts on the LB values.

2) Effect of RIS Size: To investigate the effects of the
number of RIS elements, the average LB and CRB values are
plotted versus the RIS size in Fig. [5| for all the three scenarios
by averaging over 200 different random phase profiles for
the RIS elements, where the SNR is 20dB, the UE distance
is 5 meters, B,;, € {0.3,0.7}, & = 1.5, and ¢ = 0. We
observe that as the RIS size or 3, increases, we obtain
lower LB values in general. In addition, the curves for different
Bonin Values are almost parallel. We also note the significant
price paid due to the model mismatch: With the perfect
knowledge of the RIS model and with 1000 elements, a similar
performance can only be attained using a RIS with 4225
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Fig. 6. Performance of the AMML and the AML algorithms along with the
corresponding theoretical bounds versus SNR (dB) when the UE distance is
5 meters, K = 1.5, B,;, = 0.5 and ¢ = 0.

elements when ,;, = 0.3 under the model mismatch.

3) Performance of Algorithm [I] and Algorithm 2] vs. SNR:
To provide a comparative analysis of the three scenarios,
in Fig. [0} the performances of the AMML algorithm in
Algorithm [I] and the AML algorithm in Algorithm [2] are
plotted versus SNR, and compared with the corresponding
LB and CRB values when f3,,;, = 0.5. It is noted that the
AMML and AML algorithms achieve the theoretical bounds
in the high SNR regime in all the three scenarios. This
indicates that the proposed Jacobi-Anger expansion based
low-complexity approach in Algorithm [T] can successfully
provide near-optimal solutions to the near-field localization
problem in (34). Moreover, by comparing the AMML and
the AML curves at high SNRs, we observe that the AML
algorithm completely recovers the performance loss due to
model misspecification, which verifies the effectiveness of the
online RIS calibration in Step 1 and the UE location refinement
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Fig. 7. AMML, LB, MCRB, and Bias term versus SNR (dB) for Bmin c
{0.5,0.7} when the UE distance is 5 meters, K = 1.5 and ¢ = 0.
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Fig. 8. Performance of the AMML and the AML algorithms along with the
corresponding theoretical bounds versus  when the UE distance is 5 meters,
SNR = 30 dB, $,,;, = 0.7, and ¢ = 0.

in Step 2 of Algorithm 2]

To explore the asymptotic behavior of the AMML algorithm
in Scenario I, its performance with respect to SNR is illustrated
in Fig. [7] for 8,,;, = 0.5 and 0.7 when the UE distance
is b meters. In addition to the performance of the AMML
estimator, the LB, the MCRB, and the bias term values are
also plotted. We observe that the AMML estimator exhibits
three distinct regimes: a low-SNR regime where the AMML
is limited by noise peaks and thus far away from the LB; a
medium-SNR regime where the AMML is close to the LB,
which itself is dominated by the MCRB; and a high-SNR
regime, where the AMML and LB are limited by the bias
term (7).

4) Performance of Algorithm [I] and Algorithm [2] vs. RIS
Model Parameters: To investigate the performance of the
proposed localization methods under varying values of RIS
model parameters, in Fig. [§] the RMSEs of the AMML and
AML algorithms are evaluated versus & when SNR = 30 dB,
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Bunin = 0.7, ¢ = 0, and the UE distance is 5 meters. Similarly,
in Fig.[9] the performances of the AMML and AML algorithms
versus ;. are shown when SNR = 30 dB, & = 1.5, ¢ = 0,
and the UE distance is 5 meters. From Figs. [§] and [9] it is
noted that for Scenario-II and Scenario-III, the AML algorithm
achieves the CRB, which is insensitive to the values of & and
Bonin- In addition, a combined evaluation of Fig. @ Fig.
and Fig. [9] demonstrates that both of the proposed algorithms
can attain the corresponding bounds under a wide variety
of settings concerning different SNR levels and RIS model
parameters.

5) Convergence Behavior of Algorithm [} Finally, for a
single realization, Fig. [I0] illustrates the errors of the position
estimates at each alternating iteration in Step 1 of Algorithm
2. In the figure, p(k) denotes the estimate of the position
D obtained from the Jacobi-Anger approach by using the
estimate of ¢ at the k-th iteration.

We observe that, starting from the initial location esti-
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Fig. 11. Performance of the AMML and the AML algorithms along with the
corresponding theoretical bounds versus SNR (dB) when the UE distance is
5 meters, kK = 1.5, B =0.7, $ =0, and T = 10.

min

mate given by Algorithm [T| Algorithm [2] provides significant
performance gains through the iterations of the online RIS
calibration in Step 1. In particular, at an SNR of 40 dB,
Algorithm [2| achieves the error value of 0.0058 m, while the
error corresponding to Algorithm |[I|is 0.1241 m.

6) Numerical Results for Small Number of Observations:
In this part, we use the same simulation setup described in
Sec. by only changing 7" from 200 to 10. In Fig. [TT]
performances of the AMML and AML algorithms versus SNR
are presented when 3,;, = 0.7, & = 1.5, $ = 0. It can be
observed that when the number of transmissions is reduced to
10, the proposed algorithms are still capable of achieving the
theoretical performance bounds in all three scenarios.

VII. CONCLUDING REMARKS

We have studied the problem of RIS-aided near-field local-
ization under amplitude variations of individual RIS elements
as a function of the applied phase shifts, which is a practical
model based on equivalent RIS circuit models of reflecting
elements [35]]. First, through the MCRB analysis, we have
quantified localization performance losses due to model mis-
specification when the UE is unaware of the RIS amplitude
model, and developed an algorithm that achieves the corre-
sponding LB. Second, under a known RIS amplitude model,
we have derived the corresponding CRB and proposed a low-
complexity algorithm for joint UE localization and online
calibration of RIS model parameters. Extensive simulations
over a broad range of operating conditions demonstrate the
following key results:

o Significance of the Knowledge of RIS Amplitude Model:
Being unaware of the true RIS amplitude model and
assuming conventional unit-amplitude RIS responses can
severely degrade the localization accuracy, with the losses
being more pronounced at higher SNRs and higher am-
plitude fluctuations (small 3, ;, and large % in (8)).

o Localization under Model Mismatch: Under the unknown
RIS amplitude model, the proposed Jacobi-Anger expan-



sion based low-complexity method in Algorithm [I] can
provide near-optimal localization performance very close
to the corresponding LB.

o Joint Localization and RIS Calibration: Under the known
RIS amplitude model, it is possible to recover the perfor-
mance losses incurred by model misspecification using
the proposed algorithm in Algorithm [2] which can cali-
brate the RIS model online with the aid of an unknown-
location UE and subsequently refine the UE location with
an accuracy that asymptotically attains the CRB.

Based on these outcomes, future research will focus on
localization-optimal passive beamforming at the RIS under the
realistic RIS amplitude model in , considering wideband
signals and unobstructed LoS scenarios. In addition, data-
driven approaches will be considered to learn the mapping
from RIS phases to amplitudes in the absence of a specific
functional form as in (§), which would enable generalizing
the proposed approach to any type of RIS.

APPENDIX A
PROOF OF LEMMA[I]

Based on the definition of the KL divergence and the system
model in Section can be expressed as

7 = argmin / p(y) log <~p(y) ) dy (76)
nERS p(y|n)
— argmin / p(y) log Hylm) dy 77
neRd
— argmin / p@)lly — a2 dy  (8)
neRS

where the second equality is due to the independence of p(y)
from 7, and the last equality is obtained from (IZ). Then, it
can be shown that the following equations hold:

/p(y) ly — iz(n)|* dy = Z/ ) lye —
=>. H/ p(yer) dys (/p(yt)lyt—ﬁt(n)2 dyt)

t=1 \t'#t
T
Z/ p(ve) [yt — Fie(m)|2 dye.

We now introduce €;(n) = i — i (1), so that |y, — fie(n)|* =
lye — pie + €:(m)[%, and the integral expression in can be
manipulated as follows:

/p(yt) lye — fie(n)]” dy; = /p(yt) i

()2 / p(ye) dys +2 / p(ye)Re (9 — 1) ee(m)) dye.
(80)

«(mI° dy

(79)

- ,Ltt|2 dy:+

Since y; ~ CN'(pe, No) and [ p(y:)dy; = 1, the expression
in can be simplified as

/ p(ye) Iyt

— fie(m)® dys = No + |e(m))*. (81

By combining (78), (79) and (81), we finally obtain that

YIS —

T
n= argmlnz (No + |et(n)] ) = arg%lsinz \61‘/(77)'27
ne t=1

which completes the proof.

APPENDIX B
PROOF OF LEMMA 2]
)y (k) . _(k 0
Let p® = {2 and @g® () = (a0},

be the set of the noiseless transmitted signals for the k-
th set of observations under the true model and assumed
model, respectively for a given parameter 7. (32) implies that

(2 _ @) 2
= u(t mod TO)) forany 1 <t < 7)), Hence, it can be

stated that

5 T(2)
1@ = a2 = ] L] o)
2
=KHu<”—ﬁ“<n)H . ®
which implies nél) = 7752). This means that the Bias

term in (20) remains the same even though the num-
ber of transmissions is increased from 71 to T2 . That
is, if Bias(T(k),n(()k)) denotes the corresponding Bias for

the k-th set of observations, we have Bias(T(l),n(()l))

Bias (T(Q), 17(()2)).

Now, let us compare the MCRB expressions for both cases.
To stress the dependence on the number of observations, we
will replace A, and B, in and with Ar ., and
By, when the number of transmissions is equal to 7. By
using (29), for any i, j, it can be seen that

[Ara @iy = KlAza) nolig @4
For k € {1,2} and any i,j, we define R, ) and
Mo
ST(,@’"(();C) as follows:
o™ (m)
k H
[RT(R)_’né’C)]i,j = N2 Re {6( )(n) o
on®
Re e(k)(n)"'w ’ (85)
877]’ RO
n=mng
H
s 2 o™ )\ oa™(n)
[ST("’) (k)]iJ‘ = — [Re
Mo Ny on; On; _(k
n=mny
(36)
It can easily be verified that both RT(k) ) and STW o are

posmve definite matrices for any k € {1 2}. Based on
and (B6), we can write

[BT<2)777[()2>} = [RT(z)mg?)] + [ST(z)m((JQ)]
= K2[RT(1)7T,(()1)] + K[ST(D,nél)] 87)
By using and (87), it is possible to express
MCRB (T(z),no2 ) as follows:
1

MCRB(T®,nf) = - (A, o) (88)



-1

< (K* Ry o] + K18 o)) (Agay o) - (89)

Since RT(l),ngl)’ ST(l),néD ;
definite matrices, Tr{([RTm n(l)]) (AT(1> 7](1))7 } > (0 and
) Mo

Tr{([S (1) n(l)])(A @ n(l)) } > 0. This implies that for
K > 2,

and AT“),nél) are positive-

Tr {MCRB(T®,n{")}

— <1.
K T {MCRB(TW,n{")}

(90)

Furthermore, since Bias(T(l),nél)) = Bias( T® n(2)),
the latter conclusion for the ratio of the trace of the LBs,
is evident from (90). For the CRB calculation, as stated in
Remark |3] when there is no mismatch between the assumed
model and the true model, we can write

CRB(T™) = (Ap 7) " o1
for k € {1,2}. It is evident from (84) and (O1) that
Tr{CRB(T®)}  Tr{(Apeq) } 1 92)
Tr{CRB(TW)}  Tr{(Apm ) '} K

as we desired to prove.

APPENDIX C
COMPUTATIONAL COMPLEXITY OF ALGORITHMI]

First assume that T' < Tiy,. It is clear that complexity of
Algorithm [I] is dominated by the 2-D search for estimating
azimuth and elevation angles. In the algorithm we equate I«
to 5. That is, for Algorithm [I] it is sufficient to analyze the
computational complexity of the 2-D search given in (39). Let
us define (9, ¢) = Qa(V, 9)v/E,. The computational cost
of (9, ¢) is simply equal to O(T'M). One should note that,
(39) is equivalent to the following problem

z(0, )"y
lz(9, 0)||”
Hence after computing x (¢, ), we need to search over « and
. Therefore, the overall cost of Algorithm (1| for T < T}y, is
O(TK?M).

When T' > Tiy;, the complexity of Algorithm (1| is dom-
inated by the estimation of ¢). To estimate ¢}, we need to
compute X () £ QG'(9) first. The computational cost
of X(¥) is O(TM(2N +1)). Then, we need to compute
the pseudo-inverse of X (¢), whose computational cost is
given by O (T(2N+ 1)) since T > 2N + 1. After com-
puting the pseudo-inverse of X (1)), we need to search ¢
over [0,7/2] to find the minimum of ||y — X (9)X () y”
That is, the overall cost of Algorithm [I] when T > Ty,
is given by O (T?(2N +1)K) + O(TM(2N +1)K) =
O(TK(2N + 1)max{T,M}) = O (TM(2N + 1)K).

(9, P) = arg max 93)

9,

APPENDIX D
COMPUTATIONAL COMPLEXITY OF ALGORITHM 2]

Similar to Algorithm[I] the computational complexity of Al-
gorithm 2]is dominated by the 2-D search for x and ¢. We need

to compute

[l

~ ~ T
y—a (BuinT1(5,6) + Ta(x,0) ) aB)VE,

whose computational cost is O(T'M), for a given ¢ and
a. Since we search over x and ¢’s, the total computational
complexity becomes O(T M L?).

APPENDIX E
DERIVATION OF ENTRIES IN THE MCRB

Let i) be given by = [a, a;xyz]T. Also, define p £
[xy2]", by 2 [b(P)]m. and a £ o, + ja,;. We also introduce

u = II§ Z‘“S”and forany 1 <m < M, u,, = = where

w = [ug uy us]" and Uy, = (U o Uy U, 2] " Then the first
and second derivatives of fi;(n) with respect to n are given
as follows:

Ifir(n
aar

E bm tm8t7

For v € {xyz}, we can write

) M
:.7 Z bmwt,mst-
m=1

T —jiﬁa:zi bon (0 = ) B
92 (n) _ 0 (n)
Do 0w da, v
M
Z (2‘_“5’;;7 - :i)

Moreover, if vy, v € {xyz} and they correspond to different
coordinates, it is possible to express

i (n) ™
8V18V2 = Z b Um N2 uul) (um,ug - ul/Q) d}t,mst
— lp—pull P — Prisll
APPENDIX F

FAR-FIELD APPROXIMATION OF THE RIS STEERING
VECTOR IN (3)

In this part, we will show that the near-field steering
vector in degenerates to its standard far-field counterpart
when ||p — prisll > ||Pm — Prisll- Specifically, using the
geometrical relations based on the definitions before @D, we
can write

d?, = d* + %, — 2dqy, sin(¥) cos(o — V), (94)

where dpp, = [[p — ppll. d = llp = Prslls am = [Py —
and 1)y, is the angle between p,,, — pris and the X-axis, i.e.,
P — Pris = Gm[cos(¥m) sin(vm) 0] . ©5)



Re-arranging (94) and assuming d >> ¢,,, yields
1+ - 2q7m Sln(ﬂ) COS(@ - wm) s

dm = d\/ d2 d
~d (1 - % sin(9) cos(p — zlfm)) ,

where the approximation in (96) is obtained via first-order
Taylor expansion of f(z) = V1 + 22 — 2z« around z = 0 for
constant  [48, Eq. (6)], [61, Eq. (3)], [47, Eq. (12)]. Using
the approximation in (96)), the phase term in (3)) can be written
as

(96)

lp =Pl — P — Prisll = dm — d,
~ —qm sin(9) cos(p — )

which leads to the standard far-field steering vector [47}
Eq. 9)]:

o) = exp (=357 (p = poll ~ I~ s

€xXp (_j(p’m - pRIS)Tk(ﬂa (p)) )
) is defined in (B).

o7

Q

98)
where k (¥,

APPENDIX G
DERIVATIVES FOR FIM COMPUTATION IN (60)

The derivatives of i, with respect to the RIS model param-
eters Omin, £ and ¢, used for FIM computation in (60), are
given by

Ope(m /E. - edfm
a/Bl'ﬁln Z
" <1 B <s1n(9t7m2— @) + 1) ) ,
aMt

\/7 Z ejet‘m(l - Bmin)
" <sm(9t7m2 @) + 1)"C log (Sin(&tﬁm _

)

. ¢)+1>

0
R
Sin(et,m — ¢) +1 et Cos(ot,m - ¢)
() ()
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