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Abstract

Extensive work has demonstrated the excellent performance of orthogonal time frequency space

(OTFS) modulation in high-mobility scenarios. Time-variant wideband channel estimation serves as one

of the key compositions of OTFS receivers since the data detection requires accurate channel state

information (CSI). In practical wideband OTFS systems, the Doppler shift brought by the high mobility

is frequency-dependent, which is referred to as the Doppler Squint Effect (DSE). Unfortunately, DSE

was ignored in overall prior estimation schemes employed in OTFS systems, which leads to severe

performance loss in channel estimation and the consequent data detection. In this paper, we investigate

DSE of wideband time-variant channel in delay-Doppler domain and concentrate on the characterization

of OTFS channel coefficients considering DSE. The formulation and evaluation of OTFS input-output

relationship are provided for both ideal and rectangular waveforms considering DSE. The channel

estimation is therefore formulated as a sparse signal recovery problem and an orthogonal matching

pursuit (OMP)-based scheme is adopted to solve it. Simulation results confirm the significance of DSE

and the performance superiority compared with traditional channel estimation approaches ignoring DSE.
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I. INTRODUCTION

Support of the ultra-reliable data transmission in high-mobility scenarios is required in the

emerging fifth-generation (5G) and future wireless communication networks [1]–[3], where the

relative mobile velocity can be up to 500 km/h [4] for high-speed trains and 300 km/h [5] for

vehicles. Unfortunately, though orthogonal frequency division multiplexing (OFDM) technology

has played a significant role in the mobile wireless communication systems to combat the inter-

symbol interference (ISI) caused by multipath delay spread, it is non-trivial to mitigate the inter-

carrier interference (ICI) brought by the high Doppler spread, which leads to severe performance

degradation [6] in realistic OFDM systems.

In order to improve the robustness of current communication schemes in high-mobility circum-

stances, orthogonal time frequency space (OTFS) modulation has been proposed in [7] and drawn

much concentration due to the significant advantages in linear time-variant (LTV) channels. In

OTFS systems, the time-variant multipath channel is transformed into a time-invariant one in

delay-Doppler domain and near-constant channel gain is provided consequently. Rather than

modulating the data symbols in the time-frequency plane, the effective information symbols are

processed over the delay-Doppler domain and experience full diversity over time and frequency,

which makes data transmission more practical and reliable for both coded and uncoded scenarios

[8]–[11]. Considering both the ideal bi-orthogonal and the rectangular pulse-shape, the authors

in [10] derived the input-output relationship and designed a message-passing-based receiver

taking the sparse delay-Doppler channel coefficients into account. More efficient and reliable

data detection schemes were investigated in [12]–[17] based on the input-output analysis in [10].

Meanwhile, similar to the evolution of OFDM technology, a new path division multiple access

for OTFS systems was proposed in [18] and index modulation in delay-Doppler domain has

also been investigated in [19], [20], which provided a new approach to promote the transmission

efficiency and mitigate the peak-to-average power ratio further.

Acquisition of time-variant wideband channel state information (CSI) is critical for OTFS

systems to detect the data symbols successfully, which has attracted plenty of attention [21]–

[37]. In general, the parameter estimation-based methods [23]–[27] outperform the direct channel

coefficients estimation [28]–[33], where various off-grid estimation schemes such as the sparse

Bayesian learning [27] and message-passing algorithm [23] have been demonstrated to be effi-

cient in delay and Doppler extraction. Meanwhile, the impact of time-frequency window design

was analyzed and Dolph-Chebyshev window was utilized to enhance the sparsity in delay-

Doppler channel coefficients [34]. A set of transform-domain basis functions was introduced in

[35] to span a low-dimensional subspace for modeling the scattering-abundant channel, where

the continuous Doppler spread channel (CDSC) such as the U-shaped one is taken into account.
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Most of the existing works on OTFS CSI acquisition are based on the conventional sparse

multipath channel model in delay-Doppler domain [10]. However, as indicated in [38], there

exists non-negligible Doppler difference across the subcarriers in wideband systems, which is

referred to as the Doppler Squint Effect (DSE). Almost none of the existing work in OTFS

channel estimation takes DSE into consideration since the basic input-output relationship em-

ployed are based on the analyses in [10], [24] where DSE is ignored. Since OTFS technology

requires the assistance of 2D time-frequency modulation, the Doppler shift brought by high-

mobility is subcarrier-dependent and the frequency-dependent phase offset caused by DSE will

be accumulated through the time duration within one OTFS symbol, which causes severe perfor-

mance degradation if channel estimation schemes ignoring DSE are deployed in practical OTFS

systems. Classical investigations commonly ignore DSE by assuming that the ratio between

the subcarrier spacing and the carrier frequency is small enough to ensure the near-constant

Doppler shift on each subcarrier. Unfortunately, the significance of DSE in OTFS systems is

approximately independent of this ratio, which is theoretically analyzed in this paper and forces

us to reconsider the channel estimation in OTFS systems.

To acquire more accurate CSI with DSE, we focus on the impact of DSE on delay-Doppler

domain channel representation and OTFS input-output relationship, where both the ideal and

the rectangular pulses are analyzed. An orthogonal matching pursuit (OMP)-based scheme is

therefore adopted for more accurate wideband time-variant channel estimation. The contributions

of this paper can be summarized as follows:

• Channel response modeling: Based on the input-output relationship of continuous LTV

channels, we formulate the channel response in both the time-frequency domain and the

delay-Doppler domain. DSE brings the time-frequency coupling which easily damages the

widely-accepted assumption of sparsity in delay-Doppler domain. We prove that the single-

path delay-Doppler response of wireless channel considering DSE is a constant-modulus

waveform rather than the impulse supposed in traditional literature.

• OTFS input-output formulation and evaluation: Based on the delay-Doppler representa-

tion of wireless channel, the input-output relationship in OTFS systems considering DSE is

derived, where both ideal bi-orthogonal and practical rectangular pulses are analyzed. For the

ideal pulses, the time-frequency coefficients are formulated and an intuitive approximation

is derived to evaluate the factors determining the significance of DSE, where we find

the impact is only correlated with the discretized time-frequency size and the mobility

speed. The extended delay and Doppler spread is then excavated by delay-Doppler domain

input-output analysis. Meanwhile, the approximated formulation in delay-Doppler domain is

attained with practical rectangular pulses adopted, where similar appearances can be found
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Fig. 1. OTFS transmitter and the receiver.

like the bi-orthogonal scenarios. It is worth pointing out that to the best of the authors’

knowledge, our work in this paper is the first one to consider DSE in OTFS systems.

• The evaluation of DSE with channel estimation involved: Combining the analysis of

DSE with the widely-used impulse-based pilot technique, the target of channel estimation is

formulated as a classic sparse signal recovery problem and OMP can be directly employed to

estimate the multipath channel parameters. Simulation results demonstrate the significance of

DSE in OTFS systems and the excellent performance of the estimation scheme considering

DSE, which verifies the essentiality of our major contribution.

The rest of the paper is organized as follows. The system model and general framework for

OTFS signal analysis are presented in Section II, where the delay-Doppler representation of the

multipath channel is formulated considering DSE. In Section III and IV, we reformulate the

OTFS input-output relationship with both the bi-orthogonal and the rectangular pulses, where

the impact of DSE is taken into account. An OMP-based channel estimation scheme is adopted

in Section V and the performance is evaluated by the simulations provided in Section VI. At

last, the conclusions are briefly drawn in Section VII.

Notations: A is a set, A is a matrix, a is a column vector, a is a scalar. AH and A† denote its

conjugate transposition and Moore-Penrose pseudo-inverse, respectively. A(i, j), A(i, :), A(:, j)

are the (i, j) component, ith row and jth column of A. ||a||0 and ||a||2 denote the l0-norm

and l2-norm of a, respectively. (·)∗ represents the conjugate operation while (·)N denotes the

modulus operation with respect to N . Finally, IA(x) is the indicator function for x ∈ A.

II. SYSTEM MODEL

In this section, we consider an OTFS system whose diagram is provided in Fig. 1. The

impact of noise is disregarded to simplify the notation. Different from the analysis in [10], the

generalized delay-Doppler domain channel representation and the cross-ambiguity expression

are modified. The model of multipath channel considering DSE is provided in this section as

well, which serves as the basic of OTFS input-output analysis.

A. OTFS Transmitter

- The time-frequency signal plane is discretized to a grid by sampling the time and frequency

axes at intervals T (seconds) and ∆f (Hz), respectively, i.e., Λ = {(nT,m∆f)|n =
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0, · · · , N − 1;m = 0, · · · ,M − 1} for some integers N,M > 0 and T = 1
∆f

.

- The delay-Doppler information plane is discretized to a grid as Γ = {( k
NT
, l
M∆f

)|k =

0, · · · , N − 1; l = 0, · · · ,M − 1}, where 1
M∆f

and 1
NT

represent the quantization resolution

of the time delay and Doppler shift at the carrier frequency.

Let τmax denote the maximum delay spread and νmax denote the maximum Doppler spread

corresponding to the carrier frequency fc, which can be denoted as

τmax =
lmax
M

T, νmax =
kmax
N

∆f. (1)

It is important to point out that lmax and kmax are only two notations, which can be not integers.

To match the practical multipath wireless channel and exploit the potential of OTFS resolution,

we require at least that lmax > 1 and kmax > 1.

Consider a sequence of NM modulated data symbols {x[k, l]|k = 0, · · · , N−1; l = 0, · · · ,M−
1}, which are arranged on the delay-Doppler grid. Each symbol x[k, l] is from a modulation

alphabet of size Q. The OTFS transmitter first maps the information symbols x[k, l] on the

delay-Doppler grid Γ to X[n,m] on the time-frequency grid Λ. The inverse symplectic finite

Fourier transform (ISFFT) is employed in this process as follows:

X[n,m] =
1

√
NM

N−1∑
k=0

M−1∑
l=0

x[k, l]ej2π(nk
N
−ml
M

), (2)

for n = 0, · · · , N − 1,m = 0, · · · ,M − 1.

After that, the discretized time-frequency symbol sequence is transformed to a continuous

baseband time waveform utilizing the Heisenberg transform as

s(t) =

N−1∑
n=0

M−1∑
m=0

X[n,m]gtx(t− nT )ej2πm∆f(t−nT ), (3)

where gtx(t) denotes the transmit pulse shape.

B. Multipath Channel Model considering DSE

After the up-conversion, the continuous-time passband <
{
s(t)ej2πfct

}
is sent from the trans-

mitter to the receiver via NP incident paths, where fc is the carrier frequency. The received

passband signal can be derived by [39]

r̃(t) = <
{ NP∑
i=1

β̃is(t− (τi −
vi

c
t))ej2πfc(t−(τi−

vi
c
t))

}
, (4)

where β̃i, τi and vi represent the attenuation, propagation delay and velocity with which the ith

path length is decreasing. The total delay of the ith path can be represented as τi(t) = τi − vi
c
t.
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Let νi = vi
c
fc denote the Doppler shift at the carrier frequency of the ith path and remove the

carrier ej2πfct, the baseband received signal is

r(t) =

NP∑
i=1

β̃ie
−j2πτifcej2πνits(t− (τi −

νi

fc
t)). (5)

We first consider to employ the time-varying frequency response H(t, f) to characterize the

multipath channel, where the received signal r(t) can be derived [40] as

r(t) =

∫
H(t, f)S(f)ej2πtfdf, (6)

where S(f) is the Fourier transform of s(t). Combining (5) and (6), H(t, f) can be derived as

H(t, f) =

NP∑
i=1

βie
j2π

νi
fc

(fc+f)t
e−j2πfτi , (7)

where βi = β̃ie
−j2πfcτi . (7) indicates that the Doppler shift brought by high-mobility is subcarrier-

dependent and the frequency-dependent phase offset caused by DSE will be accumulated through

the time duration within one OTFS symbol, which is referred to as the Doppler squint effect.

On the other hand, DSE brings the time-frequency coupling, which easily destroys the sparse

representation in delay-Doppler domain. It is disastrous to the existing channel estimation and

data detection schemes since the sparse representation of delay-Doppler channel is usually treated

as a basic assumption in prior work. The following analysis of the baseband delay-Doppler

response of the wireless multipath channel will help clarify this declaration.

Since the delay-Doppler channel response h(τ, ν) is the 2D symplectic Fourier transform

(SFT) of H(t, f), the received signal can also be represented [41] as

r(t) =

∫∫
h(τ, ν)s(t− τ)ej2πνtdτdν. (8)

Compared with the delay-Doppler representation of LTV channel in [10], the modification

is embodied in the phase shift caused by the Doppler shift, where ej2πν(t−τ) is replaced with

ej2πνt. The modified phase shift can be easily found in (5), in which the phase shift due to the

Doppler shift is ej2πνit rather than ej2πνi(t−τ). The delay-Doppler representation in (8) is same as

the analysis in [24], [41], [42]. h(τ, ν) of the multipath channel considering DSE is formulated

as the following theorem.

Theorem 1. The delay-Doppler response of LTV channel can be represented as

h(τ, ν) =

NP∑
i=1

hi(τ, ν), (9)



7

where hi(τ, ν) denotes the delay-Doppler response of each path as

hi(τ, ν) =

βiδ(τ − τi)δ(ν), νi = 0

βi

∣∣∣ fcνi ∣∣∣ej2π fcνi (τ−τi)(ν−νi), νi 6= 0
. (10)

Proof: The proof is finished in Appendix A.

Through Theorem 1, it is obvious that the single-path delay-Doppler response is a constant-

modulus waveform rather than an impulse in traditional literature when νi 6= 0. It brings

significant difference in OTFS input-output relationship even though ideal pulse shape can be

achieved, which will be illustrated in detail in Section III and IV. Meanwhile, the notation

τi = li
M
T and νi = ki

N
∆f are adopted to simplify the representation in the following part, where

li and ki are not necessarily integers in common analysis.

Remark 1. If the frame duration is small or the mobility is slow enough, then τi− νi
fc
t ≈ τi will

hold true within a frame duration Ts, i.e., the phase modification caused by frequency-dependent

Doppler shift ej2π
νi
fc
ft within a frame can be ignored, which will deduce the widely-employed

model in OFDM and OTFS systems [10], [32], [34] as h(τ, ν) =
∑NP

i=1 βiδ(τ − τi)δ(ν − νi).

In traditional OFDM systems, it is acceptable to ignore DSE because ∆f � fc means the

Doppler offset is negligible and the deviation will be reset in next OFDM symbol. However,

DSE is significant in OTFS systems since the technique of 2D-modulation is employed, which

means the deviation will be accumulated along the time axis. Taking the typical value v = 500

km/h, M = 2048 and N = 128 as an example, DSE leads to a maximum phase offset about

ej2π
νi
fc
×M∆f×NT = ej0.24π, which is non-negligible.

C. OTFS Receiver

Corresponding to the signal model in (8), a matched filter computes the cross-ambiguity

function Agrx,r as
Y (t, f) = Agrx,r =

∫
g∗rx(t′ − t)r(t′)e−j2πft

′
dt′, (11)

which is consistent with the cross-ambiguity module widely deployed in the Radar systems [24].

The output of matched filter Y (t, f) is sampled as

Y [n,m] = Y (t, f)|t=nT,f=m∆f , (12)

for 0 ≤ n ≤ N − 1 and 0 ≤ m ≤ M − 1. The operations in (11) and (12) are referred to

as Wigner transform. Combining the analysis in [10] and [24], the time-frequency input-output

relationship can be derived as Y [n,m] =
∑N−1

n′=0

∑M−1
m′=0Hn,m[n′,m′]X[n′,m′], where we have

Hn,m[n′,m′] =

∫∫
h(τ, ν)Agrx,gtx ((n− n′)T − τ, (m−m′)∆f − ν)ej2π(ν−m∆f)(τ+n′T )dτdν. (13)
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After the Wigner transform, the symplectic finite Fourier transform (SFFT) is executed as

y[k, l] =
1

√
NM

N−1∑
n=0

M−1∑
m=0

Y [n,m]e−j2π(nk
N
−ml
M

). (14)

III. OTFS WITH BI-ORTHOGONAL WAVEFORMS

In this section, we formulate the modified input-output relationship in OTFS system with

bi-orthogonal waveform based on the analysis of delay-Doppler channel response considering

DSE. The factors determining the significance of DSE will also be addressed. For ease of

illustration, The impact of noise is disregarded to simplify the notation like Section II. We

consider the OTFS system with MN < 106, which is easily compatible with the existing wireless

communication networks [10], e.g., M = 512 and N = 128 with the carrier frequency fc = 4GHz

and the subcarrier spacing ∆f = 15kHz. Let pi = fc
νi

for ease of illustration, where we have

|pi| ≥ c
v
> 106 because the relative velocity v is less than 1000 km/h in realistic scenarios.

If Agrx,gtx(t, f) = I[−tmax,tmax](t)I[−fmax,fmax](f), the pulses grx(t) and gtx(t) are said to satisfy

bi-orthogonal property. Unfortunately, bi-orthogonal pulses do not exist in practical scenarios

according to the Heisenberg uncertainty principle. Nevertheless, it is essential to investigate the

property of OTFS system with bi-orthogonal waveforms since it serves as a tight performance

bound [10] for OTFS systems with practical waveforms such as the rectangular pulses. Mean-

while, the analysis framework is similar regardless of the waveforms employed.

A. Time-Frequency Domain Analysis

In this subsection, we focus on the difference in OTFS time-frequency input-output relationship

brought by DSE. The foundation of this part has been proposed in Section II. Since the impact

of each path can be analyzed separately similar to Appendix A, we concentrate on the analysis

of single-path response, which is referred to as Hn,m[n′,m′] =
∑NP

i=1H
i
n,m[n′,m′]. Besides, the

deduction when νi = 0 is trivial and the inference for νi < 0 is similar to the scenario when

νi > 0, which drives us to consider only νi > 0 in this part to simplify the notation.

Combining (13) with (10), we first provide Theorem 2 as the basis of analysis framework.

Theorem 2. The time-frequency coefficients H i
n,m[n′,m′] for OTFS system considering DSE

can be derived as

Hi
n,m[n′,m′] = βipie

j2πpiτi

(
νi−(m−m′)∆f

) ∫ τ ′2

τ ′1

sin
(

2πfmax
(
(1 + pi)τ − (piτi − n′T )

))
π
(
(1 + pi)τ − (piτi − n′T )

) e−j2πτ
(
fc+m

′∆f−pi(m−m′)∆f
)
dτ ,

(15)

where we have τ ′1 = (n−n′)T − tmax and τ ′2 = (n−n′)T + tmax due to the finite-support property

of the cross-ambiguity of bi-orthogonal pulse shape filter.
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Proof: The proof is provided in Appendix B.

Theorem 2 informs that H i
n,m[n′,m′] is the Fourier transformation of sinc function which is

truncated to an finite interval. Assuming that only integer delay and Doppler are included in

the wireless channel, we will demonstrate subsequently that if we choose tmax, fmax and system

parameters which satisfy the constraints as follows:τmax + T
M

< tmax <
T
2

2νmax + ∆f
N

< fmax <
∆f
2

, (16)

H i
n,m[n′,m′] ≈ 0 can be achieved when n 6= n′ or m 6= m′. At the meantime, the condition in

(16) is near-optimal to some extent, which will be depicted in detail subsequently. The property

of sinc function in (15) is explored by claiming two essential parameters. Let x and B denote

the peak location and the mainlobe width to the nulls of sinc function in (15), we havex = piτi−n′T
1+pi

B = 1
fmax(1+pi)

.
(17)

Let us begin with the discussion when n 6= n′. If n > n′, i.e., n− n′ ≥ 1, we have

τ ′1 − (x+
B

2
) = (n− n′)T − tmax −

piτi − n′T
1 + pi

−
1

2fmax(1 + pi)

(a)

≥ T − tmax − τi −
1

2fmax(1 + pi)

(b)
>

T

M

(
M −

M

2
− (

M

2
− 1)−

M

2fmax(1 + pi)T

)
=

T

M

(
1−

1

2(2kmax + 1)

)
> 0

, (18)

where (b) is obtained from (16) and pi > 106 > MN , which leads the inequality as follows:

M

2fmax(1 + pi)T
<

MN

2(2kmax + 1)(1 + pi)
<

1

2(2kmax + 1)
. (19)

If n < n′, i.e., n− n′ ≤ −1, we have

(x−
B

2
)− τ ′2 =

piτi − n′T
1 + pi

−
1

2fmax(1 + pi)
− (n− n′)T − tmax

≥ T − tmax +
piτi

1 + pi
−

n′T

1 + pi
−

1

2fmax(1 + pi)
≥ T − tmax −

n′T

1 + pi
−

1

2fmax(1 + pi)

(a)
>

T

M

(
M −

M

2
− 1−

1

2(2kmax + 1)

)
≥

T

M
(
M

2
− 1−

1

2(2kmax + 1)
) > 0

, (20)

where (a) is obtained from pi > 106 > MN , n′ < N and tmax <
T
2

.

From the analysis (18) and (20), we acquire that the mainlobe never exists in the integral

interval of (15) if n 6= n′. Moreover, we can derive that the minimum distance between the

integral interval and the mainlobe d has the following property as:

d

B/2
>

2T

MB

(
1−

1

2(1 + 2kmax)

)
>

1 + pi

MN

(
2(2kmax + 1)− 1

)
> 2(2kmax + 1)− 1 = 4kmax + 1, (21)

Taking the rapid decay of the sinc function into consideration, (21) inspires that the integral
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when n 6= n′ is small enough to ignore.

Then we consider the situation when n = n′. The integral interval is [−tmax, tmax]. We have

tmax − (x+
B

2
) = tmax −

piτi − n′T
1 + pi

−
1

2fmax(1 + pi)

> tmax − τi −
T

2M(1 + 2kmax)
>

T

M

(
1−

1

2(1 + 2kmax)

)
> 0

, (22)

and
(x−

B

2
)− (−tmax) =

piτi − n′T
1 + pi

−
1

2fmax(1 + pi)
+ tmax

≥ tmax −
n′T

1 + pi
−

1

2fmax(1 + pi)
>

T

M
(lmax + 1− 1−

1

2(2kmax + 1)
) > 0,

(23)

which indicates that the entire mainlobe is contained. Moreover, similar to the analysis in (21),

we can obtain that the minimum distance d between the margin of the mainlobe and the margin

of the integral interval as d
B/2
≥ 4kmax + 1, which suggests that most of the active sidelobe is

contained. As a result, we can replace the interval [−tmax, tmax] with (−∞,∞) in (15) without

noticeable error, which has a closed-form solution.

Now let us consider tmax chosen in (16). The inequality (22) is almost tight when n′ = 0

and τi = τmax, to make sure the correctness, tmax > τmax must be guaranteed. Considering the

delay-Doppler resolution, tmax > τmax + T
M

is a natural choice. At the meanwhile, if tmax ≥ T
2

,

the inequality (a) in (18) does not hold, which might cause H i
n,m[n′,m′] for n > n′ to be

non-negligible and bring difficulty for the channel estimation and symbol detection design.

After the analysis of the relationship between n and n′, we obtain that H i
n,m[n′,m′] ≈ 0 for

n 6= n′. Combining the Fourier transformation of sinc function with the analysis for n = n′, we

can derive that

Hi
n,m[n,m′] ≈


αi

1 + pi
e
−j2πf

(
piτi−nT

1+pi

)
, |f | ≤ (1 + pi)fmax,

0, elsewhere

(24)

where we have αi = βipie
j2πpiτi

(
νi−(m−m′)∆f

)
and f = fc +m′∆f − pi(m−m′)∆f to simplify

the notation. Now it is necessary to deliberate the relationship of m and m′.

If m > m′, i.e., m−m′ ≥ 1, we can infer that

−(1 + pi)fmax − f = −(1 + pi)fmax − fc −m′∆f + pi(m−m′)∆f

≥ pi∆f − fc −m′∆f − (1 + pi)fmax

= pi∆f(1−
fc

pi∆f
−
m′

pi
−

(1 + pi)fmax

pi∆f
)

(a)
= pi∆f(1−

νi

∆f
−
m′

pi
−

(1 + pi)fmax

pi∆f
)

> pi∆f(1−
1

4
−

1

N
−

1

2
−

1

2pi
) = pi∆f(

1

4
−

1

N
−

1

2pi
) > 0

. (25)
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If m < m′, i.e., m−m′ ≤ −1, we can derive that

f − (1 + pi)fmax = fc +m′∆f − pi(m−m′)∆f − (1 + pi)fmax

≥ fc +m′∆f + pi∆f − (1 + pi)fmax ≥ (fc − fmax) + pi(∆f − fmax) > 0
. (26)

Considering (24), it is feasible to ignore Hn,m[n,m′] when m 6= m′. At the meantime, we have

f = fc +m∆f > 0 for the case m = m′. When it comes to the relationship of f and the right

margin, we can derive:

(1 + pi)fmax − f = fmax +
fmax

νi
fc − fc −m∆f

(a)
> fmax + 2fc − fc −M∆f > fc −M∆f > 0, (27)

which informs that the case |f | ≤ (1 + pi)fmax in (24) can be applied.

Now let us take a second look at the constraints in (16) especially for fmax. The representation

in (25) (a) tells that fmax < ∆f must be satisfied and the gap must be significant to save

enough space for νi
∆f

. As a result, we have fmax < ∆f � M∆f for the inequality in (27) (a).

Meanwhile, taking the fact that fc > M∆f is always satisfied in realistic system, it is natural

to choose fmax > 2νmax. Similar to the choice of tmax, we require that fmax > 2νmax + ∆f
N

. After

that, (25) (a) indicates that the constraint fmax <
∆f
2

is nearly optimal.

In conclusion, we analyze the time-frequency coefficients and attain the approximation of

Hn,m[n′,m′] when νi > 0 based on the system constraints presented in (16).

The analysis when pi ≤ 0 is quite similar to the deduction before, where slight difference

lies in (18) and (22). n′T
1+pi

cannot be skipped directly since 1 + pi < 0 is inconsistent with the

direction of inequality in (18)(a) and (22)(a), where n < N is applied and the gap between tmax

and τmax + T
M

requires to be amplified. A convenient choice is τmax + 2T
M
< tmax <

T
2

, in which

the following representation can be derived as:

Hi
n,m[n′,m′] ≈ βi

|pi|
|1 + pi|

ej2πτifce
−j2π (m∆f+fc)(piτi−nT )

1+pi δnn′δmm′ . (28)

Moreover, because no DSE is comprised if νi = 0, we have H i
n,m[n′,m′] = βie

−j2πτim∆fδnn′δmm′

when νi = 0, which can be treated as the limit for (28) when pi →∞. To simplify the notation,

we let H i[n,m] denote H i
n,m[n,m] and H[n,m] =

∑NP
i=1 H

i[n,m] in the following context. Since

the approximation is precise enough through the former analysis, ≈ in (28) can also be replaced

by =.

Fig. 2 presents the difference brought by DSE by plotting the modulus of time-frequency

channel coefficients H[n,m] and delay-Doppler channel coefficients h[k, l], where we set NP = 2

and only integer Doppler and delay are included. The modulus in time-frequency domain seems

to have no visible change, however, significant difference appears in delay-Doppler domain. If

ignoring DSE, there are only NP nonzeros in delay-Doppler channel coefficients corresponding

to the Doppler index and delay index for each tap, which is imprecise since DSE occurs as
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Fig. 2. Different channel coefficients in time-frequency domain and the delay-Doppler domain considering and ignoring DSE.

long as νi 6= 0. In DSE cases, though the most powerful channel coefficients lie in the same

location, significant channel spread arises around the Doppler index and delay index for each

tap. It is due to the time-frequency coupling brought by DSE, which destructs the widely-used

sparse property and forces different schemes in channel estimation.

B. Factors Determining the Significance of DSE

In this subsection, the dominant factors that determines the significance of DSE will be

addressed. (28) appears as the basic of this part, which is however too complicated to evaluate. In

fact, we can make further analysis by applying some negligible approximations. Let H i
o[n,m] and

H i
s[n,m] denote the time-frequency coefficients without and with considering DSE, respectively.

H i
o[n,m] = βie

j2πτiνiej2πνinT e−j2πτim∆f can be easily derived by substituting the h(τ, ν) in (13)

with the sparse multipath channel model ignoring DSE directly. We can deduct that

Hi
s[n,m] = βi

|pi|
|1 + pi|

ej2πτifce
−j2π (m∆f+fc)(piτi−nT )

1+pi

(a)
≈ βie

j2πτifce
−j2πfcτi

pi
1+pi e

−j2π pim∆fτi
1+pi e

j2πm∆fnT
1+pi e

j2π nTfc
1+pi = βie

j2πτi
fc

1+pi e
−j2π pim∆fτi

1+pi e
j2πm∆fnT

1+pi e
j2π nTfc

1+pi

(b)
≈ βie

j2πτiνie−j2πτim∆f ej2πνinT e
j2πνinT

m∆f
fc

(c)
= Hi

o[n,m]e
j2πνi

m∆f
fc

nT
= Hi

o[n,m]e
j2πmn

νi
fc ,

(29)

where (a) is obtained due to |pi| > 106 � 1 and (b) is attained by applying pi = fc
νi

and

|pi| � 1. (c) is intuitive because it inspires us that DSE is embodied by the phase offset which

is dependent on the Doppler offset and the time length.

From the representation in (29), it is clear that the significance of DSE is independent

of the ratio between the subcarrier spacing and the carrier frequency ∆f/fc since the offset

will be accumulated through the time-axis and the relationship T∆f = 1 holds forever. It is

different from the declaration in [38], where DSE is considered only due to the large bandwidth.

Meanwhile, (29) provides the factors that determines the significance of DSE as follows:
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hi[k, l] ≈ β′ie
−jπ(M−1)(

li−l
M

)ejπ(N−1)(
ki−k
N

)e
jπ

(M−1)(N−1)
2pi

sinπM( li−l
M
− N−1

2pi
)

M sinπ( li−l
M
− N−1

2pi
)

sinπN( ki−k
N

+ M−1
2pi

)

N sinπ( ki−k
N

+ M−1
2pi

)
(31)

1) The size of OTFS symbol, which decides the maximum value of m and n. DSE increases

with M and N increasing;

2) The mobility velocity, which affects the maximum value of | νi
fc
|. DSE is significant when

high-mobility is considered, which is the key problem OTFS aims to deal with.

Taking the typical value v = 500 km/h, M = 2048 and N = 128 as an example, DSE leads to

a maximum phase offset about ej0.24π, which is non-negligible especially in high-SNR scenarios.

Unfortunately, DSE is independent of ∆f/fc, which has been declared in Section I and reveals

that DSE is required to consider in overall OTFS systems. To simplify the notation, we denote

βie
j2πτiνi as β′i in the following part.

C. Delay-Doppler Domain Analysis

Since Y [n,m] = H[n,m]X[n,m] can be satisfied from the analysis before, the delay-Doppler

input-output can be approximately characterized by employing the properties of SFFT, which is

provided by the following theorem.

Theorem 3. For bi-orthogonal pulses, input-output relationship in delay-Doppler domain can be

represented as

y[k, l] =

NP∑
i=1

N−1∑
k′=0

M−1∑
l′=0

hi[(k − k′)N , (l − l′)M ]x[k′, l′], (30)

where hi[k, l] can be formulated as (31).

Proof: The proof is provided in Appendix C.

pi in (31) is ignored in traditional representation [10], [24] since pi is treated as ∞ compared

with MN . However, this assumption will not hold true for OTFS systems according to the

analysis before, which causes two modifications in (31):

1) Delay-Doppler spread extension: Taking the integer delay for example, if the impact of pi
is ignored, hi[k, l] = 0,∀l 6= li will hold true because of the zero point of sinc function.

However, the extra phase introduced by N−1
2pi

destructs this property and allows hi[k, l] 6=
0,∀l, which can be shown in Fig. 2. Since MN < |pi| holds true for common scenarios,

the most powerful channel coefficients still lie in the same location as the cases where DSE

is ignored. However, significant channel spread arises around the Doppler index and delay
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index for each tap even though integer delay and Doppler can be achieved, which inspires

the modification of channel estimation schemes ignoring DSE.

2) Extra phase shift modification: Besides the delay and Doppler spread extension, an extra

phase shift ejπ
(M−1)(N−1)

2pi is introduced for ∀k, l. It also deserves consideration to improve

the reliability of phase-included alphabet such as the QPSK and 16QAM.

It is necessary to point out that approximation depicted in Appendix C is employed to attain a

closed-form representation of hi[k, l], whose precision can be verified by both the NMSE error

and BER employing the approximated CSI in Fig. 3 and Fig. 4 in Section VI.

IV. OTFS WITH RECTANGULAR WAVEFORMS

Since the ideal pulses satisfying the bi-orthogonal property cannot be realized in practice, we

now provide the analysis of the OTFS systems with rectangular waveforms at both the transmitter

and the receiver, where we have grx(t) = gtx(t) = 1√
T
I[0,T ](t). The impact of noise is disregarded

to simplify the notation like Section II. Similar to the analysis in [10], [16], [17], [23] and so

on, fractional delays are ignored by considering wideband systems design in this section, where

li is integer and τi ≥ T
M

can be derived for each path. Meanwhile, li ≤ M − 1 is assumed.

As illustrated in Section III, |pi| > 106 > MN is assumed to hold true consistently. A quick

time-frequency domain analysis is first carried out to simplify the original representation in

(13), which will be helpful for giving an approximated closed-form delay-Doppler input-output

characterization. Meanwhile, since the scenario νi = 0 is trivial, we skip this analysis and assume

that |νi| > 0 in this section.

A. Time-Frequency Domain Analysis

Since grx(t) and gtx(t) are pulses on [0, T ], Agrx,gtx(t, f) is nonzero for −T < t < T . Hence,

the integral interval for τ in (13) can be reduced to [(n − n′ − 1)T, (n − n′ + 1)T ]. Similar to

the analysis in [10], [24], the integral of the cross-ambiguity function can be approximated with

a discrete sum as
Agrx,gtx (t, f) =

1

M

∑
q∈Q

e−j2πf
qT
M , (32)

where we have
Q =

{q ∈ N : 0 ≤ qT
M

< t+ T}, t ∈ (−T, 0)

{q ∈ N : t ≤ qT
M

< T}, t ∈ [0, T )
. (33)

The rectangular pulses do not satisfy the bi-orthogonal condition and generate ISI and ICI,

which makes it difficult to carry out the channel estimation and equalization in the time-frequency

domain. On the other hand, the data symbols are loaded in the delay-Doppler domain rather

than the time-frequency domain. As a result, there is no need to study further in time-frequency
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hik,l[k
′, l′] ≈ β′ie

−jπ(M−1)(
li+l
′−l

M
)ej2πνi

l′T
M

×


sinπM(

li+l
′−l

M
−N−2

2pi
)

M sinπ(
li+l
′−l

M
−N−2

2pi
)

sinπ(N−1)(
ki+k

′−k
N

+M−1
2pi

)

N sinπ(
ki+k

′−k
N

+M−1
2pi

)
ejπ(ki+k

′−k)e
jπ

(N−2)(M−1)
2pi e−j2π

ki+k
′

N , l′ ∈ LiISI

sinπM(
li+l
′−l

M
−N−1

2pi
)

M sinπ(
li+l
′−l

M
−N−1

2pi
)

sinπN(
ki+k

′−k
N

+M−1
2pi

)

N sinπ(
ki+k

′−k
N

+M−1
2pi

)
ejπ

N−1
N

(ki+k
′−k)e

jπ
(N−1)(M−1)

2pi , l′ ∈ LiICI

(37)

domain. After the analysis before, we are already prepared to proceed further in a tractable

manner in the delay-Doppler domain employing (32), (33) and the approximation technique in

bi-orthogonal waveforms.

B. Delay-Doppler Domain Analysis

By applying the SFFT of Y [n,m] and substitute h(τ, ν) and Agrx,gtx(t, f) with the specified

ones, the following theorem can be attained to describe the input-output relationship in delay-

Doppler domain.

Theorem 4. For rectangular pulses, input-output relationship in delay-Doppler domain can be

represented as

y[k, l] =

NP∑
i=1

N−1∑
k′=0

M−1∑
l′=0

hik,l[k
′, l′]x[k′, l′], (34)

where hik,l[k
′, l′] can be formulated as (37). The index sets are defined as

LiISI =

{l′ ∈ N : M − li + 1 ≤ l′ ≤M − 1}, pi > 0

{l′ ∈ N : M − li ≤ l′ ≤M − 1}, pi < 0
(35)

and
LiICI =

{l′ ∈ N : 0 ≤ l′ ≤M − li}, pi > 0

{l′ ∈ N : 0 ≤ l′ ≤M − li − 1}, pi < 0
, (36)

where LiICI and LiISI denote the hik,l[k
′, l′] from H i

n,m[n,m′] and H i
n,m[n− 1,m′], respectively.

Proof: The proof is provided in Appendix D.

Besides the delay-Doppler spread extension and extra phase shift in bi-orthogonal pulses, the

modification due to DSE is embodied in the definition of LiISI and LiISI as well. Combining

Theorem 4 with Theorem 3, the delay-Doppler spread is actually the same for both the bi-

orthogonal and rectangular pulses. The only difference is that the channel is shifted by an

additional phase that depends on the delay-Doppler location, which is similar to the scenarios

when DSE is ignored [10], [24]. However, the extended delay-Doppler spread still inspires us

to reconsider the estimation schemes before where DSE is ignored.



16

V. OMP-BASED CHANNEL ESTIMATION SCHEME

In this section, we will depict the OTFS channel estimation scheme based on the multipath

channel presented in Theorem 1 which considers DSE. Since the prior estimation methods in

[23], [27], [31] and so on consider only the sparse channel model where DSE is not included,

it is necessary to develop new schemes to estimate the channel with DSE more precisely to

improve the reliability of OTFS communication systems. Similar to the recent state-of-the-art

analyses [23], [31], we first assumed OTFS systems are implemented with ideal waveforms for

multipath channel considering DSE with integer delay and Doppler cases. Then the extension to

the rectangular cases is naturally provided. The fractional delay can be ignored by considering

typical wideband systems [10], [43] while fractional Doppler shift can be estimated by employing

off-grid algorithms such as Newtonized OMP (NOMP) [44] and Sparse Bayesian Inference (SBI)

[45], which inspires us to concentrate on the parameter estimation-based scheme considering only

integer delay and Doppler shift.

A. Problem Formulation

Impulse-based channel estimation technique is applied in this paper similar to the prior work

[30], [31], where the pilot is allocated as

x[k, l] =

xp, k = 0, l = 0

0, elsewhere
. (38)

The received signal can be derived as

Y [n,m] =
xp√
NM

H[n,m] + V [n,m], (39)

where V [n,m] ∼ CN (0, σ2) denotes the additive white Gaussian noise (AWGN) samples in the

Time-Frequency domain. From (29), the time-frequency channel coefficients can be rewritten as

follows:
H[n,m] =

kmax∑
k=−kmax

lmax∑
l=0

β[k, l]e−j2π
ml
M ej2π

kn
N e

j2πmnk∆f
Nfc , (40)

where β[k, l] is equal to βk,lej2π
kl
NM and β[k, l] = 0 means that there is no such path as νi = k

N
∆f

and τi = l
M
T . Let ytf ∈ CNM×1, β ∈ C(2kmax+1)(lmax+1)×1 and vtf ∼ CN (0, σ2IMN) denote the

vectorized Y [n,m], β[k, l] and time-frequency noise V [n,m], we can derive

ytf =
xp√
NM

Φtfβ + vtf, (41)

where Φtf ∈ CNM×(2kmax+1)(lmax+1) is the sensing matrix whose elements can be formulated as

follows:
Φtf(n+mN, k + llmax) = e−j2π

ml
M ej2π

kn
N e

j2πmnk∆f
Nfc . (42)
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Φtf(:, k+ llmax) is regarded as the channel basis with respect to Doppler tap k
N

∆f and delay tap
l
M
T .

Similarly, we can rewrite the received signal ydd in delay-Doppler domain as

ydd = xpΦddβ + vdd, (43)

where Φdd can be obtained by Theorem 3 or (49)(a) for more accurate results. vdd ∼ CN (0, σ2IMN)

is the additive white Gaussian noise due to the property of SFFT. Let cdd = xp and ctf =

xp/
√
MN , the channel estimation problem can therefore be formulated as a sparse recovery

problem as follows:
min
β

||β||0

s.t. ||yα − cαΦαβ||2 < ε,

(44)

where α ∈ {dd, tf} denotes the choice that the channel estimation is carried out in which domain.

Besides, the representation in (28) can be also applied, in which the only difference is the sensing

matrix Φα. In fact, replacing (28) with (29) caused almost no error because |pi| � 1, which

will be confirmed again in simulation results.

B. OMP-Based Channel Estimation Scheme

Since the channel estimation problem has been concluded to a standard sparse signal recovery

problem in (44), various low-complexity greedy algorithms such as orthogonal matching pursuit

(OMP) [46] and subspace pursuit (SP) [47] can be directly employed to recover the channel. In

this subsection, we provide the channel estimation scheme based on the classic OMP algorithm.

Algorithm 1 OMP-based OTFS channel estimation considering DSE
Input: y = 1

cα
yα, the sensing matrix Φα

Output: the estimated channel vector ĥα
1: initialize β = 0, S = ∅, r = y
2: repeat
3: Ψ = ΦH

α r,
4: q̂ = arg maxq |Ψ(q)|
5: S = S ∪ {q̂}
6: βS = Φ†α,Sy
7: r = y −Φα,SβS
8: until stopping criteria
9: return ĥα = Φαβ

As illustrated in Algorithm 1, we treat the normalized received signal y, the sensing matrix

Φα as the input. In the ith iteration, we compute the inner dot between the residue of the received

signal and each column of the sensing matrix Φα, in which we determine the path including the

highest correlation and add this path to the current path support S. After that, the nonzero values

in β are updated by the least square method to achieve OMP. At last, the residue is computed
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again so that the previous effects are removed. The iteration is terminated when stopping criteria

established in advance is satisfied, e.g., ||r||2 < ε or the maximum iteration times are reached.

The estimation results of β and the corresponding channel ĥα = Φαβ are attained then, which

can be employed to detect the transmitted data.

The major computational complexity lies in βS = Φ†α,Sy, whose complexity can be bounded

by O(N2
PMN). On the other hand, the maximum iteration times cater to the sparsity NP in

general [46]. So the total complexity can be bounded by O(N3
PMN), which is feasible since

NP is usually a small number such as 4 and the SFFT itself takes up complexity more than

MN logMN to recover the data.

It is also meaningful to describe the possible promotion of the channel estimation scheme

depicted before. In fact, the complexity might be diminished by employing the “sparsity” in

delay-Doppler domain presented in Fig. 2, which inspires us that the sensing matrix Φdd includes

few nonzeros, though the sparsity here is different from the sparsity widely employed in prior

works. Moreover, the problem of the fractional Doppler can be almost fully settled by improving

the resolution of Φα. At last, more elaborate design of the pilot considering the block sparsity

under DSE might be helpful for joint pilot-data transmission, which is a promising prospect to

promote the feasibility of OTFS systems.

C. Extension to OTFS with Rectangular waveforms

So far, we have focused on the channel estimation scheme for OTFS systems with bi-

orthogonal waveforms. Though the ideal pulses cannot be realized in practical communication

systems, the channel estimation scheme illustrated in Algorithm 1 is still available, where we

only require to replace the delay-Doppler sensing matrix Φdd according to Theorem 4 and the

pilot frame structure in (38).

VI. SIMULATION RESULTS

In this section, the significance of DSE and the performance of proposed channel estima-

tion scheme will be evaluated by simulation results. The typical value of relevant simulation

parameters is provided in Table I. The complex gain of each path is randomly generated as

βi ∼ CN (0, 1/NP ). Moreover, since SFFT and ISFFT are both unitary transformations, channel

estimation and linear equalization in delay-Doppler domain is equivalent to those in the time-

frequency domain. As a result, the time-frequency low-complexity LMMSE-based equalization

technique [12] is applied in this section as

X̂[n,m] =
H∗(n,m)Y [n,m]

|H[n,m]|2 + σ2/σ2
s

, (45)

where σ2
s and σ2 denote the average power of time-frequency symbols and noise, respectively.
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TABLE I
SIMULATION PARAMETERS

Parameter Typical value
Carrier frequency (fc) 4GHz
Subcarrier spacing (∆f ) 15kHz
Number of subcarriers (M ) 512 (128∼2048)
Number of time slots (N ) 128
UE speed (km/h) 100,360,500
Modulation alphabet QPSK,16QAM
Maximum delay grid (lmax) 20
Number of paths (NP ) 4
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Fig. 3. NMSE against M with perfect knowledge of the channel parameters.

A. Significance of DSE

We first demonstrate the essentiality of considering DSE by presenting the deviation in the

normalized mean square error (NMSE) of the delay-Doppler channel hdd and the bit-error-

rate (BER) performance. The approximation precision of Theorem 3 is also evaluated in this

subsection. hdd is obtained by carrying out the SFFT of (28). The NMSE is defined as

NMSE = E
||hdd − ĥdd||

2
2

||hdd||22
, (46)

where ĥdd can denote the vectorized channel coefficients ignoring DSE or considering approx-

imated DSE. Perfect knowledge of the channel parameters including the time-delay, Doppler

shift and complex gain of each path is assumed in this subsection.

In Fig. 3, the NMSE of delay-Doppler channel vector against M under different receiver

velocities is explored. It is clearly that DSE increases with M and v increasing, which confirms

the analysis before. When it comes to the situation at M = 2048 and v = 500 km/h, the NMSE
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Fig. 4. BER performance against Eb/N0 with perfect knowledge of the channel parameters and the standard 16QAM alphabet.

becomes more than 2%, which brings substantial decoding error if DSE is ignored especially

in high SNR scenarios. The approximation precision for our closed-form representation is also

presented in Fig. 3, where we find the NMSE between the approximated CSI in (31) and the

accurate CSI is less than 10% of the NMSE between the CSI ignoring DSE and the accurate

one.

Fig. 4 demonstrates the importance of considering DSE by plotting the BER performance

against the data SNR Eb/N0. 16QAM is selected as the modulation alphabet and the number of

subcarriers is set as M = 512. It is clear that when Eb/N0 > 25dB, the error floor occurs due to

the inaccuracy of channel coefficients ignoring DSE. However, we can diminish the error floor

whose level is approximately 3×10−4 by considering DSE, which is helpful for the utilization in

realistic systems. Moreover, from the BER performance, no difference is revealed if we replace

the near-accurate representation in (28) with the approximation in (29) and even (31), which

provides enough convenience to simplify the computation. Based on this observation, we employ

(29) to generate the sensing matrix rather than (28) in the following simulation.

B. Performance of Proposed Channel Estimation Scheme

After illustrating the importance of considering DSE, the performance of our proposed channel

estimation scheme is assessed by both NMSE and BER performance. The definition of NMSE is

similar to (46), where ĥdd denotes the estimated delay-Doppler CSI. The widely-used threshold-

based technique [31] which can be seen as the OMP-based estimation scheme ignoring DSE

is selected as the comparison, where the threshold is set as 3σ. The circulation in Algorithm
1 is terminated when iteration times reach NP . It is worth pointing out that in ultra-high SNR

circumstances, both methods can achieve no estimation loss of the channel coefficients, however,

the physic explanation of the estimated results is different, in which the threshold-based scheme
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Fig. 5. NMSE performance of the channel estimation against SNRp with N = 64 and M = 128.
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Fig. 6. NMSE performance of the channel estimation against SNRp with N = 128 and M = 512.

obtains a channel without sparse characteristic. The pilot SNR is defined as SNRp = |xp|2/σ2

consistent with [23], [30], [31], [34]. Though SNRp is usually a high value such as 45 dB, ISFFT

will spread the power into MN time-frequency grids uniformly, which leads to an extremely

low SNR = |xp|2
MNσ2 when it comes to the average power on each time-frequency grid, e.g.,

SNRp = 45dB leads to the average SNR which are less than 0dB when M = 512 and N = 128

in time-frequency domain.

Fig. 5 presents the NMSE performance comparison against SNRp under different velocities

when M = 128 and N = 64. The user velocity has little impact on the channel estimation

performance because OTFS is a technique including 2D-modulation. Our proposed scheme can

achieve a NMSE less than 6 × 10−4 when SNRp > 40dB. Moreover, in high SNR scenarios,

the proposed OMP-based technique outperforms the traditional threshold-based scheme by more

than 5dB.

In Fig. 6, we show NMSE performance comparison against SNRp under different velocities

when M = 512 and N = 128. The SNR precedence of proposed OMP-based method is amplified
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Fig. 8. BER performance under different UE velocity caused by different channel estimation scheme against Eb/N0 with
N = 128, M = 512, SNRp = 45dB and the standard 16QAM alphabet.

to about 12dB, which is appreciable enough to deserve the consideration. The superiority is

owing to larger DSE brought by larger M and N , which offers more benefits by developing

channel estimation schemes taking DSE into consideration. At the meantime, OMP-based channel

estimation scheme can work without knowledge of the noise variance, which is a key parameter

in traditional threshold-based method.

Fig. 7 displays NMSE comparison against M under different velocities with N = 128

and SNRp = 45dB. NMSE of proposed OMP-based scheme is less than 2 × 10−4 and stays

uncorrelated from M . However, due to the ever-increasing DSE, NMSE of threshold-based

method increases as M and v boosts, in which NMSE approaches 1 × 10−2 when M = 1024.

It is unbearable for OTFS systems since M and N is required to be large enough to defend the

doubly-dispersive channel.

Since the target of channel estimation is to improve the reliability of data detection, it also

makes sense to present BER performance employing the estimated CSI based on different channel
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Fig. 9. BER performance under different modulation alphabet caused by different channel estimation scheme against Eb/N0
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estimation schemes. In Fig. 8, we show BER comparison against data SNR Eb/N0 under different

velocities. SNRp is set as 45dB and the modulation alphabet we choose is 16QAM. BER floor

more than 2×10−3 occurs due to the inaccurate CSI based on the threshold-based method, which

reveals the deficiency of channel estimation approaches ignoring DSE. However, if OMP-based

CSI considering DSE is acquired, BER can be smaller than 1 × 10−4 when Eb/N0 > 25dB,

which demonstrates the excellent performance of our proposed estimation scheme again.

Finally, we present BER comparison against data SNR Eb/N0 under different modulation

alphabets in Fig. 9. SNRp is set as 45dB and the velocity is 500 km/h, which is corresponding to

a maximum Doppler frequency of 1.85kHz. It is obvious that the BER performance employing

the OMP-based CSI is nearly the same as perfect CSI when QPSK is selected, however, the BER

of threshold-based CSI still has a SNR gap larger than 5dB when the BER is about 1 × 10−5.

Moreover, our proposed scheme can promote the reliability in high-SNR scenarios by eliminating

the error floor caused by inaccurate traditional threshold-based CSI which is about 1× 10−5 for

QPSK alphabet and 3× 10−3 for 16QAM alphabet.

VII. CONCLUSION

In this paper, we investigate DSE in OTFS systems for the first time. Specifically, we for-

mulate the delay-Doppler response of the wireless channel and explore the OTFS input-output

relationship considering DSE under both ideal (bi-orthogonal) and practical rectangular pulses.

Based on the modified input-output relationship considering DSE, the OTFS channel estimation

is naturally formulated as a sparse signal recovery problem and an OMP-based channel estimation

scheme can be employed directly. Simulation results confirm the necessity to consider DSE and

the excellent performance of our estimation scheme taking DSE into consideration. For future
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research, it is meaningful to consider the pilot optimization to improve the spectral efficiency

and efficient off-grid estimation schemes to extract the fractional Doppler.

APPENDIX A

PROOF OF THEOREM 1

Let Hi(t, f) = βie
j2π

νi
fc

(fc+f)te−j2πfτi denote the time-frequency response of single path and

hi(τ, ν) =
∫∫

Hi(t, f)e−j2π(νt−τf)dtdf , we can easily derive that h(τ, ν) =
∑NP

i=1 hi(τ, ν), which

means we can decouple the problem into finding the delay-Doppler response for single path

and directly add them up. Since the case when νi = 0 is trivial, we only offer the proof of the

delay-Doppler response for single path with νi 6= 0, which can be derived as (47). Then the

proof of Theorem 1 is completed.

hi(τ, ν) =

∫
t

∫
f
Hi(t, f)e−j2π(νt−τf)dtdf

=

∫
t

∫
f
βie

j2π
νi
fc

(fc+f)t
e−j2πfτie−j2π(νt−τf)dtdf

= βi

∫
t
e−j2πt(ν−νi)

∫
f
e
j2πf(τ−τi+

νi
fc
t)
dfdt

= βi

∫
t
e−j2πt(ν−νi)δ

( νi
fc
t− (τi − τ)

)
dt

= βi

∣∣∣fc
νi

∣∣∣ej2π fcνi (τ−τi)(ν−νi)

. (47)

APPENDIX B

PROOF OF THEOREM 2

Since Agrx,gtx holds nonzero only on [−tmax, tmax] × [−fmax, fmax], the integral interval in (13)

is [τ ′1, τ
′
2]× [ν ′1, ν

′
2], where we have



τ ′1 = (n− n′)T − tmax

τ ′2 = (n− n′)T + tmax

ν′1 = (m−m′)∆f − fmax

ν′2 = (m−m′)∆f + fmax

. (51)

Replacing h(τ, ν) in (13) with (10), the proof of Theorem 2 can be completed by (48).

APPENDIX C

PROOF OF THEOREM 3

Since the case νi = 0 is trivial, we only provide the proof for single path when νi 6= 0. y[k, l] =∑NP
i=1

∑N−1
k′=0

∑M−1
l′=0 hi[(k−k′)N , (l−l′)M ]x[k′, l′] can be obtained by directly employing the SFFT

of Y [n,m] =
∑NP

i=1H
i[n,m]X[n,m], where hi[k, l] can be derived in (49) by employing (29).

Notice that hi[k.l] for νi = 0 can be treated as the limitation when pi →∞ consistent with (49),

the proof of Theorem 3 is completed by (49).
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H
i
n,m[n

′
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] =

∫ τ′2
τ′1

∫ ν′2
ν′1

βipie
j2πpi(τ−τi)(ν−νi)ej2πνn

′T
e
−j2πm∆fτ

e
j2πντ

dτdν
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j2πpiτiνi
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−j2πτ(m∆f+piνi)
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(
τ+n′T−(piτi−piτ)

)
dνdτ

= βipie
j2πpiτiνi

∫ τ′2
τ′1

e
−j2πτ(m∆f+fc)

e
j2π

(
(1+pi)τ−(piτi−n

′T )
)
(m−m′)∆f sin

(
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(
(1 + pi)τ − (piτi − n′T )

))
π
(
(1 + pi)τ − (piτi − n′T )

) dτ

= βipie
j2πpiτi

(
νi−(m−m′)∆f

)
×
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sin
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π
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(1 + pi)τ − (piτi − n′T )

) e
−j2πτ

(
fc+m′∆f−pi(m−m

′)∆f
)
dτ

(48)

hi[k, l] =
1
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N−1∑
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M−1∑
m=0
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i
k,l[k

′
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′
] =

1

MN
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=
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(50)

Notice that we substitute
sinπM(τi∆f− l

M
− n
pi

)

M sinπ(τi∆f− l
M
− n
pi

)
with

sinπM(τi∆f− l
M
−N−1

2pi
)

M sinπ(τi∆f− l
M
−N−1

2pi
)

in (49)(b) to provide a

closed-form representation, whose approximation precision can be verified by both the NMSE

error and BER employing the approximated CSI in Fig. 3 and Fig. 4.

APPENDIX D

PROOF OF THEOREM 4

At first, the cross-ambiguity approximation in (32) and the LTV channel response in (10) is

substituted in generalized representation in (50), where we find the hik,l[k
′, l′] can be divided into

two parts as (52) and (53).

For (52), (a) is obtained since
∑M−1

m′=0 e
j2π

m′(q−l′)
M is non-zero only when q = l′, which indicates
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> τi −

T

M
≥ 0 (57)

and
τi +

l′T

M
−
nT

pi
< T +

(M − 1)T

M
+

(N − 1)T

MN
< 2T. (58)

As a result, n − n′ = 1 and n ≥ 1 will be attained, which helps derive the range of n for

non-zero integral as
nT

pi
<
l′T

M
+ τi − T =

l′ + li −M
M

T. (59)

Since we have assumed integer delay for wideband OTFS systems and nT
|pi| ∈ (0, T

M
), (59) holds

either true or false for ∀1 ≤ n ≤ N − 1, which provides

LiISI =

{l′ ∈ N : M − li + 1 ≤ l′ ≤M − 1}, pi > 0

{l′ ∈ N : M − li ≤ l′ ≤M − 1}, pi < 0
(60)

When l′ ∈ LiISI , (52) is effective since (59) holds true for ∀1 ≤ n ≤ N − 1. If l′ /∈ LiISI , this

part becomes 0 since (59) holds false for ∀1 ≤ n ≤ N − 1. Then (c) is obtained by employing

n − n′ = 1 and the property of delta function. The approximation in (c) and (d) is based on

|pi| � 1, which derives 1 + pi ≈ pi and 1 + 1
pi
≈ 1. The approximation in (e) is similar to

(49)(b), where n−1
pi

in the phase of discrete sinc function is substituted by the median N−2
2pi

.

The analysis for (53) is similar to (52). (a) is obtained since
∑M−1

m′=0 e
j2π

m′(q−l′)
M is non-zero

only when q = l′, which indicates l′ ∈ Q and derives (b). Since δ(x) is non-zero only when

x = 0, we have (1 + pi)((n− n′)T )− piτi + n′T + l′T
M

< 0

(1 + pi)
(
(n− n′ + 1)T − l′T

M

)
− piτi + n′T + l′T

M
> 0

(61)
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for pi > 0 and (1 + pi)((n− n′)T )− piτi + n′T + l′T
M

> 0

(1 + pi)
(
(n− n′ + 1)T − l′T

M

)
− piτi + n′T + l′T

M
< 0

(62)

for pi < 0, where the upper limit (n− n′ + 1)T is replaced with (n− n′ + 1)T − l′T
M

to satisfy

l′ ∈ Q. Combining (61) with (62), the range of (n− n′)T can be derived as

− T + τi +
l′T

M
−

(n+ 1)T

pi
< (n− n′)T < τi −

nT + l′T
M

pi
. (63)

(63) can be dug further by employing |pi| > MN and T
M
≤ τi < T , where we have

− T + τi +
l′T

M
−

(n+ 1)T

pi
> −T + (τi −

NT

|pi|
) > −T. (64)

Combining the result of (64) with τi + T
M
< T , it is obvious that this part is possibly non-zero

only n = n
′ , which helps derive the range of n for non-zero integral as

(n+ 1)T

pi
>
l′T

M
+ τi − T =

l′ + li −M
M

T. (65)

Since we have assumed integer delay for wideband OTFS systems and (n+1)T
|pi| ∈ (0, T

M
), (65)

holds either true or false for ∀1 ≤ n ≤ N − 1, which offers

LiICI =

{l′ ∈ N : 0 ≤ l′ ≤M − li}, pi > 0

{l′ ∈ N : 0 ≤ l′ ≤M − li − 1}, pi < 0
(66)

When l′ ∈ LiICI , (53) is effective since (65) holds true for ∀1 ≤ n ≤ N − 1. If l′ /∈ LiICI , this

part becomes 0 since (65) holds false for ∀1 ≤ n ≤ N − 1. Then (c) is obtained by employing

n = n′ and the property of delta function. The approximation in (c) and (d) is based on |pi| � 1,

which derives 1 + pi ≈ pi and 1 + 1
pi
≈ 1. The approximation in (e) is similar to (49)(b), where

n
pi

in the phase of discrete sinc function is substituted by the median N−1
2pi

.

The proof of Theorem 4 is completed by combining the deduction of (52) and (53) with the

extent analysis before.
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