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Abstract—This work presents a machine learning approach
to optimize the energy efficiency (EE) in a multi-cell wireless
network. This optimization problem is non-convex and its global
optimum is difficult to find. In the literature, either simple but
suboptimal approaches or optimal methods with high complexity
are proposed. In contrast, we propose an unsupervised machine
learning framework to approach the global optimum. While the
neural network (NN) training takes moderate time, application
with the trained model requires very low computational complexity.
In particular, we introduce a novel objective function based on
stochastic actions to solve the non-convex optimization problem.
Besides, we design a dedicated NN architecture SINRnet for
the power allocation problems in the interference channel that
is permutation-equivariant. We encode our domain knowledge
into the NN design and shed light into the black box of
machine learning. Training and testing results show that the
proposed method without supervision and with reasonable
computational effort achieves an EE close to the global optimum
found by the branch-and-bound algorithm and outperform the
successive convex approximation (SCA) algorithm. Hence, the
proposed approach balances between computational complexity
and performance.

Index Terms—Energy efficiency, non-convex optimization,
machine learning, permutation-equivariance, reparameterization
trick.

I. INTRODUCTION

Transmit power control belongs to the most fundamental
problems in research on cellular mobile networks [1] and it is
an important measure to optimize objectives such as weighted
sum-rate [2], energy efficiency (EE) [3] and fairness [4].
These problems share some significant similarities, among
which the non-convexity due to the fractional nature of the
signal-to-interference-noise ratio (SINR) expression is a major
difficulty, because multiple local optima could exist and convex
optimization techniques are not applicable.

This paper focuses on the EE optimization since the
energy consumption is a key performance indicator of green
communication in the fifth-generation (5G) communication
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and beyond. According to the next generation mobile networks
(NGMN) alliance 5G white paper [5], the EE is required to
be improved by a factor of 2000 compared to current wireless
networks. Among different techniques, transmit power control
is an important approach to improve the EE in the air interface.
On the other hand, given the similarities of the above-mentioned
power control problems in cellular networks and the fact that
the EE maximization problem with multiple users is particularly
difficult [6], the proposed solution is expected to have good
generalizability to other power control problems.

In the literature, multiple globally optimal but complicated
methods are proposed to optimize the EE. For example, frac-
tional programming [6]–[10], successive incumbent transcend-
ing [11], branch-and-bound [3], dual problem [12], iterative
water filling and exhaustive search [13], block coordinate
descent [14] are applied to optimize the EE. Due to the high
complexity (e.g., the complexity of fractional programming
grows exponentially with number of links [10]), the above-
mentioned algorithms are difficult to be applied in real time.
On the other hand, less complex and suboptimal methods
are proposed, including successive convex approximation
(SCA) [15], sequential fractional programming [10], dual
Dinkelbach type algorithm [16], binary quantum-behaved
particle swarm optimization (BQPSO) [17]. However, the low
complexity is achieved with simplification and approximation
and the performance is suboptimal [10], or with strong
assumptions (such as effective interference cancellation, i.e.,
noise-limited networks [6]) and the application is limited. An
attempt to realize a good balance between complexity and
performance is to apply supervised learning, i.e., to let a
neural network (NN) “memorize” the optimal power allocation
obtained with the above-mentioned complex and optimal
analytical methods for massive data. According to the universal
approximation theorem [18], [19], deep neural networks can
well approximate any continuous function in high dimensional
space. This property allows for higher potential of performance
than analytical methods with suboptimal approximations. These
efforts include [3], [20]–[22]. Although the application of
the NN facilitates the real-time application because applying
the trained NN to new inputs is simple and fast, applying
the complex analytical methods to massive data for label
generation is necessary and the overall computation effort
is still high. Besides, the usability and scalability of the
trained NNs are limited by the analytical methods and it
is less exciting to let the NN only “memorize” the correct
answer. It is also proposed to let the NN try to find the
optimal power allocation with unsupervised learning [23], [24]
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and reinforcement learning [25]–[28], which does not require
“correct” answers as labels but lets the algorithm find the
optimal transmit power by itself. Therefore, the requirement on
training data and computational power is considerably lower
than supervised learning. However, these works adopt model-
free learning (as explained in detail below) or have not taken
the two most important properties of the problem, permutation-
equivariance and non-convexity (as described in Section II)
fully into consideration and the performance is not optimal.

Considering the limitations of the above-mentioned works,
we propose an unsupervised, model-based machine learning
approach to solve the EE maximization problem (unlike
the model-free reinforcement learning approaches [25]–[28]).
In model-based machine learning, the optimizer knows the
objective function and computes its gradient to optimize the NN
(on the contrary, the model-free machine learning optimizes the
NN based on feedback from unknown mechanism in a trial-and-
error manner [29]). Since the model-based learning has more
information about the objective than the model-free learning,
it usually has a higher sample efficiency [30]. Compared to
these existing machine learning methods mentioned above, our
proposed approach has the following two innovations:

• We propose an innovative objective function, which
replaces the original EE expression in the gradient ascent
method to overcome the non-convexity problem (Sec-
tion III). The non-convexity is a long-existing problem in
machine learning with possible counter-measures such as
alternating optimization, expectation-maximization (EM)
algorithm, dual problem and stochastic optimization [31].
Our proposed solution is based on the stochastic optimiza-
tion and the reparameterization trick, which approximates
the expectation of the objective with the empirical mean
of random variables. The reparameterization trick makes
the random variable differentiable and therefore enables
stochastic gradient ascent (SGA). It is shown that this
approach has a smaller variance compared to other
methods [32]. In recent years, it has been successfully
applied to Bayesian optimization [33], variational auto-
encoder [34] and reinforcement learning [35], but not yet
in non-convex unsupervised learning, in particular, not for
the interference network optimization problem.

• We design a permutation-equivariant NN architecture
SINRnet, i.e., if the input pairs of user and base station
(BS) are permuted, the output powers of the NN are
permuted automatically in the same way [36], [37]
(Section IV). This increases the generality of the NN
significantly, since the permutation-equivariance is an
inherent property of the power control problems in cellular
networks. However, classical NN architectures, such as
NNs with fully connected layers, do not have this property.
In the literature, a dedicated NN architecture PowerNet
is proposed for power control [21] (however, it is not
permutation-equivariant), a permutation-equivariant NN
architecture has been applied to signal detection [38],
and the permutation-equivariant graphical neural network
(GNN) has been applied to capacity maximization (differ-
ent from our objective) [39]–[41]. However, these works

are not particularly optimized for the non-convexity of the
considered problem and the performance is not compared
with the global optimum.

Notation: A normal small letter (e.g., s) denotes a scalar, a
bold small letter (e.g., v) denotes a vector, a bold capitalized
letter (e.g., M) denotes a matrix or a tensor of dimension
higher than 2, MT denotes the transpose of matrix M, |S|
denotes the cardinality of set S, dim(v) denotes the number
of dimensions of vector v, diag(M) denotes the diagonal
elements of matrix M, I denotes the identity matrix, 0 denotes
the matrix of all zeros and 1 denotes the matrix of all ones,
the extraction matrix E is defined as E = 1 − I, U(a,b)
denotes a uniform distribution between a and b where the
i-th component is uniformly distributed between ai and bi and
all components in the distribution are independent from each

other, ⊙ denotes the element-wise product of two vectors,
◦∏
v

denotes the product of elements of v,
◦∑
v denotes the sum of

elements of v, T[i, j, k] denotes element in position (i, j, k)
in tensor T, T[·, j, k] denotes the vector of the elements with
position (j, k) in the second and third dimensions in tensor T,
T[i, ·, ·] denotes the matrix of the elements with position i in
the first dimension in tensor T, A •B denotes multiplication
between matrix A and tensor B, where A is multiplied with all
vectors B[·, i, j] for all i and j, A ◦B denotes multiplication
between matrix A and tensor B, where A is multiplied with
all matrices B[i, ·, ·] for all i, or multiplication between tensor
A and matrix B, where all matrices A[i, ·, ·] (for all i) is
multiplied with B.

II. PROBLEM STATEMENT

A. Problem Formulation

We consider an uplink transmit power control problem in
a multi-cell wireless network, as shown in Figure 1, where I
single-antenna users are served by M BSs equipped with nR

antennas. We assume that every user is assigned to one BS and
denote the assigned BS of user i as BS i. We further assume
that the BSs use the matched filter to process the received
signal. User i chooses a transmit power pi ∈ [0, pmax], where
pmax is the maximum transmit power1. Our objective is to
maximize the sum-EE, which is defined as the sum of ratios
between data rate and power consumption of all user-BS pairs.
This objective is inherited from [3] and is an indicator of the
overall EE of the considered multi-cell communication system.
The summation suggests that we do not favor any link in
particular. In fact, if all transmitters are energy-limited devices,
their individual EE matters and the sum EE is a more suitable
metric compared to the global EE (sum of data rates divided
by sum of energy consumption). The problem is formulated
as

max
p

J =

I∑
i=1

log
(
1 + giipi

1+
∑

j ̸=i gjipj

)
µpi + Pc

s.t. 0 ≤ pi ≤ pmax for i = 1, 2, . . . , I,

(1)

1Information available at the user is usually limited in practice, which might
be insufficient to obtain the global optimum. The BS can choose a pi based
on the complete information available at the BS and inform the user.
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BS i

User i

Figure 1. Illustration of the considered scenario. The channel of the signal of
interest for the user-BS pair i is drawn as the solid line and the interference
channels are drawn as the dotted lines.

where p = (p1, p2, . . . , pI) is the vector of transmit powers
of all user-BS pairs, gji is the equivalent channel gain from
user j to BS i assuming the matched filter receiver. Therefore,
gii is the channel gain of the useful signal and gji, j ̸= i, is
the channel gain of the interference from user i to BS j, µ
is the inefficiency of the power amplifier and Pc is the static
power assumption.

Remark 1. The equivalent channel gains gij is assumed
known in this problem, which is a widely used and practical
assumption [3], [6], [9], [22] since we do not assume many
antennas (such as massive MIMO and reconfigurable intelligent
surface). The channel estimation can be performed via pilot
signals, whose energy consumption is not considered in this
work for two reasons: 1) The pilot signal and its energy
consumption is far less than data traffic signal [42]. 2) The
energy consumption of the pilot signal is independent from
the power control strategy for the traffic signal. Therefore, the
power optimization of channel estimation is decoupled with
the power optimization of data traffic. Besides, there are also
models of statistical channel state information (CSI) where the
resulting expressions have the same structure as with perfect
CSI. This is achieved by pulling the expectation operator in the
denominator and numerator of the SINR expression separately.
This is one possible extension of this work.

B. Properties of the Problem

1) Non-convexity: A non-convex function is a function
whose second-order derivative is not non-negative on its entire
domain. If a function is non-convex, it can have multiple
local optima. From (1), we notice that the objective J is a
non-convex function in power p. The conventional convex
optimization methods might converge to a poor local optimum,
if we use them to optimize a non-convex objective. In the
literature, [3] proposes to solve the problem with a branch-and-
bound algorithm, which guarantees to converge to the global
optimum at the cost of high computational effort and poor
scalability. Alternatively, in standard NN optimization, we use
gradient ascent/descent to optimize the NN, which cannot not
be prevented from converging to a local optimum.

2) Permutation-Equivariance: Denote the equivalent chan-
nel matrix as G, where the element in row i and column j
is gij as defined in (1). We expect that the power allocation
p is permutation-equivariant to G, i.e., if the user-BS pairs

are permuted, the elements in p should be permuted in the
same way. This is because the order of the user-BS pairs is
inherently arbitrary and should have no impact on the optimal
transmit power. Mathematically, we use the permutation matrix
P to describe a permutation, whose elements are either 0 or 1
and the sum of every row and every column is 1. For example,
the matrix

P =

1 0 0
0 0 1
0 1 0


is a valid permutation matrix. The product PG permutes the
rows of matrix G whereas GPT permutes the columns of G.
With the example P defined above, it permutes the second
and third rows (columns) of G while the first row (column)
is unchanged. If we apply both row and column permutation,
the resulting matrix

G′ = PGPT (2)

is permuted in both rows and columns in the same way simulta-
neously compared to G. Consider a mapping Φ : RI×I → RI

+

with Φ(G) = p, Φ is called permutation-equivariant if

pPT = Φ(PGPT ) (3)

holds for any permutation matrix P. Obviously, a conventional
NN with fully connected layers is not permutation-equivariant.
Remark 2. Compared to problem 1, successive interference
cancellation (SIC) is not permutation-equivariant because the
decoding order has a direct impact on the performance.

III. APPLICATION OF REPARAMETRIZATION TRICK TO
NON-CONVEX OPTIMIZATION OBJECTIVES

In this section, we propose an innovative objective function
with stochastic actions and reparameterization trick that can
allow an optimization to converge to the global optimum even
in non-convex problems.

A. Defining the Objective

Given a non-convex objective function J(p), we can
maximize J with gradient ascent, where p is updated as
p ← p + r∇pJ(p), with learning rate r and the gradient
of J(p) with respect to p ∇pJ(p). Since J is non-convex,
there may exist multiple local optima.

In Figure 2, it is illustrated that if p is initialized as p(0)

near a poor local optimum OL, the optimization with gradient
ascent would converge to OL rather than the global optimum
OG. Note that we reduced the vector p to a one-dimensional
scalar p for illustration simplicity.

In order to solve this problem, we do not use a deterministic
p. Instead, we assume that p is a random variable with p ∼
U(a,b), where a and b are lower and upper bound of the
support of the distribution, respectively. The expectation of the
objective J is

K = Ep∼U(a,b)(J (p)) . (4)

We can use the mean of multiple independent identically dis-
tributed (i.i.d.) random variables to approximate the expectation
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J

p
p(0)

OL

OG

Figure 2. Illustration of a non-convex objective function J . When p is
initialized as p(0) near the local optimum OL, the classical gradient ascent
optimization converges to the local optimum OL, which is not the global
optimum OG.

in (4). However, we cannot compute the gradient of a random
variable and gradient ascent cannot be applied to optimize
K as a result. Therefore, we use the reparameterization trick.
Instead of sampling p from the distribution U(a,b) directly,
we sample p from the standard uniform distribution U(0,1)
and rewrite (4) as

K = Ep∼U(0,1)(J (a+ (b− a)⊙ p)) , (5)

where we use the obvious fact a + (b − a) ⊙ p ∼ U(a,b)
if p ∼ U(0,1). In this way, we can sample p from a fixed
distribution to approximate the expectation, compute ∇aK and
∇bK and perform a gradient ascent step to improve K.

It would be beneficial for the optimization to converge to
the global optimum if the global optimum lies within [a,b].
Therefore, it is desirable that a and b are initialized outside
the feasible region. It is then necessary to introduce penalty
terms

P (a) = −min

( ◦∑
(a− pmin) , 0

)
(6)

and

Q(b) = max

( ◦∑
(b− pmax) , 0

)
, (7)

where pmin and pmax define the feasible region of the power
allocation. The penalty terms (6) and (7) are 0 if a or b are
inside the feasible region, otherwise they are proportional to
the distances from the feasible region.

In one iteration, if J(a) < Ep∼U(a,b)(J) and J(b) <
Ep∼U(a,b)(J), as shown in Figure 3(a), a gradient ascent
step will increase a and decrease b. If J(a) < Ep∼U(a,b)(J)
and J(b) = Ep∼U(a,b)(J), as shown in Figure 3(b), a
increases and b is unchanged in a gradient ascent step. If
J(a) = J(b) = Ep∼U(a,b)(J), as shown in Figure 3(c), neither
increasing a nor decreasing b improves Ep∼U(a,b)(J). In this
case, a and b cannot converge if we use (5) as the objective
function. Therefore, we introduce an entropy regularization
term in the objective function as an additional incentive to
reduce the entropy. For multivariate uniform distribution with
independent components, its entropy is given as

H(a,b) = ln

( ◦∏
(b− a)

)
. (8)

The total objective function L, including the penalties and the
entropy regularization, is

L =Ep∼U(0,1)J(a+ (b− a)⊙ p)

− ϵP (a)− ϵQ(b)− κH(a,b),
(9)

J

p
a b

Ep∼U(a,b)(J)

(a) In the beginning of optimization

J

p
a b

Ep∼U(a,b)(J)

(b) No entropy regularization required

J

p
a b

Ep∼U(a,b)(J)

(c) Entropy regularization required

Figure 3. A non-convex objective function and its mean in the interval
[a, b]. (a): Both J(a) and J(b) are less than Ep∼U(a,b)(J), performing
a gradient ascent step of Ep∼U(a,b)(J) increases a and decreases b. (b):
After a few iterations, J(a) < Ep∼U(a,b)(J) and J(b) = Ep∼U(a,b)(J). A
gradient ascent step increases a and does not change b. (c): Now we have
J(a) = J(b) = Ep∼U(a,b)(J). Performing gradient ascent changes neither
a nor b. We need the entropy regularization term to help a to “cross over”
the local optimum.

J

p
a b

Figure 4. An objective function with a flat global optimum and a sharp local
optimum.

where ϵ is the Lagrange multiplier for support region constraint
and κ is the coefficient for the entropy regularization term,
whose value needs to be tuned during the optimization process,
which is discussed in Section III-B. If we compute the gradients
of (9) with respect to a and b, i.e., ∇aL and ∇bL, perform
gradient ascents a← a+r ·∇aL and b← b+r ·∇bL, where
r is the learning rate, and repeat the process iteratively until
the entropy of U(a,b) is smaller than a predefined threshold
H0, a and b have a high possibility to converge to the global
optimum.

Remark 3. Note that the gradient of the integral of J is J
itself. Therefore, whether U(a,b) reduces in a gradient ascent
step depends on the values J(G,a) and J(G,b) themselves,
not on their gradients. A flat global optimum is therefore
more advantageous than a sharp local optimum. In the case
of Figure 4, ∇aEp∼U(a,b)(J) < ∇bEp∼U(a,b)(J) because
J(a) < J(b). With a properly chosen κ, a can “jump” over
the sharp and poor local optimum and b stays in front of the
global optimum.
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B. Tuning the Lagrange Multiplier for Entropy Term

From Section III-A, we realize that tuning κ in (9) is crucial
to the success of the training because it has to be large enough
such that the training does not get stuck at local optima and it
has to be small enough such that the global optimum stays in
the support of U(a,b).

In the literature, it is suggested to optimize the factor of
the entropy term via the dual problem for a similar original
problem [35]. However, since it is very difficult to obtain
the infimum of the Lagrangian of our complicated objective
function (unlike the canonical definition of the dual problem),
there is no guarantee of convexity of the dual problem, which
would be a fatal disadvantage in the considered problem. We
propose a simple heuristic approach to tune κ in this section.
Let κi be the κ in iteration i of the gradient ascent optimization.
κi = 0 for i ≤ h, where h is a hyperparameter for constant κ.
For i > h, κ is computed as

κi+1 =

{
κi +∆κ if

∑h
j=1 Hi−j/h ≤ Hi

max(0, κt −∆κ/2) otherwise,
(10)

where ∆κ is a constant small learning rate. The intuition behind
(10) is that we carefully increase κ if the entropy does not
reduce (case 1) and decrease κ otherwise such that κ is not
too big to make a or b cross the global optimum (case 2).

Example. In order to demonstrate the ability of the proposed
objective function, we apply the widely-used Rastrigin function
for performance testing [43], which is the overlapping of a
parabolic function and cosine functions:

f(x) = An+

n∑
i=1

(x2
i −A cos(2πxi)), (11)

where A = 10 and n is the number of dimensions. f(x) is
non-convex with many local minima and its global minimum is
f(0, 0, . . . , 0) = 0. We assume n = 10 and use the proposed
method (9) and conventional gradient descent to minimize
(11). κ is initialized as 0 and penalty terms (6) and (7) are
omitted because the function is defined for all real numbers. The
results are shown in Figure 5, while the conventional gradient
descent gets stuck in a poor local minimum, the proposed
method converges to the global optimum successfully. This
result demonstrates the ability of the proposed method to find
the global optimum of a simple non-convex objective function.

In principle, we can apply (9) to the power control problem
(1) to obtain the globally optimal transmit powers p. However,
its high computation effort makes it difficult to be applied
in real time (this fact can be recognized by looking at the
number of required iterations in Figure 5). Therefore, we do
not optimize a and b for each channel realization directly.
Instead, we propose to compute the parameters with an NN
and train the NN with massive data. A new NN architecture
SINRnet is introduced to encode the domain knowledge of
interference channels in the NN design and to realize the
permutation-equivariance, as will be discussed in Section IV.
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Figure 5. Optimization of the Rastrigin function with the proposed method
and gradient descent.

IV. SINRNET: A PERMUTATION-EQUIVARIANT NEURAL
NETWORK ARCHITECTURE FOR OPTIMIZATION IN

INTERFERENCE CHANNELS

In this section, we first introduce the unsupervised learning
framework, then analyze the interference channel model,
propose the SINRnet architecture, prove its permutation-
equivariance. Finally, we prove its equivalence to GNN, which
allows for distributed implementation.

A. Framework of Unsupervised Machine Learning and Com-
parison to Analytical Methods

We define a = αδ(G) where αδ is an NN parameterized by
δ that maps from channel G to lower bound of the transmit
power interval a. We also define ℓ = b− a = βo(G) where
βo is an NN parameterized by o (omicron) that maps from
channel G to length of the transmit power interval ℓ. Since
the objective function L defined in (9) is fully determined by
G, a and b, we can write the objective as

L(G,a,b) = L(G, αδ(G), αδ(G) + βo(G); δ, o). (12)

Note that the right hand side of (12) emphasizes that L depends
on the parameter δ and o given G.

We collect massive channel data in a training data set D
and formulate the unsupervised machine learning problem as

max
δ,o

∑
G∈D

L(G, αδ(G), αδ(G) + βo(G); δ, o). (13)

In this way, we optimize αδ and βo which map from any
G ∈ D to a and b, respectively. The optimization is
performed with, e.g., SGA. This optimization process is called
training. If the data set is general enough, we would expect
that a channel G′ /∈ D, which, however, has similar order
of magnitude to channels in D, can also be mapped to a
good transmit power (on the contrary, we do not expect the
trained model works for channel gains which are 10000 times
weaker than channel gains in D on average since there is
no extrapolation performance guarantee). The performance
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evaluation of L(G′, αδ(G
′), αδ(G

′) + βo(G
′)) for G′ /∈ D

and trained and fixed αθ and βo is called testing.
Remark 4. Although αδ and βo are the same to any G, different
G result in different a and ℓ. Therefore, the obtained transmit
power is not the average optimal power of all possible channels,
but is optimized for each individual channel.
Remark 5. The training data is not exhaustive. Therefore,
to evaluate the performance of the trained model, testing
with G′ /∈ D is mandatory. Two keys to ensure the testing
performance are 1) the model complexity and training process
are reasonable enough to avoid overfitting, 2) the data in D is
general enough such that the trained NN is valid for G′ /∈ D.
Therefore, massive data samples are required to ensure the
testing performance. If we meet the two requirements, the
trained NN is valid as long as the channel gain distribution
does not significantly change (e.g., due to change of frequency
band or deployment of femtocell).
Remark 6. Relationship to other algorithms: the supervised
learning can be considered as a special case of the proposed
training method, where the objective function is the mean
squared error

∑
i(αδ(Gi)−pi)

2/|D| with the ith channel data
sample Gi and the ith label of transmit power pi. The proposed
training has also a weak similarity to the deep deterministic
policy gradient (DDPG) algorithm in reinforcement learning.
Three main differences are: we make one single decision on
transmit power rather than a series of decisions (therefore
the Q-value is reduced to reward), use known EE expression
instead of learning the Q-value and apply stochastic decision
for the non-convex problem rather than a deterministic one.

Compare (9) and (13), we notice a fundamental difference
between traditional optimization approaches (including the one
introduced in Section III) and machine learning: instead of
optimizing a and ℓ themselves, the machine learning approach
optimizes the functions (realized by αδ and βo) that map
from channels G to a and ℓ. While the function optimization
(training) is time-consuming, the application of the function to
a new channel without modifying the function itself (testing and
deployment) requires significantly less computational power.
Moreover, the dedicated NN architecture SINRnet presented in
this section exploits the fact that the channels are homogeneous
and therefore can utilize the power of parallel computing, as
will be explained in detail later in this section. This is the reason
that the machine learning approach requires less computational
power in application than the analytical methods.

B. From Interference Channel to SINRnet
The underlying information-theoretical model of problem (1)

is the interference channel [44]. Note that the interference
channel is from information sources to their destinations,
including precoding at the transmitter, wireless channel and
decoding at the receiver. Therefore, the number of links in the
interference channel only depends on the number of transmitter-
receiver pairs and is independent from the number of antennas.
We have the following observations that inspire the design of
the NN architecture:

• There are I2 channels given I user-BS pairs, which implies
that problem (1) is high dimensional with an ordinary

number of user-BS pairs. However, the direct and inter-
ference channels are homogeneous, which suggests that
we can apply the same information processing on every
channel. If we can do this, the complexity of the NN is
independent from the number of user-BS pairs and the high
dimensionality is no more a constraint. Overfitting can
be avoided to a large extent. Furthermore, we can exploit
the power of parallel computing because information
processing of different channels are independent from
each other.
Remark 7. On the contrary, many widely-used analytical
methods perform alternating optimization and cannot
parallelize information processing of antennas (e.g., block
coordinate descent (BCD) [45]) or propagation paths (e.g.,
space alternating generalized expectation-maximization
(SAGE) [46]) because they depend on each other.

• Although there are I2 channels, they can all be classified
into 4 categories of channels2 for channel cij from user j
to BS i according to their roles in the SINR expression,
namely

1) C1(cij) = {cij}, where Cd(cij) is the set of channels
in category d for channel cij . This category contains
only the channel cij itself. The corresponding chan-
nel gain gij appears in the numerator of the SINR of
the corresponding link. If gij is high, a high received
signal strength is achieved with the same transmit
power.

2) C2(cij) = {ckj , k = 1, . . . , N, k ̸= i}. These
are channels that are interfered by the source of
channel cij (user j). Channel gain gij appears in
the denominator of the SINR of these channels. If
user j increases the transmit power, receivers of these
channels (BS k) experience stronger interference.

3) C3(cij) = {cik, k = 1, . . . , N, k ̸= j}. These are
channels that contribute to the interference of BS i.
Channel gains gik appears in the denominator of the
SINR of channel cij . If transmitters of these channels
(user k) increase their transmit power, receiver of
channel cij (BS i) experiences stronger interference.

4) C4(cij) = {ckp, k, p = 1, . . . , N, k ̸= i, p ̸= j}.
These are all other channels that do not contribute
directly to the performance of link from user j to
BS i.

These categories are illustrated in Figure 6.
• The transmitter-receiver pairs in the interference chan-

nel are permutation-equivariant. As explained in Sec-
tion II-B2.

Based on the above observations, we design an NN ar-
chitecture SINRnet for optimization problems with the in-
terference channel in such a way, that we apply the same
information processing to all channels for each category defined
above, we organize the information flow according to the
4 categories by aggregating information within a category

2Note that channel cij and channel gain gij are different: channel cij refers
to the link from transmitter j to receiver i. For example, we say that channel
c11 and channel c21 share the same transmitter 1. Channel gain gij is the
ratio between received signal power at receiver i and transmitted signal power
at transmitter j.
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Figure 6. Illustration of 4 categories of channels for the channel cij : Category 1
is cij itself. Category 2 contains channels sharing the same user with cij but
with different BSs. Category 3 contains channels sharing the same BS with
cij but with different users. Category 4 are the remaining channels.

and concatenating information of different categories, and we
preserve the permutation-equivariance. Two building blocks of
the SINRnet are the categorization of channels and information
aggregation within a category. The former is based on our
domain knowledge of communication whereas the latter is
inspired by other successful NN techniques, such as average
pooling [47] and message aggregation in GNN [48].

C. Network Architecture

The SINRnet has L layers. The channel from user j to BS i
is represented by a feature vector fij,l as the input of layer l.
In particular, fij,1 = log10(gij), where gij is the channel gain
as defined in (1).

For l < L, the output feature vector of channel cij in layer l
(i.e., the input feature in layer l+1) in category d is computed
as

fdij,l+1 =
∑

ckp∈Cd(cij)

ReLU(Wd
l fkp,l + bd

l )/|Cd(i, j)|, (14)

where Wd
l and bd

l are the trainable weights and bias of layer l
for category d, respectively, i.e., we apply the same information
processing in style of a fully connected layer ReLU(Wd

l fkp,l+
bd
l ) to the feature vector of every channel ckp in category d

of channel cij , then compute the mean of the output feature
vectors of channels in this category. The reason we use the
mean rather than the sum is that different categories have
different numbers of channels. For example, if we have 7 users,
category 1 has 1 channel and category 4 has 36 channels. If
we use the sum instead of the mean, the variance of features
in category 4 would be much higher than the variance of
features in category 1. This is numerically difficult for the
neural network to learn. Therefore, we use the mean instead
of the sum to make the features of different categories roughly
identically distributed.

The total output feature vector of channel cij in layer l is
the concatenation of channel gain and the feature vectors in
all four categories, i.e.,

fij,l+1 =
(
log10(gij), f

1
ij,l+1, f

2
ij,l+1, f

3
ij,l+1, f

4
ij,l+1

)
. (15)

That is to say, original channel gain and information from all
four categories are concatenated for every channel as the input
of the next layer. For l < L, fij,l+1 is the input for the next
layer.

For l = L (i.e., for the last layer), the output of channel cjj
is computed as

fjj,L+1 = wLfjj,L + bL, (16)

where the output fjj,L+1 is a scalar instead of a vector (unlike
the previous layers), wL and bL are trainable weights and bias
of layer L, respectively. Note that only the diagonal elements
are processed in the last layer (i.e., only cjj is processed and
cij is omitted for i ̸= j) since the output per user-BS pair is
a scalar, therefore the indices are fjj,L+1 instead of fij,L+1,
which is the action of user j.

The above calculation is easy for readers to understand
but difficult to be parallelized. In fact, we can organize the
input features of layer l of all channels as a three-dimensional
tensor Fl of shape (dim(fij,l), I, I), where Fl[·, i, j] = fij,l.
For l < L, the output feature tensors in categories 1-4 are
computed by

F1
l+1 = ReLU(W1

l • Fl + b1
l • 11×I×I) (17)

F2
l+1 = E ◦ ReLU(W2

l • Fl + b2
l • 11×I×I)/(I − 1) (18)

F3
l+1 = ReLU(W3

l • Fl + b3
l • 11×I×I) ◦E/(I − 1) (19)

F4
l+1 = E ◦ ReLU(W4

l • Fl + b4
l • 11×I×I) ◦E/((I − 1)2) ,

(20)

respectively. The final output Fl+1 is the concatenation of
log10(G), F1

l+1, F2
l+1, F3

l+1, and F4
l+1 along the first dimen-

sion. In this way, the computation in the neural network can
be performed efficiently with tensor products.

In the last layer, the raw output is computed as

fL+1 = wLdiag(FL) + bL11×N . (21)

For αδ , the final layer does not have an activation function.
For βo, a special activation function is necessary since a
uniform distribution U(a,a + ℓ) can only be defined when
every dimension of ℓ is positive, output of βo is defined as

ℓ = max(fβL+1, ℓmin), (22)

where fβL+1 is the raw output of the last layer of βo and ℓmin

is a very small number (e.g., 10−6). For all other layers in
both αβ and βo, the activation function is ReLU.

The above-described information processing is illustrated
in Figure 7. An important advantage of the proposed method
is the low complexity due to the small number of trainable
parameters because all channels use the same filters ((17) - (20))
to process the information. Therefore, the number of trainable
neural network parameters is independent from the number of
user-BS pairs. In the proposed architecture, there are 39844
trainable parameters. Compared to it, the neural network with
fully connected layers proposed in [3] has 8708189 trainable
parameters, which is approximately 218 times more than the
SINRnet architecture.

Besides the complexity, another advantage of the proposed
SINRnet architecture is its permutation-equivariance. Intuitively,
it is because the above-defined 4 categories do not change
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Figure 7. Illustration of information processing from first over intermediate to final output layers.

by any permutation and the summation within a category
is permutation-invariant. Mathematically, the permutation-
equivariance is proved as follows.

Theorem 1. An SINRnet Φ maps from channel G to power
allocation p, i.e., p = Φ(G). For any permutation matrix P,
we have pPT = Φ(PGPT ).

Proof. See Appendix A.

D. Equivalence to Graph Neural Network and Distributed
Implementation

The GNN is a novel neural network architecture that
performs information processing for multiple nodes connected
by (directional) edges [49]. A simple example of a GNN is
shown in Figure 8.

The node feature of node i on layer l is computed as [48]

fi,l = γl
(
fi,l−1,□j∈N (i)ϕl (fi,l−1, fj,l−1, ej,i)

)
, (23)

where fi,l is the node feature of node i on layer l, ej,i is the
edge feature of the directional edge from node j to node i, ϕl is
a neural network that is applied on each edge and performs mes-
sage passing (in the example in (23), the edge is from node j to

fi,l

fj,lfk,l ej,i

Figure 8. A simple graph on which a GNN is defined.

node i, therefore its input is the concatenation of fi,l−1, ej,i and
fj,l−1), □ is a symmetric, permutation-invariant function (i.e.,
the function value is constant if the arguments are permuted,
for example, □(x1, x2, . . . , xn) = □(x2, x1, . . . , xn)), such as
sum or max, γl is a neural network that is applied to each
node on layer l and processes the information of the node itself
and the messages from its neighbors. In the example in (23),
the node is node i, therefore its input is the concatenation of
fi,l−1 and □j∈N (i)ϕl (fi,l−1, fj,l−1, ej,i). The distributed nature
of the GNN and its ability to perform message passing and
information aggregation make it a competitive candidate to
optimize cellular networks [39]–[41].

Although the SINRnet architecture is introduced as a
centralized neural network, we can understand each row in
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Figure 6 as a node and easily prove that it can be reshaped
to fit into the form of (23). Based on (17) - (20), we define ϕ,
□ and γ as

ϕl(Fl[·, i, ·])

=

(
ReLU(W2

l • Fl[·, i, ·] + b2
l • 11×I×I)

ReLU(W4
l • Fl[·, i, ·] + b4

l • 11×I×I) ◦E/(I − 1)

)
,

(24)

□j∈N (i)ϕl(Fl[·, j, ·]) =
∑
j

ϕl(Fl[·, j, ·])/(I − 1), (25)

and

γl(Fl[·, i, ·],□j∈N (i)ϕl(Fl[·, j, ·]))

=


G
ReLU(W1

l • Fl[·, i, ·] + b1
l • 11×I×I)

E ◦ ReLU(W3
l • Fl[·, i, ·] + b3

l • 11×I×I)/(I − 1)
□j∈N (i)ϕl(Fl[·, j, ·])

 ,

(26)
respectively, where the concatenation in (24) and (26) is along
the first dimension, we conclude that the computation in one
layer is presented in the form of (23). This fact proves that
the proposed SINRnet architecture is equivalent to the GNN,
thus inherits its advantages such as distributed implementation
in each BS and limited data amount of message passing in the
fronthaul.

Summarizing the above sections, the proposed algorithm to
solve the non-convex power control problem is formulated as
Algorithm 1.

Algorithm 1 Neural network training with a non-convex
objective with stochastic action and reparameterization trick

Formulate the objective function according to (9).
Initialize αδ and βo such that αδ(G) < 0 and αδ(G) +
βo(G) > pmax for all possible G.
Initialize κ = 0.
while H(αδ(G), βo(G)) > H0 do

Perform a gradient ascent step of (9) w.r.t. δ and o.
Update κ according to (10).

end while

V. TRAINING AND TESTING RESULTS

In this section, we evaluate the introduced SINRnet archi-
tecture on a multi-user communication scenario.

A. Scenario and Channel Models

We consider a multi-cell mobile network scenario with four
BSs, as shown in Figure 1. Coordinates of the four BSs are
(0.5, 0.5), (0.5, 1.5), (1.5, 1.5) and (0.5, 0.5), with the unit of
km, and each BS is equipped with nR = 2 antennas. Each
user is assigned to the closest BS and the BSs use matched
filter to process the received signal. We consider I = 7
and I = 4 single-antenna users who share the same physical
resource block (PRB) and thus have interference on each other.
Please note that the total number of users in this cellular
network can be more than I because a cellular network can
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Figure 9. Improvement of objective with training with 4 users using SGA
and reparameterization trick.

have more than one PRB. Users allocated with different PRBs
have negligible interference on each other because their signals
are well separated in time or frequency domain. Furthermore,
the transmit power control problems of different PRBs can
be considered decoupled from each other and can be solved
separately. The network can therefore serve many more users
while we focus on the difficult part: users sharing the same
PRB and causing interference to each other. The same power
control strategy can be applied to every PRB individually.

Assumptions on channel models and parameters are in line
with [3] in general. In particular, the propagation path-loss
is computed with the model presented in [50]. The carrier
frequency is assumed to be 1.8GHz whereas the power decay
factor is 4.5. The fast fading is modeled as i.i.d. complex
random variables, where the amplitude is drawn from the
standard normal distribution and the complex phase is uniformly
distributed between 0 and 2π. The static power consumption
is assumed to be 1W and the power amplifier inefficiency
µi = 4 for all i. Noise power at the receiver is computed
as σ2 = FN0B, where F = 3dB is the noise figure at the
receiver, N0 = −174 dBm/Hz is the noise spectrum density,
B = 180 kHz is the bandwidth. All users have the same
maximum transmit power pmax.

The SINRnet is implemented with PyTorch 1.11, in which
the reparameterization trick is implemented as the rsample
method. There are L = 5 layers in the SINRnet and the feature
dimension is 20 for each category and each layer. The ADAM
optimizer is chosen to train the neural network and the learning
rate is set to be 2·10−7 for pmax > 0 dBm and 10−7 otherwise.
The training set contains 6000 samples whereas the testing set
has 1000 samples. The batch size is 512.

B. Training and Testing Results

As mentioned above, we consider 4 and 7 users. Figure 9
shows the improvement of objective using SGA and reparame-
terization trick with 4 users. The maximum transmit power is
5 dBm. Although the EE optimization problem is non-convex,
SGA is able to obtain the same EE as the reparameterization
trick, indicating that both methods find the same solution. In
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Figure 10. Improvement of objective with training over 15000 thousand
epochs for three cases with 7 users.

the following text, we will therefore focus on the results with
7 users.

Figure 10 shows the curves of achieved EE with 7 users
during training. The blue, orange and green curves are achieved
EE with pmax = −20 dBm and reparameterization trick,
pmax = 5dBm and reparameterization trick, and pmax =
5dBm and conventional SGA, respectively. All three setups
use the same neural network architecture and hyperparameters
except the learning rate (see Section V-A). When the maximum
transmit power is low (−20 dBm), the optimal transmit power
is the maximum transmit power pmax and the achieved EE
is limited by it. When the maximum transmit power is high
(5 dBm), the optimal transmit power lies between 0 and pmax

and the achieved EE is higher than with a low maximum
transmit power. Unlike the four-user scenario, if we use the
conventional SGA instead of the objective function (9), it
converges to a poor local optimum much earlier than training
with the reparameterization trick, as the green curve shows. This
result shows the advantage of the proposed solution compared
to the conventional SGA for non-convex objectives.

In order to gain more insights into the training process,
Figure 11 shows the penalty introduced by (6) and (7). We can
observe that the penalty reduces to 0 quickly at the beginning
of the training, suggesting that a and b lies within [0, pmax]
for all G after training of some epoches. Please note that it
is important to initialize a and b outside the feasible region
because the global optimum cannot be considered in (9) if it
lies outside [a,b] (an example is, as shown above, the optimal
transmit power is pmax for a low maximum transmit power).
Since it is very difficult to initialize a and b exactly on the
boundaries, it is easier to initialize them outside the feasible
region and use the penalty terms to reduce them to the feasible
region at the beginning of the training.

Figure 12 illustrates the mean entropy during training for the
two aforementioned maximum transmit powers. Since a and
ℓ are initialized in such a way that the initial transmit power
distribution covers the whole interval [0, pmax] for any G. As
a result, the entropy is high at the beginning of the training. It
begins to decrease quickly first due to the penalty terms (6)
and (7) because the penalty term is independent from G. Since
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Figure 11. Value of penalty during training.
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Figure 12. Value of entropy of action distribution during training.

pmax is assumed to be the same for all users, the penalty term
is the same for all samples. This results in the high decreasing
speed of entropy. After a and a + ℓ lie within [0, pmax], the
entropy decreases more slowly because the objective function
is different given different G. The entropy reduces to roughly
−80 at the end of training due to the lower bound of ℓ posed in
(22). Training with higher maximum transmit power converges
more slowly due to the larger and more complex feasible
region.

Figure 13 shows the mean κ during training. As described
in Section III-B, κ is initialized to be 0 and is increased if the
entropy does not decrease in the previous h epochs. We can
observe that the mean κ is 0 at first and begins to increase
after about 4000 epochs, indicating that the entropy of the
distribution does not decrease for some samples (as shown
in Figure 3(c)). Comparing Figure 12 and Figure 13, we can
see that the mean entropy is far above the final entropy as κ
begins to increase (after about 4000 epochs), indicating that
the increasing κ is due to multiple local optima rather than the
lower bound of the distribution (22). An increased κ helps to
overcome the suboptimal local optima and to further decrease
the entropy. Due to the lower bound on ℓ (22), the entropy stops
decreasing despite the increasing κ in the final phase of training.
This happens after roughly 8000 epochs for pmax = −20 dBm
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and 15 000 epochs for pmax = 5dBm. The increasing speed of
mean κ is slower for pmax = 5dBm because the convergence
speed with the high maximum transmit power is slower (see
Figure 12).

C. Comparison to Global Optimum and Baseline

Above text shows details and unveils insights of the training.
In Figure 14, we show the achieved EE with the testing data
(i.e., data that have not been used in the training phase) and
compare it to the global optimum computed with the branch-
and-bound algorithm and the SCA algorithm with double-
initialization approach for 7 users and different maximum
transmit powers (details of the global optimum and baselines are
available in [3]). The optimal transmit power is the maximum
transmit power when it is low (therefore the global optimum
is easier to find) and it lies between [0, pmax] for higher
maximum transmit power (therefore the EE stops increasing
with further increasing pmax), which makes the problem more
challenging. From the figure we observe that the proposed
method outperforms the baseline algorithm SCA, and achieves
good results close to the global optimum. Furthermore, if
we assume imperfect CSI by adding Gaussian perturbations
with certain standard deviation to the NN input, the achieved
EEs with standard deviations σ = 0.1 and σ = 0.5 still
outperform the baseline. This result proves that the SINRnet
does not require perfect CSI to generate the near-optimal power
allocation.

Since the curves in Figure 14 are close to each other and the
difference between them is not easy to recognize, Table I lists
the relative differences of the proposed approach and the SCA
algorithm compared to the global optimum for pmax = 0dBW
(absolute difference to the global optimum divided by the global
optimum). We can see that the proposed method realizes an
EE very close to the global optimum and considerably better
than the SCA algorithm. Besides, the performance is robust to
the CSI perturbation.

D. Resilience Against Setting Mismatch
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Figure 14. Comparison between global optimum, achieved performance and
baseline algorithms.

Table I
RELATIVE DIFFERENCE OF EACH APPROACH COMPARED TO GLOBAL

OPTIMUM

Approach Relative difference

Proposed 2.39%
Proposed (σ = 0.1) 2.65%
Proposed (σ = 0.5) 5.01%
SCA 10.07%

In order to verify the resilience of setting mismatch of
the trained model, we apply the model trained with 7 users
to test data with 4 users, which is technically possible due
to the property that the number of SINRnet parameters is
independent from the number of user-BS pairs. However, this
mismatch is obviously more severe than possible mismatches
in operation (e.g., unconventional channel gains due to extreme
user positions). The result is listed in Table II. We can see that
the model trained with 7 users has slightly worse performance
than model trained with 4 users (no setting mismatch in training
and testing) and the SCA algorithm. On the contrary, the model
trained with 4 users cannot generate a reasonable EE with
7 users. This result illustrates the resilience against setting
mismatch and the “downward compatibility” of the proposed
solution.

Table II
ACHIEVED EE WITH DIFFERENT METHODS FOR GENERALITY CHECK OF

THE TRAINED MODEL.

Algorithm Achieved EE with 4 users [Mbit/s/Joule]

Global optimum 2.48
Model trained with 4 users 2.44
Model trained with 7 users 2.38
SCA 2.43

E. Complexity

Since the SINRnet only has multiplication, summation and
ReLU operation, the complexity of the neural network is linear
to the number of user-BS pairs. Compared to that, the branch-
and-bound algorithm has exponential worst-case complexity in



12

general. The SCA algorithm has a polynomial complexity for
a convex surrogate function. From a more practical point of
view, information processing of each user-BS pair in one layer
is independent from each other and can therefore be parallized
on GPU or TPU. While the branch-and-bound algorithm takes
several minutes and the SCA algorithm needs multiple seconds
to compute the power allocation for one data sample, the
computation of power allocation with SINRnet is done in 7
milliseconds on a Macbook Pro with the M2 Pro processor.
This result shows that the proposed method not only achieves
a high performance, but also has a low operational complexity.

VI. CONCLUSION

The EE is an important objective of the future wireless
communication systems. Due to the non-convexity of the
objective, this problem has multiple local optima and cannot be
solved with conventional convex optimization tools. Although
the global optimum can be found with the branch-and-bound
algorithm, this solution does not scale well due to the high
complexity. This paper presents an unsupervised machine
learning solution to the problem, which optimizes the function
(realized by an NN) that maps from the channel matrix to
the transmit power with respect to the objective via SGA.
Two fundamental building blocks of unsupervised learning
are objective function and NN architecture. Main contribution
of this work includes an objective function for non-convex
problems and an innovative NN architecture SINRnet. We first
introduce a reparameterization trick based objective. Instead
of optimizing one operation point of transmit powers, we
apply stochastic action, let the transmit powers uniformly
distributed in the interval [a,b] and define the objective as
the expected EE given the transmit power distribution, where
we approximate the expectation with the mean of random
variables and use the reparameterization trick to make the
random variable differentiable. The second contribution is a
dedicated NN architecture SINRnet, which encodes the domain
knowledge of interference channels and realizes permutation-
equivariance (i.e., when the BS-user pairs are permuted, the
output of the neural network is permuted in the same way
automatically). The SINRnet defines four categories of channels
for each user-BS pair according to their impact on the SINR.
Training and testing results show solid improvement behavior.
Compared to the state-of-the-art, the achieved EE is close
to the global optimum obtained with the brand-and-bound
algorithm and is better than the SCA algorithm. Besides the EE
optimization, methods proposed in this work can also be applied
to other purposes: On one hand, we can apply the proposed
objective function to other non-convex problems, since the
reparameterization-based objective function is universal. On the
other hand, we can apply the SINRnet to different optimization
problems related to SINR in interference channels, such as
sum-rate optimization, because SINRnet is designed for the
interference channel and is not necessarily assosiated to EE.
In addition, we can expand this work by, e.g., considering
minimum rate requirement of each user. Source code and data
are available under https://github.com/bilepeng/ee.
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APPENDIX A
PROOF OF THEOREM 1

We first extend the permutation of matrix (2) to permutation
of tensor as

F′ = P ◦ F ◦PT , (27)

i.e., the second and third dimensions (corresponding to the rows
and columns of a matrix) are permuted by P simultaneously.
Then we prove that the operation of layer l is permutation-
equivairant, i.e., P ◦ Fl+1 ◦ PT = Φl(P ◦ Fl ◦ PT ) holds
if Fl+1 = Φl(Fl) for l < L, where Φl is the information
processing in layer l, and pPT = ΦL(P ◦ FL ◦PT ) holds if
p = ΦL(FL). Finally, we prove the whole SINRnet is also
equivariant.

Combining (17) and (27), the permuted output for category 1
is computed as

(F1
l+1)

′ =ReLU(W1
l •P ◦ Fl ◦PT + b1

l • 11×N×N )

=ReLU(P ◦W1
l • Fl ◦PT

+P ◦ b1
l • 11×N×N ◦PT )

=P ◦ ReLU(W1
l • Fl + b1

l • 11×N×N ) ◦PT

=P ◦ F1
l+1 ◦PT .

(28)

In the second line of (28), exchanging order of P and W1
l

is allowed because the multiplication between W1
l and Fl is

in the first dimension and does not affect the permutation in
the second and third dimension. Multiplying P and PT on
the left and right hand sides of b1

l • 11×I×I) in the second
and third dimensions does not change b1

l • 11×I×I because
this action permutes its second and third dimension, which are
identical. In the third line of (28), we move the permutation
out of the summation and ReLU operation because the ReLU
is an elementwise operation and does not depend on the order
of elements in the tensor. Therefore, the operation of a layer
on category 1 is permutation-equivariant.

In order to prove the permutation-equivariance of the other
three categories, we first prove that the product between
E and any permutation matrix P is commutative, which is
straightforward:

EP = 1P− IP = P1−PI = PE, (29)

where we use the property 1P = P1 = 1 because the sum of
rows and columns of P is 1.

https://github.com/bilepeng/ee
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Combining (18) and (27), the permuted output for category 2
is computed as

(F2
l+1)

′ =E ◦ ReLU(W2
l •P ◦ Fl ◦PT

+ b2
l • 11×N×N )/(2(N − 1))

=E ◦P ◦ ReLU(W2
l • Fl

+ b2
l • 11×N×N ) ◦PT /(2(N − 1))

=P ◦E ◦ ReLU(W2
l • Fl

+ b2
l • 11×N×N ) ◦PT /(2(N − 1))

=P ◦ F2
l+1 ◦PT .

(30)

In the second line of (30), we reuse the result of (28). In the
third line of (30), we use the fact proved above that the product
between E and P is commutative. Proofs of equivariance for
categories 3 and 4 are similar to proof for category 2 and are
omitted. Since the operation of a layer is equivariant for all four
categories, the operation is equivariant for the total feature as
well, i.e., PFl+1P

T = Φl(PFlP
T ) holds if Fl+1 = Φl(Fl)

for l < L.
For the last layer, the proof of equivariance is similar to the

previous layers because the additional diagonalization operation
is also equivariant.

Having proved all layers in SINRnet is equivariant, it is
easy to prove that the SINRnet itself is also equivariant by
recursively pulling P out of the operators:

p′ =ΦL(. . .Φ2(Φ1(P ◦G ◦PT )) . . . )

=ΦL(. . .Φ2(P ◦ Φ1(G) ◦PT ) . . . )

= . . .

=ΦL(ΦL−1(. . .Φ1(G) . . . ))PT

=pPT .

(31)

This concludes the proof.
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