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Abstract—In the Internet of Things (IoT) networks, edge learn-
ing for data-driven tasks provides intelligent applications and
services. As the network size becomes large, different users may
generate distinct datasets. Thus, to suit multiple edge learning
tasks for large-scale IoT networks, this paper performs efficient
communication under the task-oriented principle by using the
collaborative design of wireless resource allocation and edge
learning error prediction. In particular, we start with multi-user
scheduling to alleviate co-channel interference in dense networks.
Then, we perform optimal power allocation in parallel for
different learning tasks. Thanks to the high parallelization of the
designed algorithm, extensive experimental results corroborate
that the multi-user scheduling and task-oriented power allocation
improve the performance of distinct edge learning tasks efficiently
compared with the state-of-the-art benchmark algorithms.

Index Terms—Edge learning, multi-user scheduling, Internet
of Things, parallel computing.

I. INTRODUCTION

MASSIVE connectivity is a feature of many Internet of
Things (IoT) deployments, and in such applications, the

widely connected users generate an enormous amount of data.
To extract information from these data, IoT users can train
learning models to effectively represent different types of data
[1]. Although these IoT users have a specific capability to train
simple learning models, the limited memory, computing, and
battery capability deter the application of complicated models,
such as deep neural networks [2]. To deal with this issue, edge
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learning techniques have emerged, transferring the burden of
complex model updates to an edge server, i.e., leveraging
the storage, communication, and computational capabilities at
the edge server [3]. Moreover, the edge server also allows
rapid access to the enormous amount of data distributed over
end-user devices for fast model learning, providing intelligent
services and applications for IoT users [4].

In edge learning, the main design objective is to acquire
fast intelligence from the rich but highly distributed data of
subscribed IoT users. This critically depends on data pro-
cessing at edge servers, as well as efficient communication
between edge servers and IoT users [5]. However, compared
to increasingly high processing speeds at edge servers, com-
munication suffers from the hostility of wireless channels
and consequently becomes the bottleneck for ultra-fast edge
learning [6]. Moreover, the diversity of ubiquitous IoT users
and complex transmission environments lead to additional
interference. Such interference would significantly deteriorate
the reliability and communication latency of the IoT network
while uploading a vast amount of data to an edge server [7]. To
address these issues, the traditional data-oriented communi-
cation systems are designed to maximize network throughput
based on Shannon’s theory, which targets transmitting data
reliably given the limited radio resources [8]. However, such
approaches are often ineffective in edge learning, as they rely
only on classical source coding and channel coding theory
and fail to improve learning performance [9]. Therefore, a
paradigm shift for wireless system design is required from
data-oriented to task-oriented communications.

A. Related Works and Motivation

The initial attempts of task-oriented communications were
to design task-aware transmission phases rather than end-
to-end data reconstruction, see, e.g., [10]–[12] for designing
task-aware reporting phases in the case of distributed infer-
ence tasks. Unlike task-aware efficient transmissions, several
pioneering works [13]–[17] have also studied task-oriented
schemes in edge learning systems. The work [13] designed
a task-oriented communication scheme to realize a trade-
off between preserving the relevant information and fitting
with bandwidth-limited edge inference nicely. In [14], [15],
task-oriented methods were proposed to maximize learning
accuracy by jointly designing sensing, communication, and
computation. The work [16] proposed a task-oriented trans-
mission scheme to accelerate learning processes efficiently
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by capturing the semantic features from the correlated multi-
modal data of the IoT users. Nevertheless, these task-oriented
communication schemes are mostly heuristics based, and it is
necessary to improve their learning performance via additional
optimization.

To overcome the drawback of heuristic methods, the work
[17] proposed a learning-centric power allocation (LCPA)
model to guide power allocation efficiently so as to opti-
mize the limited network resources under the task-oriented
principle. First, the learning performance was approximated
by parameter fitting to capture the shape of learning mod-
els. Then, a majorization minimization (MM) algorithm was
designed to allocate transmit power efficiently. However, the
MM algorithm is inefficient for large-scale IoT networks due
to its high computational complexity and lack of co-channel
interference (CCI) management. In particular, for massive
IoT users, it is necessary to collect multi-modal datasets and
process heterogeneous learning tasks concurrently, making it
imperative for designing parallel and low-complexity task-
oriented communication algorithms. Furthermore, concurrent
transmissions of massive IoTs will inevitably yield severe CCI,
thus degrading the performance of task-oriented communica-
tions [18]. But due to the highly-coupled CCIs, the associated
power allocation problem is non-separable and non-convex,
which is non-trivial to realize the inference management and
algorithm parallelization.

To fill the gap, this paper designs a task-oriented power
allocation model for efficient communications in large-scale
IoT networks with edge learning. On the one hand, as a
task-oriented learning system involves heterogeneous learning
tasks, it is necessary to predict the required resources for
training different tasks. Therefore, our method is designed
as an offline learning procedure that fits historical datasets
to a performance prediction model and an online inference
procedure that guides the IoT-edge communications with the
pre-trained performance model. Note that this performance
model can be fine-tuned by exploiting a small amount of
real-time data from active IoT users. On the other hand,
we formulate a task-oriented power allocation problem to
guide communication-efficient data collection for large-scale
IoT networks. To alleviate CCI, multi-user scheduling is first
performed before power allocation. Then, a highly parallel
algorithm is designed for different learning tasks. Lastly,
we develop an accelerated algorithm to make the parallel
algorithm more efficient. In brevity, Table I compares the
existing and proposed schemes.

B. Summary of Main Results

Aiming at efficient communication for task-oriented edge
learning, this paper starts with a multi-user scheduling strategy
to mitigate CCI. In particular, a relaxation-and-rounding algo-
rithm is exploited to identify scheduled users efficiently, and
an approximate closed-form solution is obtained. Secondly, a
parallel algorithm with Gauss-Seidel methods is developed. By
a set of variable decompositions, we realize a highly parallel
iteration. Thirdly, we design an accelerated algorithm to speed
up this parallel algorithm. Finally, extensive experimental

results demonstrate the efficiency of our design. In summary,
the main contributions are as follows:

1) A task-oriented power allocation model is proposed to
process multiple distinct datasets at the edge. Moreover, a
multi-user scheduling strategy is performed before power
allocation to mitigate CCI for large-scale IoT networks
efficiently.

2) A highly parallel algorithm is designed for the task-
oriented power allocation problem. By variable decom-
positions and eliminating auxiliary variables, the power
allocation in the presence of CCI is realized efficiently in
parallel.

3) An accelerated algorithm is developed to make the par-
allel algorithm more efficient for large-scale IoT net-
works. Specifically, this algorithm utilizes the Lipschitz
continuous property of the learning error and the identity
mapping of the gain matrix to improve the convergence.

4) Extensive experimental results show that the multi-user
scheduling strategy can mitigate CCI in large-scale IoT
networks. Moreover, our parallel and accelerated algo-
rithms efficiently solve task-oriented power allocation
problems with a significantly shorter computation time
than the existing algorithms.

C. Organization

The rest of this paper is organized as follows. Section II
describes the system model and formulates a task-oriented
power allocation problem. Section III performs multi-user
scheduling to mitigate CCI and designs a parallel algorithm
for solving the task-oriented power allocation problem. Sec-
tion IV develops an accelerated algorithm for large-scale IoT
networks. Section V discusses the experimental results, and
finally, Section VI concludes the paper.

Notation: Scalars, column vectors, and matrices are denoted
by regular italic letters, lower- and upper-case letters in bold
typeface, respectively. The symbol 1 indicates a column vector
with all entries being unity. The superscripts (·)T and (·)H
denote the transpose and Hermitian transpose of a vector or
matrix, respectively, and the subscript ‖x‖2 denotes the two-
norm of x. The abbreviation CN (0, %I) stands for a multi-
variable complex Gaussian distribution with mean vector 0 and
variance matrix %I . The notation |X | denotes the cardinality
of the set X , and Y \ X denotes the complement of set Y
except for X . The matrix operation A(Ki, Kj) denotes a
sub-matrix of size |Ki| × |Kj | that includes the rows and
columns in A specified by the sets of indices Ki and Kj ,
respectively. The arithmetic operations x � y, x ◦ y, and
〈x, y〉 denote that each element of x is greater than or equal
to the counterpart of y, the Hadamard product, and the inner
product of two vectors, respectively. The Landau notation
O(·) denotes the order of arithmetic operations. Further, we
define a binary function bwe = 1 if w ≥ 0.5, and bwe = 0
otherwise, and bwe , [bw1e, bw2e, · · · , bwKe]T ∈ RK×1 is
computed for each element of w. Finally, the floor function
bxc , max{n ∈ Z : n ≤ x}, where Z is the set of integers.
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TABLE I
COMPARISON OF EXISTING AND PROPOSED SCHEMES.

Type Scheme Learning
Efficiencya

Multi-task
Multi-modalb

Algorithm
Complexity

Parallelism
Acceleration

Optimal
Objective

Task
Fairness

Multi-user
Scheduling

Task-aware
[10] + % +++ + % % %

[11] + % +++ + % % %

[12] + % +++ + % % %

Task-oriented

[13] ++ ! ++ + % % %

[14], [15] ++ ! ++ + % % %

[16] ++ ! ++ + % % %

[17] +++ % +++ N/A Min-max % %

Proposed +++ ! + +++
Weighted

sum
! !

a The symbols “+, ++, +++” indicate low, moderate, and high capability, respectively.
b The tick “!” indicates a functionality supported, whereas the cross “%” indicates not supported.

II. SYSTEM MODEL AND PROBLEM FORMULATION

In this section, we first describe a task-oriented edge
learning system. Then, we formulate the task-oriented power
allocation problem with multi-user scheduling.

A. System Model

Figure 1 illustrates a task-oriented edge learning system
consisting of an edge server equipped with N antennas, I
different learning tasks {T1, T2, · · · , TI} with corresponding
user sets K , {K1, K2, · · · , KI} and power allocation
parameters p ,

[
pT1 , p

T
2 , · · · , pTI

]T ∈ RK , where pi ,[
pi1 , pi2 , · · · , p|Ki|

]T
, i ∈ I , {1, 2, · · · , I}, ij ∈ Ki,

j ∈ {1, 2, · · · , |Ki|}, K , |K|, and pk, k ∈ K, denotes the
transmit power of the kth user. As for the I different learning
tasks in Fig. 1, each of them concerns a set of transmitted data,
a multi-user scheduling algorithm, a learning model, a process
of parameter fitting for a learning model, and a task-oriented
power allocation problem.

To improve the performance of edge learning, multi-user
scheduling is adopted to alleviate CCI in large-scale IoT
networks, and task-oriented power allocation is performed
to implement efficient communications. To maximize the
network utility function of long-term average data rates, by
recalling the seminal Shannon formula, the achievable data
rate of user k in the presence of multi-user scheduling can be
expressed as [8]

Rk = log2

(
1 +

Gk,kpk∑
`∈ΠS(K)\kGk,`p` + σ2

)
, k ∈ ΠS(Ki),

(1)
where ΠS(·) denotes a projection function of multi-user
scheduling; σ2 is the variance of additive white Gaussian
noise; Gk,` represents the composite channel gain from the
`th user to the edge server when decoding data of the kth

user, computed as Gk,k = ρk‖hk‖22 if ` = k, and Gk,` =
ρ`|hHk h`|2/‖hk‖22 if ` 6= k, with hk ∈ CN×1 being the
complex-valued channel fast-fading vector from the kth user
to the edge server and ρk being the path loss of the kth user.

Fig. 1. The system model of task-oriented edge learning.

By (1), the number of samples transmitted by user k for the
learning task Ti at the edge server can be computed as

Di =
∑

k∈ΠS(Ki)

⌊
BTRk
Vi

⌋
+Ai ≈

∑
k∈ΠS(Ki)

BTRk
Vi

+Ai, (2)

where B is the total bandwidth in Hz; T is the transmission
time in seconds; Vi is the number of bits for each data, and Ai
is the initial number of historical data for the ith pre-trained
task.

This paper considers the average channel over a long
transmission period instead of assuming a static channel. The
reason is twofold. On the one hand, to fine-tune diverse
learning models, it is essential to require a relatively long
transmission time with tens or hundreds of seconds to obtain
a large number of datasets. On the other hand, the effect of
multi-user scheduling can only be disclosed in the context of a
long-term channel average rather than an instantaneous chan-
nel realization. Assume that the transmission period consists
of different time slots. The channels are quasi-static during
each time slot and vary in consecutive time slots. Therefore,
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Gk,k and Gk,` in (1) could denote the average channels gain
during these slots.

B. Problem Formulation

To establish a connection between wireless resource alloca-
tion and the performance of machine learning, the work [17]
conceived a non-linear exponential function Θi(Di|ai, bi) ,
aiD

−bi
i to capture the shape of the learning error function,

where ai and bi are tuning parameters that denote the model
complexity and account for the non-independent and iden-
tically distributed (n.i.i.d.) parallel datasets, respectively. In
practice, the values of ai and bi are obtained by fitting
the learning error function from the historical dataset. This
fitted function matches the experimental data of the machine
learning model very well. In line with this idea and multi-
user scheduling, we formulate a task-oriented power allocation
problem:

P1 : min
p,ΠS

∑
i∈I

λi × aiD−bii (3a)

s.t.
∑
k∈K

pk = P, pk ≥ 0, ∀k ∈ K, (3b)

ΠS(K) ⊆ K, (3c)
pk = 0, ∀k ∈ K \ΠS(K), (3d)

where λi , AiVi/(
∑
j∈I AjVj) is a weight of diverse

datasets. In general, the power allocation of all scheduled users
shall satisfy

∑
k∈K pk ≤ P , i.e., not exceeding the total power

budget P . As a larger value of
∑
k∈K pk always improves

the learning performance, (3b) is obtained [17]. (3c) means
to schedule a subset of users, and (3d) implies no power is
allocated to inactive users.

Compared to the conventional min-max objective function
used in [17], it only focuses on the worst learning task,
even if the task is not critical for real-world application.
Thus, it is not suitable for the multi-task multi-modal scenario
considered in this paper. Instead, the weighted sum model in
(3a) can optimize multiple tasks simultaneously. In particular,
the objective function can adapt to different learning tasks by
adjusting the weight factors λi, i ∈ I in (3a).

Remark 1 (On the learning loss model). In theory, the
training procedure of any smooth learning network can be
modeled as a Gibbs distribution of networks characterized by
a temperature parameter Tg . The asymptotic generalization
loss εi as the number of samples Di for the ith learning task
goes to infinity can be expressed as [19, Eq. 3.12]

εi = εi,min +

(
Tg
2

+
Tr(UiV

−1
i )

2Wi

)
WiD

−1
i , as Di → +∞,

(4)

where εi,min ≥ 0 is the minimum error for the considered
learning system, Wi is the number of parameters, and Di is
the number of samples. The matrices Ui and Vi denote the
second-order and first-order derivatives of the generalization
loss with respect to the parameters of model i. By setting
ai =

(
Tg
2 +

Tr(UiV
−1
i )

2Wi

)
Wi, bi = −1 and εi,min = 0, (4)

reduces to the proposed learning loss model Θi(Di|ai, bi) ,

aiD
−bi
i , implying the proposed model holds in the asymptotic

sense. In practice, εi,min in (4) cannot always approach zero as
the number of samples reaches infinite, even for some simple
learning models. For ease of mathematical tractability, we set
εi,min = 0 in this paper by assuming that the learning model
is powerful enough such that given an infinite amount of data,
the learning loss becomes zero.

III. ALGORITHM DEVELOPMENT IN PARALLEL

In this section, we first describe a multi-user scheduling
algorithm given a power allocation. Then, we design a parallel
algorithm to solve the power allocation problem.

A. Multi-user Scheduling Algorithm

In the task-oriented learning system, multi-user scheduling
is an effective strategy for solving the massive-connectivity
problem. Traditional approaches to multi-user scheduling are
almost non-convex algorithms, e.g., greedy heuristic search.
In particular, as the number of scheduling cases increases
exponentially with the number of users, it is hard to enumerate
all possible subsets of users explicitly [20]. To deal with this
problem, we introduce binary variables wk, k ∈ K, to replace
ΠS defined immediately after (1). More specifically, wk = 1
if k ∈ ΠS (K), and wk = 0 otherwise. As a result, given pk,
inserting (1)-(2) into P1, the multi-user scheduling problem
in the ith group, i ∈ I, is formulated as

P2 : min
w

ai

(
BT

Vi

∑
k∈Ki

wkRk +Ai

)−bi
(5a)

s.t. wk ∈ {0, 1}, (5b)∑
k∈Ki

wk ≤ Ni, (5c)

where Rk = log2(1 + Gk,kpk/(
∑
`∈K\k w`Gk,`p` + σ2)) as

per (1), w , [w1, w2, · · · , wK ]
T , and (5c) is derived from

(3c) with Ni being the maximal allowed number of active
users for the ith learning task.

To solve P2, we adopt a relaxation-and-rounding algorithm
[21]. First, we relax the binary constraint (5b) as the real-
valued constraint 0 < wk ≤ 1. Then, we provide the following
Proposition 1 to obtain an approximate closed-form solution
to the relaxed version of P2.

Proposition 1 (Multi-user scheduling algorithm). Given
pk, k ∈ Ki, the multi-user scheduling variable wk is ana-
lytically determined by

w̃k = min

max

 G̃k,kpk

δk

(
exp

(
Gk,kpk

δk+Gk,kpk
+ νi

)
− 1
) , ε

 , 1

 ,

(6)
where δk ,

∑
`∈K\k G̃k,`p` + σ2 with G̃k,` , wkGk,`; νi >

0 is a tuning parameter for controlling the sparsity of the
solution, and ε > 0 is a small positive number close to zero.
When the multi-user scheduling algorithm converges, w̃ ,[
w̃T

1 , w̃
T
2 , · · · , w̃T

I

]T
with w̃i ,

[
w̃i1 , w̃i2 , · · · , w̃i|Ki|

]T
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is the optimal solution, in which each element is rounded off
to the nearest integer 1 or 0, i.e., bw̃e.

Proof. See Appendix A.

Proposition 1 shows that the multi-user scheduling decision
is analytically determined, with extremely low computational
complexity proportional to the number of users, i.e., O(K).
Also, it is noted that our multi-user scheduling strategy is fair
with respect to different learning tasks, but the fairness among
users is not accounted for since it is beyond the scope of this
paper.

B. Parallel Power Allocation

After the multi-user scheduling is performed by Proposi-
tion 1, the task-oriented power allocation problem can be
rewritten as

P3 : min
p

∑
i∈I

λi × ai

(
BT

Vi

∑
k∈Ki

w̃kR̃k +Ai

)−bi
(7a)

s.t.
∑
k∈K

(1− w̃k)pk ≤ ε, (7b)

(3b),

where R̃k , log2(1+Gk,kpk/(
∑
`∈K\k w̃`Gk,`p`+σ

2)); (7b)
is the relaxation of (3d), which means little power is reserved
for inactive users.

The optimization problem P3 is non-convex; even worse,
its computational complexity rises with the number of users
and tasks. To address these issues, we propose a parallel
first-order algorithm. As there is a dependency on the power
and CCI terms amongst different learning tasks, it is hard to
realize parallelization for various tasks in a straightforward
manner. An efficient strategy is to introduce auxiliary variables
to separate these terms independently. The resulting problem
involves a set of sub-problems by variable decompositions,
and these sub-problems are easier to be solved in parallel [22],
[23].

Now, we begin to extract the relevant sub-problems. First,
to divide the interference term, we introduce additional vari-
ables δ, defined as

δ , ∆p+ σ21, (8)

where δ =
[
δT1 , δ

T
2 , · · · , δTI

]T
with δi ,

[δi1 , δi2 , · · · , δi|Ki| ]
T , and ∆ , G̃ − D̃ with

G̃ ,
[
G(1, :)T ◦ w̃ · · · G(K, :)T ◦ w̃

]T
and

D̃ ,
[
D(:, 1) ◦ w̃ · · · D(:, K) ◦ w̃

]
. Here, the

(k, `)th element of G is made up of Gk, `, and the kth

diagonal element of the diagonal matrix D is made up of
Gk, k. By partitioning users K into I groups of users {Ki}Ii=1

and introducing a set of variables {zi}Ii=1 and {Pi}Ii=1, we
have

∆ (:, Ki)pi = zi, (9a)∑
i∈I

zi = δ − σ21, (9b)

1Tpi = Pi, (9c)

∑
i∈I

Pi = P, (9d)

where zi , [z1,i, z2,i, · · · , zK,i]T , and pi ,
[pi1 , pi2 , · · · , pi|Ki| ]

T . It is noteworthy that zi in (9a)-
(9b) and Pi in (9c)-(9d) are auxiliary variables. As a result,
P3 can be transformed into:

P4 : min
{pi, δi, zi, Pi}i∈I

∑
i∈I

λi × Φi(pi|δi) (10a)

s.t. δ � σ21, pi � 0, (10b)
(7b), (9a), (9b), (9c), (9d),

where (10b) is naturally satisfied as
∑
`∈K\k G̃k,`p` ≥ 0 and

p` ≥ 0. Specially, Φi(pi|δi) in (10a) is explicitly given by

Φi(pi|δi) , ai

(
BT

Vi

∑
k∈Ki

w̃k log2

(
1 +

Gk,kpk
δk

)
+Ai

)−bi
.

It is clear that P4 separates the interference term and power
constraint by introducing auxiliary variables; thus, it is bene-
ficial to the parallelization of algorithm design. However, as
there are multiple auxiliary variables and constraints in P4,
they will linearize the augmented terms and slow down the
convergence. Even worse, convergence may not be guaranteed
if there are more than two variables.

To address this issue, we propose a method to eliminate
auxiliary variables [24, pp. 249-251]. First, the augmented
Lagrangian function (ALF) of P4 can be written as

L
(
{pi}Ii=1, {Pi}Ii=1, {zi}Ii=1, {δi}Ii=1; {αi}Ii=1, {βi}Ii=1

)
=
∑
i∈I

λiΦi(pi|δi) +
∑
i∈I

βi
(
1Tpi − Pi

)
+
µ

2

∑
i∈I

(
1Tpi − Pi

)2
+

I∑
i=1

〈αi,∆ (:, Ki)pi − zi〉+
µ

2

I∑
i=1

‖∆ (:, Ki)pi − zi‖22 ,

(11)

where µ is an increasing positive sequence {µ(t)} about the
iteration. From (11), it is observed that (9b) and (9d) are
not directly considered in the ALF since different tasks are
correlated. As will be shown shortly, this new ALF term allows
the sub-problems to be solved in parallel. It is noteworthy
that this algorithm differs from the conventional alternating
direction method of multipliers (ADMM) algorithms, and its
convergence is guaranteed [24, p. 255]. Given (11), we have
the following proposition.

Proposition 2. For the ALF given by (11), we can make the
following iteration concerning variables Pi and zi:

Pi(t) = 1Tpi(t)−
1

I

(
1Tp(t)− P

)
, (12a)

zi(δ(t)) = ∆ (:, Ki)pi(t)−
1

I

(
∆p(t)− δ(t) + σ21

)
.

(12b)

The relative dual variables are updated by

β(t+ 1) = β(t) +
µ(t)

I

(
1Tp(t+ 1)− P

)
, (13a)
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α(t+ 1) = α(t) +
µ(t)

I

(
∆p(t+ 1)− δ(t+ 1) + σ21

)
,

(13b)

and βi(t + 1) = β(t + 1) and αi(t + 1) = α(t + 1), for all
i = 1, · · · , I .

Proof. See Appendix B.

By Proposition 2, it is evident that we have eliminated aux-
iliary variables and decreased the dimension of dual variables.
Next, we split the ALF given by (11) with respect to p and δ.

1) Parallelizable splitting with respect to p: By Proposi-
tion 2, we divide the ALF given by (11) into a set of sub-
functions, i.e., Li (pi, δ; α, β), which denote the ALF of the
ith task. To realize the parallel algorithm for different tasks,
we obtain Li (pi, δ; α, β) given by

Li (pi, δ; α, β)

= λiΦi(pi|δi) + β
(
1Tpi − Pi

)
+
µ

2

(
1Tpi − Pi

)2

+ 〈α,∆ (:, Ki)pi − zi(δ)〉+
µ

2
‖∆ (:, Ki)pi − zi(δ)‖22 .

(14)

2) Parallelizable splitting with respect to δ: By Proposi-
tion 2, it is evident that there are interference terms of (12b)
and (13b). Thus it is still hard to update δ in parallel.
Therefore, we adopt the Gauss-Seidel method to obtain a
highly parallelizable iteration for δi [24, p. 199], as formalized
in the following proposition.

Proposition 3. By (11) and Proposition 2, we obtain the
following function about δ:

L(p, {δi}Ii=1; {α′i}Ii=1)

=
∑
i∈I

λiΦi(pi|δi) +
〈
α, ∆p+ σ21− δ

〉
+

µ

2I

∥∥∆p+ σ21− δ
∥∥2

2
, (15)

where α ,
[
α′1

T
, α′2

T
, · · · , α′I

T
]T

.

Proof. From (11), we obtain the following ALF about δ:

L(p, {δi}Ii=1; {αi}Ii=1)

=
∑
i∈I

(λiΦi(pi|δi) + 〈αi, ∆ (:, Ki)pi − zi(δ)〉

+
µ

2
‖∆ (:, Ki)pi − zi(δ)‖22

)
. (16)

From Proposition 2, we also have αi = α and zi(δ) =

∆ (:, Ki)pi −
1

I

(
∆p− δ + σ21

)
. Inserting them into (16)

and performing algebraic manipulations, we obtain (15).

With Proposition 3, to realize a parallel algorithm while
updating δ, we divide L(p, {δi}Ii=1; {α′i}Ii=1) into a set of
sub-functions Li(p, δi; α′i) as follows:

Li(p, δi; α
′
i)

= λiΦi(pi|δi) +
〈
α′i, ∆ (Ki, :)p+ σ21− δi

〉
+

µ

2I

∥∥∆ (Ki, :)p+ σ21− δi
∥∥2

2
. (17)

By (17), it is evident that δ is divided into I blocks corre-
sponding to I different learning tasks, which implies that we
can efficiently update δi in parallel.

C. Algorithm Development

We have derived the ALF of P4 and obtained a set of sub-
functions to realize a parallel algorithm for different learning
tasks. Now, we compute partial derivatives of relative variables
and then apply the gradient descent algorithms in parallel.

1) Update pi with other variables fixed: It is observed that
Li (pi, δ; α, β) given by (14) is differentiable with respect to
pi, and the gradient is computed as

∇piLi (pi, δ; α, β)

= λi∇piΦi(pi|δi) + ∆ (:, Ki)T α+ β1 + µ
(
1Tpi − Pi

)
1

+ µ∆ (:, Ki)T (∆ (:, Ki)pi − zi) .

Then we apply the gradient descent method to obtain the
pi(t+ 1), as explicitly given by

pi(t+ 1) = max (pi(t)− η∇piLi (pi(t), δ(t); α(t), β(t))

− ν(1− w̃i), 0) , (18)

where η is the step-size and ν(1 − w̃i) denotes a sparsity-
regularized term [25]. Moreover, it is seen from Proposition 2
that 1Tpi(t)−Pi(t) and ∆ (:, Ki)pi(t)−zi(t) can be updated
by (12a) and (12b), respectively.

2) Update δi with other variables fixed: It is seen that
Li(p, δi; α

′
i) given by (17) is differentiable with respect to

δi, and the gradient is computed as

∇δiLi(p, δi; α′i)

= λi∇δiΦi(pi|δi)−α′i −
µ

I

(
∆ (Ki, :)p+ σ21− δi

)
.

Then, we apply the gradient descent method to obtain

δi(t+ 1) = max
(
δi(t)− η∇δiLi (p(t), δi(t); α

′
i(t)) , σ

21
)
.

(19)
To realize a highly parallelizable iteration of pi and δi, as

explicitly given by (18) and (19), we denote variable blocks
xp =

[
xTp1 , x

T
p2 , · · · , x

T
pI

]T
with xpi ∈ R|Ki|, and xδ =[

xTδ1 , x
T
δ2
, · · · , xTδI

]T
with xδi ∈ R|Ki|. By using variable

blocks x`i , ` ∈ {p, δ}, we obtain

x`i(t+ 1) =

{
pi(t+ 1), if ` = p;

δi(t+ 1), otherwise.
(20)

3) Update relative dual variables with others fixed: It is
obvious that the ALF given by (11) is a linear function
concerning all dual variables; thus, we have

α′i(t+ 1) = α′i(t) +
µ(t)

I

(
∆ (Ki, Ki)pi(t+ 1)− δi(t+ 1)

+ σ21 +
∑
i6=j

(∆ (Ki,Kj))pj(t)

)
. (21)

Using (21) in place of (13b) gives a Gauss-Seidel sequence
to realize a highly efficient iteration and obtain a real-time
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Algorithm 1 The task-oriented power allocation in parallel.
Input: Setting

(
I, N, K, P, T, B, σ2, {λi, ai, bi, Vi, Ai}i∈I

)
, channels {hk}k∈K, user set K, gain matrix G, gain diagonal matrix D,

learning rate η, error tolerance ε, µmax, and µs > 1.
Output: The optimization solution p̂;

1: Initialize t = 0, w̃ = 1, p(0) = P/K × 1, δ(0) = (G−D)p(0) + σ21, α(0) = 1/K × 1, β(0) = 1, and µ(0) = 1;
2: repeat
3: for i ∈ I in parallel do
4: for ` ∈ {p, δ} in parallel do
5: Update x`i(t+ 1) by (20);
6: end for
7: Update α′

i(t+ 1) by (21), and w̃i as per (6);
8: end for
9: Compute β(t+ 1) as per (13a), and µ(t+ 1) = max(µsµ(t), µmax);

10: Compute MSE as per (35);
11: t = t+ 1;
12: until MSE ≤ ε;
13: p̂ = bw̃e ◦ p(t).

message. Apart from the aforementioned dual variables, β(t+
1) can be directly updated by (13a).

In terms of computational complexity, this algorithm in-
volves K scheduling variables, K primal variables, K aux-
iliary variables, K(K − 1) interference terms, and K + I
dual variables. Specifically, K + I dual variables come from
K interference constraints and I learning tasks. In addition,
K primal variables, K auxiliary variables, K(K − 1) inter-
ference terms, and K + I dual variables can be updated in
parallel. Consequently, when the dimension K of users is
large, the per-iteration complexity is approximately given by
O
(
(K2 +K)/I

)
.

To sum up, Fig. 2 sketches the block diagram of the
proposed parallel algorithm. Also, the detailed steps are for-
malized in Algorithm 1, where lines 3-8 are the main steps of
the parallel algorithm, as shown in the parallelization module
of Fig. 2. Specifically, lines 4-6 of Algorithm 1 realize the
power and CCI optimization, and line 7 performs the dual and
scheduling variables update in parallel. Then, line 9 aggregates
messages from different tasks and also constructs an increasing
sequence µ(t + 1) = max(µsµ(t), µmax), which means
that the equalities (9a)-(9d) must hold when Algorithm 1
converges.

So far, we have developed a parallel algorithm to solve the
task-oriented power allocation problem. As multiple variables
need to be relaxed for task parallelism, it slows down the
convergence. Although Proposition 2 can eliminate auxiliary
variables, additional relaxed constraints exist to separate the
CCI term, such as variables δ and relative dual variables. Also,
the per-iteration complexity is usually high, specifically for
solving the non-convexity problem of Φi(pi|δi) and the non-
unitary matrix G̃−D̃, i.e., (G̃−D̃)T (G̃−D̃) is not an identity
mapping. To address these issues, we design an accelerated
algorithm in the next section.

IV. AN ACCELERATED ALGORITHM: FAST PROXIMAL
ALGORITHMS

Now, we design a fast proximal ADMM algorithm with
parallelizable splitting [26], and Fig. 3 sketches its block
diagram. Specifically, to improve the convergence rate, we
first exploit the smoothness property to linearize Φi(pi|δi)

Fig. 2. Block diagram of the proposed parallel algorithm.

(i.e., Step 2 in Fig. 3). Accordingly, the smoothness result of
Φi(pi|δi) is shown in Lemma 1

Lemma 1. The function Φi(pi|δi) satisfies the following
conditions:

i) Φi(pi|δ∗i ) is Lpi -smooth, i.e., ‖∇xΦi(x|δ∗i ) −
∇yΦi(y|δ∗i )‖2 ≤ Lpi‖x− y‖2 for any x,y;

ii) Φi(p
∗
i |δi) is Lδi -smooth, i.e., ‖∇xΦi(p

∗
i |x) −

∇yΦi(p
∗
i |y)‖2 ≤ Lδi‖x− y‖2 for any x,y,

where δ∗i , p
∗
i , i ∈ I denote their current values stored.

Proof. See Appendix C.

Given Lemma 1, the smoothness result enables us to lin-
earize the learning error function Φi(pi|δi). So, we next design
an identity mapping of the unitary matrix to improve the
convergence rate and solve the related sub-problems more
efficiently.

A. Parallelization

In principle, the essence of our accelerated algorithm is
to use an identical transform of matrices to split variable
blocks. Using a fast proximal linearized ADMM algorithm
with parallelizable splitting [26], we derive ALFs associated
with variable blocks pi and δi, respectively.

1) The ALF with respect to pi and δ: We first define two
block matrices

A ,

[
∆ (:, Ki) −I/I

1T 0T

]
, A1 ,

[
∆ (:, Ki)

1T

]
.

Then, we can rewrite (9a)-(9c) as a linear equation Ax =

r, where r ,
[
−σ2/I1T , Pi

]T
, x ,

[
pTi , δ

T
]T

, and
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Fig. 3. Block diagram of the accelerated algorithm.

zi(δ) = δ/I−σ2/I1 given by (8), (9a), and (9b), respectively.
Moreover, the ALF given by (14) can be rewritten as

Li(x; λ′) = Φi(x) + 〈λ′, Ax− r〉+
µ

2
‖Ax− r‖22, (22)

where λ′ ,
[
αT , β

]T
and Φi(x) , λiΦi(pi|δi). Then, by means

of the parallelizable splitting [26] and relaxing Li(x; λ′), we write
an accelerated ALF of (22) with respect to pi as

Li
(
pi|∇ypi

Φi(ypi(t+ 1)|δi(t)), pi(t), zpi(t), zi(t); α(t), β(t)
)

= λi
〈
∇ypi

Φi(ypi(t+ 1)|δi(t)), pi
〉

+ µ(t)
〈
AT

1 (Az1(t)− r), pi
〉

+ 〈λ′(t), A1pi〉+
1

2
(Lpiθ(t) + µ(t)λpi) ‖pi − zpi(t)‖

2
2

= 〈α(t), ∆ (:, Ki)pi〉+ µ(t)
〈(

1Tzpi(t)− Pi(t)
)
1, pi

〉
+ µ(t)

〈
∆ (:, Ki)T

(
∆ (:, Ki)zpi(t)−

zδ(t)

I
+
σ2

I
1

)
, pi

〉
+ λi

〈
∇ypi

Φ(ypi(t+ 1)|δi(t)), pi
〉

+ β(t)1Tpi

+
1

2
(Lpiθ(t) + µ(t)λpi) ‖pi − zpi(t)‖

2
2 , (23)

where z1 ,
[
zTpi , z

T
δ

]T
, zδ ,

[
zTδ1 , · · · , z

T
δI

]T
; zpi and

zδi , i ∈ I, denote the gradient update results of pi and δi,
respectively. Moreover, λpi ≥ 2‖A1‖22 guarantees that (23) is
a tight majorant surrogate function of (22) with respective to
pi [22], [26], therefore we have

λpi ≥ 2K/I (‖∆ (:, Ki) ‖2 + 1)
2

≥ 2
(
‖w̃i‖2‖∆ (:, Ki) ‖2 +

√
K/I

)2

≥ 2 (‖∆ (:, Ki) ‖2 + ‖1‖2)
2 ≥ 2‖A1‖22. (24)

Lastly, the parameters ypi(t+ 1), θ(t+ 1), and µ(t+ 1) can
be updated by

ypi(t+ 1) = (1− θ(t))pi(t) + θ(t)zpi(t), (25a)

θ(t+ 1) =
1

2
(−θ2(t) +

√
θ4(t) + 4θ2(t)), (25b)

µ(t+ 1) = 1/θ(t+ 1), (25c)

where (25a) is to accelerate convergence by using the smooth-
ness result given by Lemma 1; (25b) is a stepsize of the fast
algorithm, and (25c) means an increasing sequence explained
in Algorithm 1. With careful choices of θ(t) and µ(t), the
convergence rate can be accelerated from O(1/τ) to O(1/τ2)
[26], where τ is the number of iterations needed to converge.

2) The ALF with respect to p and δi: We first define
A′ ,

[
∆ (Ki, :) −I

]
, then we can also rewrite

∆ (Ki, :)p + σ21 = δi given by (8) as A′x′ = r′, where
r′ , −σ21 and x′ ,

[
pT , δTi

]T
. Moreover, the ALF given

by (17) can be re-expressed as

Li(x
′; α′i) , Φi(x

′) + 〈α′i, A′x′ − r′〉+
µ

2
‖A′x′ − r′‖22,

(26)
where Φi(x

′) , λiΦi(pi|δi). By the parallelizable splitting
and relaxing Li(x

′; α′i), we also write compactly another
accelerated ALF of (26) with respect to δi as

Li
(
δi|∇yδi

(t+1), pi(t+ 1), δi(t), zδi(t); α
′
i(t), β(t)

)
= λi

〈
∇yδi

(t+1), δi
〉
− 〈α′

i(t), δi〉 − µ(t)〈A′z2(t)− r′, δi〉

+
1

2
(Lδiθ(t) + µ(t)λδi) ‖δi − zδi(t)‖

2
2

= λi
〈
∇yδi

(t+1), δi
〉

+
1

2
(Lδiθ(t) + µ(t)λδi) ‖δi − zδi(t)‖

2
2

−
〈
α′
i(t), δi

〉
+ µ(t)

〈
(∆ (Ki, :))zp(t)− zδi(t) + σ21, δi

〉
,

(27)

where ∇yδi (t+1) , ∇yδiΦ(pi(t + 1)|yδi(t + 1)), z2 ,[
zTp , z

T
δi

]T
, and zp ,

[
zTp1 , · · · , z

T
pI

]T
. Like (24), the choice

of λδi ≥ 2‖I‖22 = 2 also guarantees that (27) is a tight
majorant surrogate function of (26) with respective to δi [22],
[26]. Moreover, yδi(t+ 1) is given by

yδi(t+ 1) = (1− θ(t))δi(t) + θ(t)zδi(t), (28)

whose effect is the same as (25a). As stated above, we can
relax Φi(pi|δi) by Lemma 1, and then Lemma 1 allows very
large Lipschitz constants Lpi and Lδi for non-convex func-
tions, which are as large as O(τ) without affecting the conver-
gence rate. Moreover, we also linearize the augmented terms
1/2‖Ax−r‖22 and 1/2‖A′x′−r′‖22 by λpi/2 ‖pi − zpi(t)‖

2
2

and λδi/2‖δi− zδi(t)‖22, respectively. After (23) and (27) are
obtained, we can improve the efficiency for optimizing these
sub-functions given by (14) and (17).

B. Algorithm Development

We have obtained the parallelizable splitting and derived
ALFs of the accelerated algorithm. Now, we compute the
partial derivatives of relative variables and apply the gradient
descent algorithm to update these variables in parallel.

1) Update pi in parallel with other variables fixed: Here,
the ALF given by (23) is a quadratic function of pi, thus it
has a closed-form solution with respective to pi, given by

z̃pi(t+ 1)

= − 1

Lpiθ(t) + µ(t)λpi

(
λi∇ypiΦ(ypi(t+ 1)|δi(t)) + β(t)1

+ µ(t)∆ (:, Ki)T
(

∆ (:, Ki) zpi(t)−
zδ(t)

I
+
σ2

I
1

)
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+ ∆ (:, Ki)T α(t) + µ(t)
(
1Tzpi(t)− Pi(t)

)
1
)

+ zpi(t),

(29)

where Pi(t) can be computed by (12a). Then, we obtain

zpi(t+ 1) = max(z̃pi(t+ 1)− ν(1− w̃i), 0), (30a)
pi(t+ 1) = (1− θ(t))pi(t) + θ(t)zpi(t+ 1), (30b)

where (30a) and (30b) are an orthogonal projection onto
sparsity-regularized and accelerated terms, respectively.

2) Update δi in parallel with other variables fixed: Here,
the ALF given by (27) is also a quadratic function of δi hence
we obtain a closed-form solution as

z̃δi(t+ 1)

= zδi(t)−
1

Lδiθ(t) + µ(t)λδi

(
λi∇yδiΦ(pi(t+ 1)|yδi(t+ 1))

− α′i(t) + µ(t)
(
(∆ (Ki, :)) zp(t)− zδi(t) + σ21

))
.

(31)

Next, we have

zδi(t+ 1) = max(z̃δi(t+ 1), σ21), (32a)
δi(t+ 1) = (1− θ(t))δi(t) + θ(t)zδi(t+ 1), (32b)

where (32a) and (32b) denote an orthogonal projection and
an accelerated term, respectively. In light of (29) and (31), it
is obvious that pi and δi can be updated in parallel, thus we
have

y`i(t+ 1) =

{
ypi(t+ 1), if ` = p;

yδi(t+ 1), otherwise,
(33a)

z`i(t+ 1) =

{
zpi(t+ 1), if ` = p;

zδi(t+ 1), otherwise,
(33b)

and x`i(t+ 1), ` ∈ {p, δ} is updated by (20).
3) Update relative dual variables: It is evident that the

ALFs given by (14) and (17) are linear functions of all dual
variables; hence we have

α′i(t+ 1) = α′i(t) +
µ(t)

I

(
∆ (Ki, Ki) zpi(t+ 1) + σ21

− zδi(t+ 1) +
∑
i∈I\j

∆ (Ki, Kj) zpj (t)

)
,

(34a)

β(t+ 1) = β(t) +
µ(t)

I

(
1Tzp(t+ 1)− P

)
. (34b)

Using (34a) in place of (13b) leads to a highly parallelizable
iteration.

In terms of computational complexity, the accelerated al-
gorithm is proportional to the parallel algorithm. Thus the
per-iteration complexity is also given by O

(
(K2 +K)/I

)
.

Beyond the computational complexity, another important met-
ric to measure the convergence speed is the convergence
rate. From [26, Theorem 2], this algorithm improves the
convergence rate from O(1/τ) to O(1/τ2), which makes
it more attractive, specifically for large-scale IoT networks.
Moreover, this algorithm also allows large Lipschitz constants
Lpi and Lδi for relaxing non-convex objective functions

without affecting the convergence rate.
To sum up, the procedure is formalized in Algorithm 2,

which is faster than Algorithm 1 due to the acceleration
to the error functions (i.e., (25a) and (28)) and equality
constraints (i.e., (30b) and (32b)). Specifically, lines 5 and
7 of Algorithm 2 describe the parallel steps (i.e., Steps 3-6 in
Fig. 3). Among them, line 5 specifies the acceleration steps
(i.e., Steps 3 and 6 in Fig. 3). Moreover, line 9 describes
aggregated messages from different tasks (i.e., Step 7 in
Fig. 3). Also, µ(t) in Algorithm 2 is adaptive to the stepsize
θ(t) to guide convergence more efficiently.

V. SIMULATION RESULTS AND DISCUSSIONS

This section presents simulation results to evaluate the
performances of the designed algorithms compared with state-
of-the-art benchmark ones. The simulation parameter settings
are as follows unless specified otherwise. On the one hand,
we use a similar parameter setting for the wireless commu-
nication system as [17]. Specifically, we set the noise power
σ2 = −77 dBm, the communication bandwidth B = 180 kHz,
the path loss of the kth user %k = −90 dB, and the channel
hk is generated according to CN (0, %kI). Also, we assume
that the number of users is identical among different tasks,
i.e., |K1| = |K2| = · · · = |KI | = 120. This is a valid
assumption since we consider massive connectivity in large-
scale IoT networks. On the other hand, for the task-oriented
learning at the edge, we consider a support vector machine
(SVM) for the classification of digits dataset in Scikit-learn
[27], a 6-layer convolutional neural network (CNN6) for
classification of the MNIST dataset [28], a 110-layer deep
residual network (ResNet110) using the CIFAR10 dataset [29],
and a PointNet using 3D point clouds in the ModelNet40
dataset [30]. In our pertaining simulation experiments, the
single-task case {SVM}, two-task case {SVM, CNN6}, and
four-task case {SVM, CNN6, ResNet110, PointNet} are con-
sidered. For ease of tractability, relative learning parameters
are summarized in Table II. For more details on how to
get these learning parameters, the interested reader refers to
Section III of [17]. Apart from simulation experiments, we also
investigate autonomous vehicle perception in the real world to
demonstrate the excellent generalization performance of our
proposed model.

In the simulation experiments, we consider seven schemes:
a parallel task-oriented power allocation scheme (i.e., Algo-
rithm 1), an accelerated task-oriented power allocation scheme
(i.e., Algorithm 2), the parallel algorithm without scheduling
(Algorithm 1 w/o SH for short), and the accelerated algorithm
without scheduling (Algorithm 2 w/o SH for short). In addition
to our algorithms, we also simulate two benchmark ones: a
sum-rate maximization scheme [31] and an MM-based LCPA
scheme [17]. The sum-rate maximization algorithm is typical
in conventional wireless communications but only considers
the wireless channel state information without accounting for
the learning factors. Finally, for fair comparison of differ-
ent multi-user scheduling strategies, the user-fair scheduling
(UFS) algorithm developed in [32] is also accounted for in
the simulation experiments.
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Algorithm 2 The accelerated algorithm.
Input: Setting

(
I, N, K, P, T, B, σ2, {λi, λpi , λδi , ai, bi, Vi, Ai}i∈I

)
, user set K, channels {hk}k∈K, gain matrix G, gain diagonal

matrix D, learning rate η, and error tolerance ε.
Output: The optimization solution p̂.

1: Initialize t = 0, xp(0) = yp(0) = zp(0) = P/K × 1, xδ(0) = yδ(0) = zδ(0) = (G − D)xp(0) + σ21, w̃ = 1, α(0) =
1/K × 1, β(0) = 1, µ(0) = θ(0) = 1;

2: repeat
3: for i ∈ I in parallel do
4: for ` ∈ {p, δ} in parallel do
5: Compute y`i(t+ 1), z`i(t+ 1), and x`i(t+ 1) as per (33a), (33b), and (20), respectively;
6: end for
7: Compute α′

i(t+ 1) and w̃i as per (34a) and (6), respectively;
8: end for
9: Update β(t+ 1), θ(t+ 1), and µ(t+ 1) according to (34b), (25b), and (25c), respectively;

10: Compute MSE by (35);
11: t = t+ 1;
12: until MSE ≤ ε;
13: p̂ = bw̃e ◦ xp(t).

TABLE II
SUMMARY OF THE LEARNING PARAMETERS [17].

Models Datasets Symbols Values Description
SVM [27] Digits (a1, b1, A1, V1) (5.2, 0.72, 200, 324 bits) The 1st learning task
CNN6 [28] MNIST (a2, b2, A2, V2) (7.3, 0.69, 300, 6276 bits) The 2nd learning task

ResNet110 [29] CIFAR10 (a3, b3, A3, V3) (8.15, 0.44, 1600, 24584 bits) The 3rd learning task
PointNet [30] ModelNet40 (a4, b4, A4, V4) (0.96, 0.24, 800, 192008 bits) The 4th learning task

A. Convergence Performance and Complexity Analysis

In this subsection, the number of antennas N = 2, the total
transmit power P = 13 dBm (i.e., 20 mW), the transmit time
T = 10 s for the single-task case, T = 20 s for the two-task
case, and T = 200 s for the four-task case are used in the
simulation experiments. The dataset types and task parameters
are defined in Table II. In particular, as the four-task case is
associated with deep networks, T = 200 s is set to obtain
enough data to fine-tune these deep networks. To evaluate the
process of convergence, we define a mean squared error (MSE)
as

MSE

, ‖p(t)− p(t− 1)‖2 + ‖δ(t)− δ(t− 1)‖2 + |‖p(t)‖1 − P |
+
∥∥(G−D)p(t)− δ(t) + σ21

∥∥
2
. (35)

Figure 4 depicts the MSE computed by (35) versus the
number of iterations. On the one hand, we observe from
Fig. 4a that Algorithms 1 and 2 with multi-user scheduling
outperform those without it in terms of both convergence speed
and MSE performance. The reason behind these observations
is that although the redundant variable introduced may slow
down convergence and increase instability in the proposed
algorithms, the multi-user scheduling strategy activates only
a small fraction of users. Thus the dimensionality of the
corresponding variable is highly reduced. Therefore, the al-
gorithm with multi-user scheduling is relatively stable and
converges faster. On the other hand, Fig. 4a also shows that the
performance of Algorithm 1 suffers from a slower convergence
and more severe stochastic fluctuations than Algorithm 2. The

reason is that Algorithm 2 accelerates the convergence rate
from O(1/τ) to O(1/τ2). Similarly, Figs. 4b and 4c illustrate
that multi-scheduling and accelerated algorithms also benefit
from faster convergence and lower MSE in the two-task and
four-task learning cases, respectively.

Figure 5 illustrates the computational complexity in the
sense of the average execution time. On the one hand,
Fig. 5a shows that the MM-LCPA algorithm for the single-
task case developed in [17] has a longer execution time
than our algorithms. Even worse, the MM-LCPA algorithm
shows a steeper increment than ours. The reason behind
these observations is that, when the number of users K is
large, the per-iteration complexity of two proposed algorithms
is O

(
K2 +K

)
whereas that of MM-LCPA is as high as

O
(
(I +K2 +K)3.5

)
. We also observe that Algorithm 2 has

a shorter execution time than Algorithm 1. It is because the
accelerated algorithm speeds up the convergence rate from
O (1/τ) to O

(
1/τ2

)
. Hence it decreases the number of

iterations, specifically for large-scale IoT networks. On the
other hand, Figs. 5b and 5c show that the execution time of
our algorithms remains almost the same as the number of tasks
changes from two to four, compared with Fig. 5a. For example,
the computational time is approximately computed by 10 s for
K = 200 in the single-task case, K = 400 in the two-task
case, and K = 800 in the four-task case (i.e., each task has the
same number of users). The reason behind these observations
is that the per-iteration complexity of our parallel algorithm
is reduced from O

(
K2 +K

)
to O

(
(K2 +K)/I

)
. In other

words, if the value of K is fixed, the computational complexity
of our algorithms decreases with the number of tasks I . Thus,
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Fig. 4. Mean squared error vs. the number of iterations.
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Fig. 5. Average execution time vs. the number of users.

we infer that the proposed parallel algorithms efficiently solve
the task-oriented power allocation problem.

B. Learning Error Performance

Figure 6 depicts the mean learning error (MLE) computed
by (3a). On the one hand, Fig. 6a shows that the MM-
LCPA algorithm developed in [17] performs similarly to
the sum-rate maximization algorithm developed in [31], and
they both underperform our algorithms. The reason behind
these observations is that in the case of single-task, the
objective function of the MM-LCPA algorithm degenerates
into that of the sum-rate maximization algorithm due to the
monotonicity of the learning error function, such that they
have similar performance. Instead, as multi-user scheduling
eliminates CCI in dense networks, the proposed algorithm
outperforms the others. On the other hand, in the different
task-oriented learning cases, Figs. 6b and 6c show that the
MLE of the MM-LCPA algorithm is superior to that of the
sum-rate maximization algorithm due to the joint design of
efficient task-oriented communications for different learning
models. Also, it is seen that our algorithms have a smaller
MLE than the MM-LCPA and the UFS algorithm developed
in [32]: the former is due to the multi-user scheduling and task
fairness of our algorithms, whereas the latter is caused by the
fact that the UFS algorithm concentrates on user fairness but
degrades learning performance.

In summary, Table III compares the four algorithms dis-
cussed above in terms of computational complexity, conver-

gence rate, parallelization capability, and MLE. Our designed
Algorithms 1 and 2 are effective for task-oriented power
allocation, thanks to their low computational complexity, fast
convergence rate, high parallel capability, and low learning
error. In particular, the former applies to small- or medium-
scale IoT networks in terms of lower MLE, whereas the latter
adapts to large-scale ones thanks to its faster convergence rate.

C. Experimental Validation for Autonomous Vehicle Percep-
tion

To verify the robustness of the proposed algorithms in
real-world applications, we consider three perception tasks in
autonomous driving [33], and they are Task 1: weather classi-
fication using the RGB images and CNN; Task 2: traffic sign
detection using the RGB images and YOLOV5, and Task 3:
object detection using the point cloud data and sparsely em-
bedded convolutional detection object detection (SECOND).
In the pertaining experiments, all the datasets are generated
by the CarlaFLCAV framework, which is an open-source
autonomous driving simulation platform and online available
at https://github.com/SIAT-INVS/CarlaFLCAV. In particular,
the transmit time T = 500 s is set for this autonomous
vehicle perception. The size of each RGB image sample is
V1 = V2 = 0.7 MB and that of each point cloud sample is
V3 = 1.6 MB. The number of historical data samples is A1 =
A2 = A3 = 300. By fitting the error function to the historical
data, we obtain the model parameters (a1, b1) = (10.34, 1.2),
(a2, b2) = (8.89, 0.64), and (a3, b3) = (0.5, 0.1) for Tasks 1,
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Fig. 6. Mean learning error vs. the number of users.

TABLE III
PERFORMANCE COMPARISON.

Algorithm Complexity Convergence rate Parallelisma MLE
Sum-rate max. [31] O

(
(K − 1)7

)
O (1/ log τ) % high

MM-based LCPA [17] O
(
(I +K2 +K)3.5

)
O (1/ log τ) % low

Algorithm 1 O
(
(K2 +K)/I

)
O (1/τ) ! low

Algorithm 2 O
(
(K2 +K)/I

)
O
(
1/τ2

)
! low

a The tick “!” indicates a functionality supported, whereas the cross “%” indicates not supported.
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Fig. 7. Learning error vs. the number of samples.

2 and 3, respectively. It can be seen from Fig. 7 that the three
fitting curves match the experimental data very well. Note that
with a smaller Ai, the estimated parameters (ai, bi) may be
less accurate. However, such parameters can still perform the
power allocation efficiently since our goal is to distinguish
different tasks rather than accurately predict learning errors.

The top panel of Fig. 8 compares the perception accura-
cies of the proposed and benchmark algorithms. Firstly, it
is seen that the actual perception accuracies obtained from
the machine learning experiments coincide with the predicted
perception accuracies obtained from the error functions for
all the tasks and simulated schemes. Secondly, the proposed
algorithm achieves significantly higher average perception

accuracy than the MM-LCPA and sum-rate maximization
schemes. This is because the proposed algorithm is a task-
oriented scheme, which computes the “learning curve”, i.e., the
derivative of the learning error w.r.t. the number of samples, for
each task by leveraging the associated fitted error functions.
As such, it automatically allocates more power resources to
the task with a more significant learning curve since it needs
more samples to train the learning model. In our experiment,
Task 2 has the steepest “learning curve” as seen from Fig. 7.
Accordingly, the proposed algorithm allocates more power
to Task 2 and achieves the highest perception accuracy. In
contrast, the MM-LCPA and sum-rate maximization schemes
give more power resources to Tasks 1 and 3, whose learning
errors are saturated when the number of samples exceeds 400.
Therefore, these benchmark schemes are less learning-efficient
than the proposed scheme.

Lastly, the qualitative results of different schemes are shown
in the bottom panel of Fig. 8. It can be seen that there are
three traffic lights and two traffic signs at the T-junction.
The proposed Algorithm 1 successfully detects all the objects
in the image. The MM-LCPA scheme fails to detect a far-
away traffic sign and a traffic light (impeded by the wall)
while misclassifying a door as a traffic sign. The sum-rate
maximization scheme fails to detect a far-away traffic sign and
misclassifies a door as a traffic sign. The reason behind these
observations is that the proposed Algorithm 1 can obtain more
samples for multiple tasks in task-oriented principle than other
schemes. However, the MM-LCPA algorithm only focuses on
one of these tasks, even if this task is unimportant. The sum-
rate maximization scheme may not obtain data for multiple
tasks as it ignores task-irrelevant information.
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Fig. 8. Qualitative and quantitative results of multi-task perception for autonomous driving.

VI. CONCLUSIONS

This paper has developed a task-oriented power allocation
model to process distinct learning datasets for large-scale
IoT networks, especially for multi-task multi-modal scenarios.
To deal with massive connectivity, a multi-user scheduling
algorithm has been designed to mitigate co-channel inter-
ference and decouple multi-user scheduling and power allo-
cation. Moreover, highly parallel and accelerated algorithms
have been designed to solve multi-objective and large-scale
optimization problems. Extensive experimental results have
shown that multi-user scheduling could effectively mitigate
the influence of interference in dense networks. The parallel
algorithm and its accelerated version enable different learning
tasks efficiently, including the real-world multi-task multi-
modal scenario for autonomous vehicle perception. In real-
world applications, the proposed algorithms can be deployed
at the edge, e.g., the gateway of a large-scale IoT network,
which can then inform the users of their transmit powers and
other parameters through the downlink control channel, e.g.,
the narrowband physical downlink control channel in NB-
IoT networks. However, as the offline-learning mode is not
adaptive to a real-time wireless environment, developing an
online-learning mode is promising for future work.

APPENDIX A
PROOF OF PROPOSITION 1

Substituting δk ,
∑
`∈K\k G̃k,`p`+σ

2 and G̃k,k , wkGk,k
into the cost function of P2, and performing some algebraic

manipulations, we obtain

P2a : min
{wk}k∈Ki

ai

(
BT

Vi

∑
k∈Ki

wk log2

(
1 +

G̃k,kpk
wkδk

)
+Ai

)−bi
(A.1a)

s.t. 0 < wk ≤ 1, (A.1b)∑
k∈Ki

wk ≤ Ni. (A.1c)

In light of the non-increasing characteristices of aix−bi where
x > 0, and the sparsity constraint (A.1c), P2a can be
transformed into its equivalent penalized form:

P2b : min
wi
−
∑
k∈Ki

wk ln

(
1 +

G̃k,kpk
δkwk

)
+ νi

∑
k∈Ki

wk

(A.2a)
s.t. (A.1b), (A.1c),

where wi ,
[
wi1 , wi2 , · · · , wi|Ki|

]T
, and νi > 0 is a tuning

parameter for the sparsity regulation.

Next, by setting the objective function of (A.2a) as
J(wk) , −wk ln

(
1 + G̃k,kpk/(δkwk)

)
+ νiwk, it fol-

lows that ∂J(wk)/∂wk = − ln (1 +Gk,kp̃k/(δkwk)) +
Gk,kpk/(Gk,kpk + δk) + νi. Let ∂J(wk)/∂wk = 0, and we
obtain

ŵk =
G̃k,kpk

δk

(
exp

(
Gk,kpk

δk+Gk,kpk
+ νi

)
− 1
) . (A.3)

Considering 0 < wk ≤ 1, there are three cases of ω̂k to
account for:
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1) If ŵk ≤ ε, the minimization of J(wk) is obtained at
wk = ε;

2) If ε < ŵk < 1, the minimization of J(wk) is obtained at
wk = ŵk;

3) If ŵk ≥ 1, the minimization of J(wk) is obtained at
wk = 1.

As a result, the optimization point is given by (6). This
completes the proof.

APPENDIX B
PROOF OF PROPOSITION 2

The Lagrange multiplier βi for 1Tpi = Pi is given by

βi(t+ 1) = βi(t) + µ(t)
(
1Tpi(t+ 1)− Pi(t+ 1)

)
, (B.1)

where pi(t+1) and Pi(t+1) are obtained by the minimization
of the ALF given by (11). These minimizations concerning pi
and Pi are computed iteratively:

pi = argmin
pi�0

λiΦi(pi) + βi(t)
(
1Tpi − Pi

)
+
µ(t)

2

(
1Tpi − Pi

)2

, (B.2a)

Pi = argmin{
Pi

∣∣∣∣∣∑i∈IPi=P
}
{
−
∑
i∈I

βi(t)Pi +
µ(t)

2

∑
i∈I

(
1Tpi − Pi

)2
}
,

(B.2b)

where

Φi(pi) , ai

(
BT

Vi

∑
k∈Ki

w̃kR̃k +Ai

)−bi
.

Note that the minimization with respect to {Pi |i ∈ I } in
(B.2b) involves a separable quadratic cost and a single equality
constraint and can be carried out analytically. Given the
optimization values pi(t+1), the optimization value Pi(t+1)
in (B.2b) is analytically given by

Pi(t+ 1) = 1Tpi(t+ 1) +
βi(t)− β(t+ 1)

µ(t)
, (B.3)

where β(t + 1) is a scalar Lagrange multiplier subject to∑
i∈I Pi = P , and it is determined by

β(t+ 1) =
1

I

∑
i∈I

βi(t) +
µ(t)

I

(
1Tp(t+ 1)− P

)
. (B.4)

By comparing (B.3) with (B.1), we see that

βi(t+ 1) = β(t+ 1). (B.5)

Then, summing (B.1) up for all i ∈ I yields

β(t+ 1) = β(t) +
µ(t)

I

∑
i∈I

(
1Tpi(t+ 1)− Pi(t+ 1)

)
(B.6a)

= β(t) +

(
β(t+ 1)− 1

I

∑
i∈I

βi(t)

)
(B.6b)

= β(t) +
µ(t)

I

(
1Tp(t+ 1)− P

)
, (B.6c)

where (B.6b)-(B.6c) are derived by (B.3)-(B.4), respectively,
and Pi is updated by

Pi(t+ 1) = 1Tpi(t+ 1)− 1

I

(
1Tp(t+ 1)− P

)
, (B.7)

where (B.7) is derived from (B.3) and (B.4). Hence, (12a) and
(13a) are immediately proved.

Next, we derive (12b) and (13b). Similar to (B.1), we
consider Lagrange multipliers α′i. The method of multipliers
consists of

α′i(t+ 1) = α′i(t) + µ(t) (∆ (:, Ki)pi(t+ 1)− zi(t+ 1)) ,
(B.8)

where pi(t+ 1), δi(t+ 1), and zi(t+ 1) are obtained by the
minimization of the ALF (11). Similar to (B.4), a Lagrange
multiplier vector α is shown below:

α(t+ 1)

=
1

I

∑
i∈I

α′i(t) +
µ(t)

I

(
∆p(t+ 1)− δ(t+ 1) + σ21

)
(B.9a)

= α(t) +
µ(t)

I

(
∆p(t+ 1)− δ(t+ 1) + σ21

)
, (B.9b)

where (B.9b) is obtained by α′i(t + 1) = α(t + 1). More-
over, we obtain the following optimization solution involving∑I
i=1 zi = δ − σ21:

zi(δ(t+ 1))

= ∆ (:, Ki)pi(t+ 1) +
1

µ(t)
(α′i(t)−α(t+ 1)) (B.10a)

= ∆ (:, Ki)pi(t+ 1) +
1

µ(t)
(α(t)−α(t+ 1)) (B.10b)

= ∆ (:, Ki)pi(t+ 1)− 1

I

(
∆p(t+ 1)− δ(t+ 1) + σ21

)
,

(B.10c)

where (B.10b) is obtained by α′i(t+1) = α(t+1), and (B.10c)
by (B.9b).

APPENDIX C
PROOF OF LEMMA 1

First, we prove part i) of Lemma 1:

‖∇xΦi(x|δ∗i )−∇yΦi(y|δ∗i )‖2
≤ N1‖∇xΦi(x|δ∗i )−∇yΦi(y|δ∗i )‖∞ ≤ Lp‖x− y‖2,

(C.1)
where N1 , ‖∇xΦi(x|δ∗i ) − ∇yΦi(y|δ∗i )‖1/20 is a bounded
constant and Lp is a positive constant. By recalling the
definition of [17, Lemma 1], (C.1) can be obtained in a
straightforward manner.

To prove part ii) of Lemma 1, we notice that ∇xkΦi(p
∗
i |x)

can be rewritten as ∇xkΦi(p
∗
i |x) = h(x)g(xk), with the

auxiliary functions

h(x) = biai

(∑
`∈Ki

BT

Vi
w̃` log2

(
1 +

G`,`p
∗
`

x`

)
+Ai

)−bi−1

,

(C.2a)

g(xk) =
BTw̃kGk,kp

∗
k

ln(2)Vixk(xk +Gk,kp∗k)
. (C.2b)
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where xk denotes the kth entry of x. The assumption
Φi(p

∗
i |δi) ≤ u0 gives∑

`∈Ki

BT

Vi
w̃` log2

(
1 +

G`,`p
∗
`

x`

)
+Ai ≥

(
ai
u0

)1/bi

, (C.3)

then, we have

|h(x)| ≤ aibi
(
u0

ai

)1+1/bi

, (C.4a)

|g(xk)| ≤ BTU0

ln(2)Viσ2(σ2 + U0)
, (C.4b)

where (C.4b) is derived by U0 ≥ Gk,kpk and xk ≥ σ2. Here,
Gk,` satisfies Gaussian distribution and pk ≤ P , hence we
obtain an upper bound U0 of Gk,kpk with a high probability
[34]. Furthermore, according to Lipschitz conditions [35] of
h and g, they satisfy

|h(x)− h(y)|
≤ sup
x�σ21

‖∇xh(x)‖2 × ‖x− y‖2

≤ Kaibi(bi + 1)BTU0

ln(2)IViσ2(σ2 + U0)

(
u0

ai

)1+2/bi

‖x− y‖2, (C.5a)

|g(xk)− g(yk)|
≤ sup
xk≥σ2

|∇xkg(xk)| × |xk − yk|

≤ BTU0(2σ2 + U0)

ln(2)Viσ4(σ2 + U0)2
|xk − yk|

≤ BTU0(2σ2 + U0)

ln(2)Viσ4(σ2 + U0)2
‖x− y‖2. (C.5b)

As a result, the following inequality is obtained:

‖∇xΦi(p
∗
i |x)−∇yΦi(p

∗
i |y)‖∞

≤ sup
k∈Ki

|h(x)||g(xk)− g(yk)|+ |h(x)− h(y)| |g(xk)|

≤ L2‖x− y‖2,

where the first inequality is due to |ab+cd| ≤ |a||b|+|c||d|, and
the second inequality is obtained from (C.4a), (C.4b), (C.5a),
and (C.5b); also, L2 is defined as

L2 ,
aibiBTU0(2σ2 + U0)

ln(2)Viσ4(σ2 + U0)2

(
u0

ai

)1+1/bi

+
Kaibi(bi + 1)B2T 2U2

0

ln2(2)IV 2
i σ

4(σ2 + U0)2

(
u0

ai

)1+2/bi

.

(C.6)

Thus, the gradient function ∇δiΦi(p∗i |δ) satisfies the follow-
ing inequality:

‖∇xΦi(p
∗
i |x)−∇yΦi(p

∗
i |y)‖∞ ≤ L2‖x− y‖2. (C.7)

Based on (C.7), we have

‖∇xΦi(p
∗
i |x)−∇yΦi(p

∗
i |y)‖2

≤ N2‖∇xΦi(p
∗
i |x)−∇yΦi(p

∗
i |y)‖∞ ≤ Lf‖x− y‖2,

(C.8)
where N2 , ‖∇xΦi(p

∗
i |x) − ∇yΦi(p

∗
i |y)‖1/20 and Lf ,

N2L2. This completes the proof.
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