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Abstract—This paper proposes a general optimization frame-
work for rate splitting multiple access (RSMA) in beyond diag-
onal (BD) reconfigurable intelligent surface (RIS) assisted ultra-
reliable low-latency communications (URLLC) systems. This
framework can provide a suboptimal solution for a large family of
optimization problems in which the objective and/or constraints
are linear functions of the rates and/or energy efficiency (EE) of
users. Using this framework, we show that RSMA and RIS can
be mutually beneficial tools when the system is overloaded, i.e.,
when the number of users per cell is higher than the number
of base station (BS) antennas. Additionally, we show that the
benefits of RSMA increase when the packets are shorter and/or
the reliability constraint is more stringent. Furthermore, we show
that the RSMA benefits increase with the number of users per
cell and decrease with the number of BS antennas. Finally, we
show that RIS (either diagonal or BD) can highly improve the
system performance, and BD-RIS outperforms regular RIS.

Index Terms—Beyond diagonal reconfigurable intelligent sur-
face, energy efficiency, MISO broadcast channels, rate splitting
multiple access, spectral efficiency, ultra-reliable low-latency
communications.

I. INTRODUCTION

The sixth generation (6G) of communication systems should
be around 100 times more reliable than 5G networks and at the
same time, provide around 10 times lower latency comparing
to 5G networks [1], [2]. Moreover, it is expected that 6G
networks become around 100 times more energy efficient
and around 10 times more spectral efficient than 5G systems
[1], [2]. To fulfill such ambitious goals, 6G should employ
promising technologies such as reconfigurable intelligent sur-
face (RIS) and rate splitting multiple access (RSMA) [3]–[6].
In this paper, we propose a general optimization framework
to improve spectral efficiency (SE) and energy efficiency (EE)
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of ultra-reliable and low-latency communication (URLLC)
systems by employing RIS and RSMA. Moreover, we inves-
tigate whether and how RIS and RSMA can be beneficial in
URLLC systems, and show how their possible benefits can
vary in different operational points depending on the latency
and reliability constraints.

A. Related works

To support low latency, we cannot operate in very large
packet length regimes and have to employ shorter packet
lengths in which the Shannon rates are not accurate anymore.
In [7], it was shown that the rate for single-input single-output
(SISO) point-to-point channels transmitting Gaussian signals
can be approximated as

r = C −Q−1(ϵ)

√
V

nt
, (1)

where C is the Shannon rate, nt is the packet length in
bits, Q−1 is the inverse of the Gaussian Q-function, ϵ is
the decoding error probability of the message, and V is the
channel dispersion. The finite-block-length (FBL) rate approx-
imation in (1) is known as the normal approximation (NA).
The accuracy of the NA at different operational points has been
vastly discussed in [7]–[9]. As can be easily verified from (1),
the FBL rates are smaller than Shannon rates. In addition,
as expected, the shorter the packet length is and/or the more
stringent the reliability constraint is, the lower rate can be
achieved. Indeed, we have to transmit at a lower rate to ensure
a more reliable communication with low latency. Resource
allocation and transmission schemes for FBL regimes based
on the NA have been studied in [10]–[12]. In [10], the authors
proposed power optimization and beamforming schemes for a
broadcast channel (BC). In [11], the authors proposed schemes
to maximize the weighted sum rate of a multiple-input single-
output (MISO) orthogonal frequency division multiple access
(OFDMA) URLLC system. Moreover, the paper [12] proposed
schemes to maximize the minimum rate and minimum EE
of users in a cell-free massive multiple-input multiple-output
(MIMO) URLLC system.

One of the targets of 6G is to significantly improve the
SE and EE, which can be even more important in URLLC
systems. A promising technology that will enable us to meet
this target is RIS, which has been shown to enhance the per-
formance of various interference-free and interference-limited
systems with Shannon rates and/or the NA in (1) [3], [4],
[13]–[33]. In [13], [14], it was shown that RIS can improve
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the SE and/or EE of MISO BCs. In [15], a non-orthogonal
multiple access (NOMA) based scheme was proposed for a
multi-cell MISO RIS-assisted BC, and it was shown that RIS
can significantly increase the minimum rate and EE of the
network. The superiority of RIS in multi-cell MIMO BCs
was studied in [16], [17] when treating interference as noise
(TIN) is employed. In [18]–[20], it was shown that RIS can
highly enhance the SE and EE of a multi-cell MIMO BC
when the transceivers suffer from I/Q imbalance. In [21], it
was shown that RIS can decrease the interference leakage of
K-user MIMO interference channels.

All the aforementioned papers [13]–[21] on RIS considered
Shannon rates. The use of RIS in FBL regimes has been
investigated in [22]–[33]. The authors in [22] showed that RIS
can improve the performance of URLLC unmanned aerial ve-
hicle (UAV). In [23]–[25], it was shown that RIS can improve
the performance of SISO/MISO BCs with TIN in URLLC
systems. The authors in [26] showed that RIS and NOMA
can decrease the average decoding rate and at the same time
increase the throughput of a two-user SISO BC. In [27], it was
shown that RIS can enhance the performance of a MISO point-
to-point URLLC system with a factory automation scenario.
Finally, [33] showed that RIS can increase the sum rate of a
multi-cell MISO orthogonal frequency division multiplexing
(OFDM) BC. For a more detailed review on RIS, we refer the
reader to [3], [4].

There are different RIS technologies and architectures.
In most of the early works, the matrix modeling the RIS
coefficients is assumed to be diagonal. However, the system
performance can be improved by relaxing the diagonality
assumption and using beyond diagonal (BD) RIS architectures
[34]. In a BD-RIS, each RIS element can be connected to
other elements through a circuit [35], [36]. There are three
different possibilities for BD-RIS based on the connectivity
of RIS elements: single-connected, group-connected and fully-
connected architectures [36]. Indeed, a regular passive RIS
can be considered as a special case of BD-RIS, which can
be referred to as single-connected architecture. In a fully-
connected BD-RIS, all the BD-RIS elements are connected
to each other, while in a group-connected BD-RIS, each
element is connected to only a group of elements, which
reduces the implementation complexities. The superiority of
BD-RIS over a regular RIS has been studied in [36]–[40].
For instance, in [37], the authors proposed a scheme that
results in a non-diagonal phase shift RIS matrix, showing that
BD-RIS can improve the performance of single- and multi-
user MISO BCs. Moreover, it was shown in [38] that BD-
RIS can outperform RIS in dual-function radar-communication
systems. Additionally, [36] showed that BD-RIS (with the
group- and fully-connected architectures) can enhance sum
rate of a MISO BC. It is shown in [39] that BD-RIS can
increase the signal-to-noise ratio (SNR) of SISO and MISO
systems.

Another promising technology to enhance SE and EE is
RSMA, which includes as particular cases many other tech-
nologies such as TIN, NOMA, multicasting, broadcasting,
and spatial division multiple access (SDMA) [5], [6]. In rate
splitting (RS) schemes, there are two types of messages:

common and private. Each private message is intended for
only a specific user, while common messages are decoded by
all or by a group of users depending the employed RSMA
scheme [5]. Indeed, there are different RSMA schemes based
on the number/format of common messages. The simplest
RSMA scheme is the 1-layer RS, which is very practical and
efficient [41]–[46]. In 1-layer RS, there is only one common
message, which is decoded by all the users, while treating the
private messages as noise. Moreover, each user decodes its
own private message after decoding and canceling the common
message from the received signal. Note that when interference
is very weak, the optimal strategy for sum rate maximization
or in terms of the generalized degrees of freedom is to treat the
interference as noise [47], [48]. Furthermore, if interference is
strong, the interfering signal should be decoded and canceled
from the received signal, which is widely known as successive
interference cancellation (SIC) [49]. RSMA bridges TIN and
SIC, which makes RSMA very flexible and powerful. Based
on the interference level at users, RSMA can switch between
TIN and SIC, without the need to order users, thus reducing the
design complexities. For a more detailed overview on RSMA,
we refer the reader to [5], [6].

The performance of RSMA with FBL has been studied in
[50]–[55], [57]–[59] for systems without RIS. In [51], the
authors proposed a flexible RSMA scheme for a MISO BC
with FBL and showed that their proposed scheme outperforms
SDMA and NOMA. In [52], [53], it was shown that RSMA
can achieve the same minimum or sum rate as NOMA and
SDMA with a smaller packet length, meaning that RSMA
may reduce latency for a given target rate. In [54], the
authors proposed resource allocation schemes for RSMA in
a MISO URLLC BC, showing that RSMA provides a higher
effective throughput than NOMA. Additionally, they showed
that RSMA can reduce latency and enhance reliability. In [50],
a robust beamforming design was proposed for a MISO BC
with 1-layer RS, and it was shown that RSMA can significantly
increase the minimum rate of the users in the considered
scenario. In [59], it was shown that a 1-layer RS scheme can
enhance the performance of a SISO UAV-assisted BC with
imperfect channel state information (CSI) and imperfect SIC
by considering both infinite and finite block length regimes.

Finally, we summarize some of the most related works in
Table I. As indicated, RIS and RSMA are powerful tools
to improve SE and EE of various systems. However, there
are only a limited number of papers that considered the
performance of RSMA in RIS-assisted URLLC systems (i.e.,
[56], [60], [61]). In [56], 1-layer RS schemes were proposed
for a SISO system aided by RIS and UAV in which RIS is
mounted at a UAV relay that operates in a full-duplex mode
with the decode and forward strategy. Then it was shown
that RSMA can outperform NOMA and OMA schemes in
both infinite and finite block length regimes. The authors in
[61] proposed 1-layer RS schemes for both infinite and finite
block length regimes in a SISO STAR-RIS-assisted BC with
spatially-correlated channels. In [60], it was shown that RSMA
can increase the global EE of a MISO RIS-assisted BC with
FBL regime.

To sum up, to the best of our knowledge, the paper
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TABLE I: A brief comparison of the most related works.

RIS FBL MU communications Multiple-antenna Systems EE metrics RSMA SE metrics BD-RIS
This paper

√ √ √ √ √ √ √ √

[10], [11]
√ √ √ √

[12]
√ √ √ √ √

[16]
√ √ √ √

[14], [15], [17]
√ √ √ √ √

[18]
√ √ √ √ √ √

[22], [33]
√ √ √ √ √

[23], [26], [29]
√ √ √ √

[27], [28]
√ √ √ √

[24]
√ √ √ √

[50]–[55]
√ √ √ √ √

[56]
√ √ √ √ √

[57]–[59]
√ √ √ √

[60]
√ √ √ √ √ √

[61]
√ √ √ √ √

[60] is the only paper on RSMA in multiple-antenna RIS-
assisted URLLC systems. Moreover, there is only one paper
considering EE metrics in URLLC systems with RSMA, i.e.,
[60], in which, it was shown that RSMA can increase the
global EE of a single-cell MISO RIS-assisted BC. Thus, the
performance of RSMA in multi-antenna RIS-assisted systems
should be further studied. Additionally, more energy-efficient
RSMA schemes should be developed for URLLC systems.

B. Motivation

RSMA is a very effective and flexible tool to manage in-
terference that encompasses a large variety of multiple-access
technologies such as NOMA, TIN, SDMA, broadcasting and
multi-casting [5], [43]. Moreover, RIS enables optimizing
environment by modulating channels, which can be employed
to neutralize interference and/or to improve coverage. Hence,
one might expect that the RSMA benefits are reduced when
RIS is employed since RIS can manage interference in some
scenarios especially in multiple-antenna systems. However, in
[18], [62]–[66], it was shown that RSMA and RIS can be
mutually beneficial tools in overloaded systems with Shannon
rate. Unfortunately, in FBL regimes, the Shannon rates are not
accurate, which makes optimizing parameters more compli-
cated and can bring some new challenges/tradeoffs. Moreover,
the solutions for Shannon rates cannot be used in FBL regime,
which further motivates developing specific RSMA techniques
for RIS-assisted URLLC systems.

In this work, we study the role of RIS and RSMA in
multiple-antenna URLLC systems, and particularly, provide
an answer to the following question: What is the impact of
RIS on the performance of RSMA in multiple-antenna URLLC
systems? We show that the impact of RIS on RSMA is a
dichotomy depending on the network load. More specifically,
RIS can enhance the benefits of RSMA in overloaded systems,
but the RSMA benefits decrease (or even become negligi-
ble) by optimizing RIS components in underloaded systems.
Moreover, in this work, we investigate the impact of packet
length, which is related to the latency constraint, and the
reliability constraint on the RSMA performance. We show that
the benefits of RSMA increase when packets are shorter or
when the maximum tolerable decoding probability is smaller.

C. Contribution

The main goal of this work is to investigate the overall
system performance as well as the specific role of RIS and
RSMA in URLLC systems. We not only show that RIS and/or
RSMA can significantly improve the system performance, but
also clarify the role of RIS and RSMA in such improvements.
To this end, we propose an optimization framework for RSMA
to enhance SE and EE of MISO (BD-)RIS-assisted URLLC
systems, which can be applied to every interference-limited
system with 1-layer RS. As shown in Table I and discussed
in Section I-A, there are a limited number of works on
RSMA in RIS-assisted URLLC systems, and to the best of our
knowledge, the SE of RSMA in multiple-antenna RIS-assisted
systems with FBL regimes has not been studied yet. Thus,
it is required to develop a general optimization framework
for RSMA in multiple-antenna RIS-assisted URLLC systems
that can provide a solution for a large family of optimization
problems, including various SE and EE metrics such as
the minimum weighted rate, weighted sum rate, minimum
weighted EE, and global EE. In this paper, we address this
issue by proposing a framework to solve every optimization
problem in which the objective and/or constraints are linear
functions of the rates and/or EE of users and/or the received
powers. Note that in [25], we proposed resource allocation
schemes for STAR-RIS-assisted URLLC systems with TIN.
However, in this work, we extend the results in [25] to
RSMA and consider another technology for RIS (i.e., BD-
RIS). Indeed, not only the transmission strategy at the BSs
is different from [25], but also the RIS technologies vary in
these two papers.

To clarify the role of RIS/RSMA, we define two operational
regimes based on the number of users and the number of BS
antennas. We call the system underloaded if the number of BS
antennas is higher than the number of users per cell. Other-
wise, we call the system overloaded. We show that RIS and
RSMA are mutually beneficial tools in overloaded systems;
however, the benefits of RSMA decrease by employing RIS
in underloaded systems. The reason is that the interference
level is lower in underloaded systems than in overloaded
systems. Hence, interference in underloaded systems can be
managed in a simpler way by SDMA and optimizing channels
through RIS. However, in overloaded systems, we require
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more powerful interference-management techniques such as
RSMA to mitigate interference. We also show that RIS with
TIN may even perform worse than RSMA without employing
RIS in an overloaded system, which shows the importance
of RSMA. To sum up, the role of RSMA is to manage
interference especially in overloaded systems. The role of RIS
is mainly to improve the coverage in both underloaded and
overloaded systems, as well as to partly manage interference
in underloaded systems.

We, moreover, aim at investigating the impact of the relia-
bility and latency constraints on the performance of RSMA.
We show that the benefits of RSMA in overloaded systems
increase when the reliability constraint is more stringent and/or
when the packet lengths are shorter. This shows that RSMA
can enhance reliability and ensure a lower latency. We also
show that the benefits of RSMA increase with the number
of users per cell. The reason is that the interference level
increases with the number of users per resources, which makes
RSMA as an interference-management technique more benefi-
cial. Additionally, we show that the benefits of RSMA decrease
with the number of antennas at BSs. When the number of BS
antennas increases, indeed the number of resources increases,
which makes it easier to manage interference by SDMA. We
also show that RIS can significantly improve the EE and SE of
the system even with a relatively low number of RIS elements
per users.

In this paper, we also develop optimization techniques for
BD-RIS with a group-connected architecture of group size
two. To the best of our knowledge, this is the first wok
that studies BD-RIS in URLLC systems. We consider two
feasibility sets for optimizing the BD/diagonal RIS elements
and show that RIS (either regular or beyond diagonal) can
significantly improve the system performance. Moreover, we
show that BD-RIS with group-connected architecture of group
size two can outperform a regular RIS.

D. Paper outline

This paper is organized as follows. Section II presents the
system model and formulates the problem. Section III pro-
poses schemes to optimize the beamforming vectors. Section
IV provides solutions for optimizing the BD-RIS elements.
Section V presents some numerical results. Finally, Section
VI concludes the paper.

II. SYSTEM MODEL

We propose an optimization framework for 1-layer RS,
which can be applied to any interference-limited (BD-)RIS-
assisted URLLC system and is able to provide a solution
for a large family of optimization problems in which the
objective/utility function and/or constraints are linear functions
of the rates and/or EE of users and/or the received power.
As an illustrative example, we consider a multicell broadcast
channel (BC) with L multiple-antenna base stations (BSs) with
NBS transmit antennas, as shown in Fig. 1. We assume that
each BS serves K single-antenna users, and there are M ≥ L
BD-RIS and/or regular RISs with NRIS components each.
Moreover, perfect, global and instantaneous CSI is assumed

2U K

11U
12U

1U K BSL

2BS

1BS

2RIS

RISM

1RIS

1UL

2UL

ULK

21U

22U

Fig. 1: A multicell broadcast channel with RIS.

to be available at all transceivers similar to many other works
on RIS [13]–[18]. It should also be emphasized that this is
a common assumption when proposing resource allocation
schemes for URLLC systems [10], [11], [25], [33], [51].
In this case, it is assumed that the coherence time of the
channels is large, and the system remains static for a long time.
Thus, after acquiring CSI, the obtained beamforming vectors,
RSMA parameters and RIS elements solutions can be used
over many time slots. Therefore, the overhead associated with
channel estimation (as well as that associated with obtaining
the solution) is typically not considered to increase latency.
However, such schemes may not be applicable for fast fading
systems. Additionally, it should be noted that considering
perfect CSI can provide an upper bound for the benefits of all
the schemes. If such benefits are minor even with perfect CSI,
then it may happen that RSMA and RIS cannot be effective
in URLLC systems with imperfect CSI.

A. RIS model

In this paper, we consider single-sector BD-RISs in the
reflective mode with group-connected architecture of group
size two. In this case, the channel between BS i and user k
associated to BS l, denoted by ulk, is

hlk,i({Θ})=
M∑

m=1

flk,mΘmGmi︸ ︷︷ ︸
Links through RIS

+ dlk,i︸︷︷︸
Direct link

∈ C1×NBS , (2)

where dlk,i ∈ C1×NBS is the direct link between BS i and
ulk, Gmi ∈ CNRIS×NBS is the channel matrix between BS i
and BD-RIS m, flk,mC1×NRIS is the channel vector between
BD-RIS m and ulk, {Θ} = {Θm} is the set containing all
the BD-RIS components. For a regular RIS, Θm is a diagonal
matrix, given by Θm = diag

(
θm1

, θm2
, · · · , θmNRIS

)
, where

θmi
is the coefficient corresponding to the i-th element of

RIS m. However, in a BD-RIS, the diagonality assumption
is relaxed, and Θm is a symmetric non-diagonal matrix. For
BD-RIS with group-connected architecture of group size two,
Θm is a block-diagonal matrix as

Θm = diag(Θm1
,Θm2

, · · · ,ΘmG
), Θmg

= ΘT
mg

, (3)
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where Θmg
for all m, g is a 2-by-2 symmetric matrix, and

G = NRIS

2 . Note that without loss of generality, we assume
that NRIS is an even number since it is assumed that each RIS
element is connect to another RIS element. If NRIS is an odd
number, there is one RIS element, which is single connected,
and our analysis can easily include this case as well.

There can be two different constraints for the symmet-
ric matrices Θmg

s. First, we have the convex constraint
Θmg

ΘH
mg

⪯ I for all m, g, which results in the following
feasibility set:

TU = {Θmg = ΘT
mg

,ΘmgΘ
H
mg

⪯ I,∀m, g} (4)

Second, we have Θmg
ΘH

mg
= I, which yields

TI = {Θmg
= ΘT

mg
,Θmg

ΘH
mg

= I,∀m, g} (5)

Note that TI ⊂ TU . Indeed, TU includes TI as a special case
and should not perform worse than TI . Note that if ulk (or BS
i) is not in the reflection space of RIS m, then we have flk,m =
0 (or Gmi = 0). In other words, in order to get a signal
through a reflective BD-RIS, the transceivers should be in the
reflection space of the BD-RIS. For more details on different
architectures of BD-RIS, we refer the reader to [36]. It should
be noted that realizing a BD-RIS is more challenging than a
regular RIS since the BD-RIS elements should be connected
through a proper circuit design. Additionally, optimizing the
BD-RIS elements is more complicated than optimization of
a regular RIS due to the unitary and symmetric constraints.
However, BD-RIS is more general than a regular RIS, and
an optimal BD-RIS scheme never performs worse than any
scheme with regular RIS. Hereafter, for notational simplicity,
we drop the dependency of the channels on Θm and represent
the channels as hlk,i for all i, l, k.

Note that there are more assumptions regarding the coeffi-
cients of regular RISs, as mentioned in [3, Sec. II.B]. However,
to the best of our knowledge, there is no other feasibility set for
BD-RIS coefficients (apart from TU and TI ) in the literature.
Indeed, we are not aware of any implementation of BD-RIS in
practice, and the feasibility sets TU and TI are mainly based
on the fact that the BD-RIS is assumed to operate in a passive
mode. Such feasibility sets may provide an upper bound for
the performance of BD-RIS, which can be useful to clarify the
limitations of BD-RIS and/or to investigate how much gain can
be obtained by moving beyond the diagonality assumption for
the RIS coefficients.

B. Signal model

We consider the 1-layer RS to manage intra-cell interfer-
ence. In the 1-layer RS, each BS transmits one common
message, to be decoded by all its associated users, in addition
to K private messages intended for each individual user as

xl = xc,lsc,l︸ ︷︷ ︸
Common message

+

K∑
k=1

xp,lksp,lk︸ ︷︷ ︸
Private messages

∈ CNBS×1, (6)

where sc,l ∼ CN (0, 1) is the common message of BS l, and
sp,lk ∼ CN (0, 1) is the private message intended for ulk.

Moreover, xc,l and xp,lk are, respectively, the beamforming
vectors corresponding to the common message sc,l and private
message sp,lk. Note that sc,l and sp,lk for all l, k are inde-
pendent and identically distributed proper Gaussian signals.
Moreover, the transmission power of the common message at
BS l (private message intended for ulk) is xH

c,lxc,l (xH
p,lkxp,lk).

The received signal for the user ulk is

ylk = hlk,lxc,lsc,l︸ ︷︷ ︸
Desired C. signal

+hlk,lxp,lksp,lk︸ ︷︷ ︸
Desired P. signal

+hlk,l

K∑
j=1,j ̸=k

xp,ljsp,lj︸ ︷︷ ︸
Intracell interference

+

L∑
i=1,i̸=l

hlk,ixi︸ ︷︷ ︸
Intercell interference

+ nlk︸︷︷︸
Noise

, (7)

where hlk,i ∈ C1×NBS is the channel between BS l and ulk,
given by (2), and nlk ∼ CN

(
0, σ2

)
is additive white Gaussian

noise, which is independent of the transmitted signals.

C. Rate and energy-efficiency expressions
Each user first decodes the common message, treating all

other signals as noise. Thus, the rate of decoding sc,l at ulk
is [7], [12, Eq. (8)]

r̄c,lk = log (1 + γc,lk)︸ ︷︷ ︸
Shannon Rate

−Q−1(ϵc)

√
Vc,lk

nc︸ ︷︷ ︸
δc,lk({x},{Θ})

, (8)

where Vc,lk is the channel dispersion for decoding sc,l at ulk,
nc is the packet length of the common message in bits, ϵc is
the decoding error probability of the common message, and
γc,lk is the corresponding SINR given by

γc,lk =
|hlk,lxc,l|2

σ2 +
∑

i̸=l |hlk,ixc,i|2 +
∑

ij |hlk,ixp,ij |2
. (9)

The optimal channel dispersion is [7]

V opt
c,lk = 1− 1

(1 + γc,lk)
2 , (10)

which is not achievable by Gaussian signals in the presence
of interference [67]. An achievable channel dispersion for
Gaussian signals in interference-limited systems is [67]

Vc,lk = 2
γc,lk

1 + γc,lk
. (11)

The common message sc,l should be decodable for all the
users associated to BS l. Hence, the transmission rate of sc,l
must be smaller than or equal to the minimum achievable rate
of decoding sc,l at the users associated to BS l, i.e.,

rl ≤ min
k

{r̄c,lk} ≜ rc,l. (12)

Each user decodes and cancels the common message. After
this, it decodes its own private message, treating the remaining
signals as noise. Thus, the decoding rate of sp,lk at ulk is [7],
[12, Eq. (8)]

rp,lk = log (1 + γp,lk)︸ ︷︷ ︸
Shannon Rate

−Q−1(ϵp)

√
Vp,lk

np︸ ︷︷ ︸
δp,lk({x},{Θ})

, (13)
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where ϵp is the decoding error probability of the private
message, np is the packet length of the private message in
bits, and γp,lk is the SINR for decoding sp,lk given by

γp,lk =
|hlk,lxp,lk|2

σ2+
∑

i ̸=l |hlk,ixc,i|2+
∑

[ij ]̸=[lk]|hlk,lxp,lj |2
, (14)

where
∑

[ij] ̸=[lk] |hlk,ixp,ij |2 =
∑

ij |hlk,ixp,ij |2 −
|hlk,lxp,lk|2. Similarly, an achievable channel dispersion
is [67]

Vp,lk = 2
γp,lk

1 + γp,lk
. (15)

Finally, the rate of ulk is

rlk = rp,lk + rc,lk, (16)

where rc,lk ≥ 0 is the portion of the rate that ulk gets from
the common message. Note that

∑
k rc,lk ≤ rc,l, where rc,l is

given by (12).
Finally, the EE of ulk is defined as [68]

elk =
rlk

pc + η
(
xH
p,lkxp,lk + xH

c,lxc,l/K
) , (17)

where η−1 is the power efficiency of the BSs, and pc is the
constant power consumption to transmit data to each user,
given by [17, Eq. (27)].

D. Discussion on reliability and latency constraints

The reliability constraint is modeled by the decoding error
probabilities, ϵc and ϵp. The total decoding error probability
for a user can be upper bounded as

ϵt = ϵc + (1− ϵc)ϵp ≈ ϵc + ϵp. (18)

In general, the error probability of decoding private and/or
common messages can be different at each user, based on their
service requirements. To simplify the notations, we consider a
symmetric system in which the decoding error probability of
the private messages are the same at all users. However, this
framework can be easily modified for asymmetric scenarios.

The latency constraint can be also translated to a rate
constraint. The reason is that, if the latency for a packet
with length n bits should be less than T seconds, then its
transmission rate should be higher than r ≥ n

βT (b/s/Hz),
where β is the used bandwidth. Thus, the rate of ulk should be
rlk ≥ rthlk =

np+nc

βT (b/s/Hz), where T is the latency constraint.
Note that ϵt and rthlk are upper bounds for the decoding error

probability and the latency, respectively, since it may happen
that ulk receives its rate from only the common message [43].
In this case, ϵt = ϵc and rthlk = nc

βT . However, in this paper,
we consider the upper bounds to ensure that the latency and
reliability constraints are met.

E. Problem statement

We consider a general optimization problem, similar to, e.g.,
[5, Eq. (29)], as

max
{x}∈X ,{Θ}∈T ,rc

f0 ({x} , {Θ}) (19a)

s.t. fi ({x} , {Θ}) ≥ 0,∀i, (19b)

rlk ≥ rthlk ,∀l, k, (19c)
K∑

k=1

rc,lk≤min
k

{r̄c,lk}≜rc,l({x}),∀lk, (19d)

rc,lk ≥ 0,∀l, k, (19e)

where {x} is the set of the beamforming vectors, X is the
feasibility set for the beamforming vectors, rc = {rc,lk,∀lk}
is the set of the common rates, T is the feasibility set for
RIS components, which can be either TI or TU , fis are linear
functions of rates/EEs and/or concave/convex/linear functions
of beamforming vectors and/or channels, (19c) is the latency
constraint, (19d) is the decodability constraint of each common
message, (19e) is because of non-negative rates. The variables
rc, {x} and {Θ} are the optimization parameters. Indeed, we
jointly optimize the RSMA parameters, beamforming vectors,
transmission powers and RIS elements. Finally, the feasibility
set X is

X =

{
xp,lk,xc,l : x

H
c,lxc,l +

∑
k

xH
p,lkxp,lk ≤ pl,∀l

}
, (20)

where pl is the power budget of BS l.
The general optimization problem (19) includes a large

family of optimization problems for enhancing SE and EE of
the system. For instance, (19) includes the minimum weighted
rate maximization (MWRM), weighted sum rate maximization
(WSRM), minimum weighted EE maximization (MWEEM),
global EE maximization (GEEM) problems, to mention a few.

III. PROPOSED OPTIMIZATION FRAMEWORK FOR
OPTIMIZING BEAMFORMING VECTORS

Our proposed optimization framework is an iterative opti-
mization technique, based on majorization minimization (MM)
and alternating optimization (AO). That is, we first fix RIS
components to {Θ(t−1)} and solve (19) over the beamforming
vectors {x} to obtain {x(t)}. We then alternate the optimiza-
tion parameters and solve (19) for fixed beamforming vectors
{x(t)} to obtain {Θ(t)}. We continue this procedure until a
convergence metric is met. To obtain a feasible initial point,
we employ the approach in [25, Appendix A] and maximize
the minimum of γp,lk and γc,lk for all l, k until the rates rp,lk
and rc,lk for all l, k are positive. The reason is that, the rates
with FBL can be negative if the SINR is very low as shown
in [25, Lemma 2], which is not a feasible initial point. Note
that it is not ensured that AO and/or MM converge to a global
optimal solution. However, to the best of our knowledge, there
is no work on multi-user and multiple-antenna RIS-assisted
systems that obtains the global optimal solution of the general
optimization problem in (19), even with a simpler scenario,
i.e., considering Shannon rates and/or TIN. Additionally, most
of the existing works on RIS (e.g., [13]–[16]) employ AO to
jointly optimize the transmission parameters and RIS elements.
Hence, we employ AO to tackle (19).

In this section, we present our schemes to optimize beam-
forming vectors as well as the RSMA parameters. To update
{x}, we solve (19) for fixed {Θ(t−1)}, which is a complicated
non-convex optimization problem. To this end, we employ an
MM-based approach. That is, we first find suitable surrogate
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functions for the rates and then, solve the corresponding sur-
rogate optimization problem. The surrogate functions should
be concave lower bounds for the rates, satisfying the three
conditions in [69, Lemma 3] to ensure a convergence to a
stationary point of (19). Note that our proposed framework
for systems without RIS converges to a stationary point of
(19) since the surrogate functions fulfill these conditions. We
will discuss the optimality conditions of our framework for
systems with (BD-)RIS in the next section. In the following
lemma, we present concave lower bounds for rp,lk and r̄c,lk
that satisfy the conditions in [69, Lemma 3].

Lemma 1. Concave and quadratic lower bounds for rp,lk and
r̄c,lk are, respectively,

rp,lk≥r̃p,lk=ap,lk+2clkR
{(

hlk,lx
(t−1)
p,lk

)∗
hlk,lxp,lk

}
+
∑
i ̸=l

fp,lkdlkR
{(

hlk,ix
(t−1)
c,i

)∗
hlk,ixc,i

}
+

∑
[ij] ̸=[lk]

fp,lkdlkR
{(

hlk,ix
(t−1)
p,ij

)∗
hlk,ixp,ij

}

− bp,lkdlk

∑
ij

|hlk,ixp,ij |2 +
∑
i ̸=l

|hlk,ixc,i|2
 , (21)

r̄c,lk≥r̃c,lk=ac,lk + 2dlkR
{(

hlk,lx
(t−1)
c,l

)∗
hlk,lxc,l

}
+
∑
ij

elkfc,lkR
{(

hlk,ix
(t−1)
p,ij

)∗
hlk,ixp,ij

}
+
∑
i̸=l

elkfc,lkR
{(

hlk,ix
(t−1)
c,i

)∗
hlk,ixc,i

}

− bp,lkelk

∑
ij

|hlk,ixp,ij |2 +
∑
i

|hlk,ixc,i|2
 , (22)

where t is the number of the current iteration, ac,lk, bc,lk,
ap,lk, bp,lk, clk, dlk, elk, fp,lk, and fc,lk are constants, given
by

ap,lk = log
(
1 + γ

(t−1)
p,lk

)
− γ

(t−1)
p,lk + (fp,lk − bp,lk)dlkσ

2

− Q−1(ϵp)√
np


√
V

(t−1)
p,lk

2
+

1√
V

(t−1)
p,lk

 ,

ac,lk = log
(
1 + γ

(t−1)
c,lk

)
− γ

(t−1)
c,lk + (fc,lk − bc,lk)elkσ

2

− Q−1(ϵc)√
nc


√

V
(t−1)
c,lk

2
+

1√
V

(t−1)
c,lk

 ,

bp,lk =γ
(t)
p,lk+

ζ
(t−1)
p,lk fp,lk

2
, bc,lk=γ

(t)
c,lk+

ζ
(t−1)
c,lk fc,lk

2
,

fp,lk =
2Q−1(ϵp)√
npV

(t−1)
p,lk

, fc,lk =
2Q−1(ϵc)√
ncV

(t−1)
c,lk

,

clk =

σ2+
∑
i ̸=l

|hlk,ix
(t−1)
c,i |2+

∑
[ij ]̸=[lk]

|hlk,lx
(t−1)
p,lj |2

−1

,

dlk=

σ2+
∑
ij

∣∣∣hlk,ix
(t−1)
p,ij

∣∣∣2+∑
i̸=l

∣∣∣hlk,ix
(t−1)
c,i

∣∣∣2
−1

,

elk =

σ2 +
∑
ij

∣∣∣hlk,ix
(t−1)
p,ij

∣∣∣2 +∑
i

∣∣∣hlk,ix
(t−1)
c,i

∣∣∣2
−1

,

where γ
(t−1)
c,lk , V

(t−1)
c,lk , γ

(t−1)
p,lk and V

(t−1)
p,lk are, respectively,

obtained by replacing {x(t−1)} in (9), (11), (14) and (15).
Moreover, ζ(t−1)

p,lk = dlkc
−1
lk and ζ

(t−1)
c,lk = elkd

−1
lk .

Proof. Please refer to Appendix A.

Substituting r̃p,lks and r̃c,lks in fis gives the surrogate
functions f̃is and consequently, the following surrogate op-
timization problem

max
{x}∈X ,rc

f̃0 ({x} , {Θ}) (23a)

s.t. f̃i ({x} , {Θ}) ≥ 0,∀i, (23b)

r̃lk = r̃p,lk + rc,lk ≥ rthlk ,∀l, k, (23c)
K∑

k=1

rc,lk≤min
k

{r̃c,lk}≜ r̃c,l({x}),∀l, (23d)

rc,lk ≥ 0,∀l, k. (23e)

This optimization problem is convex for spectral efficiency
metrics, which can be efficiently solved by numerical tools.
We can employ Dinkelbach-based algorithms to find the
solution of (23) for energy efficiency metrics such as GEE
and weighted minimum EE. Due to a space restriction, we do
not provide the solutions here and refer the reader to [18], [68]
for more details.

IV. PROPOSED OPTIMIZATION FRAMEWORK FOR
OPTIMIZING BD-RIS COMPONENTS

In this section, we solve (19) for fixed {x(t)} to update the
BD-RIS components. To this end, we employ an MM-based
algorithm to obtain a suboptimal solution for the complicated
optimization problem. For fixed {x(t)}, (19) is non-convex
because of two reasons. First, the rates are not concave in {Θ}.
Second, the set TI is non-convex due to the constraint ΘΘH =
I. To solve (19) for fixed {x(t)}, we have to handle these two
issues. To this end, we first obtain suitable surrogate functions
for the rates. Then we try to convexify TI . The rates have a
similar structure with respect to the channels and beamforming
vectors. Thus, we can employ an approach similar to Lemma 1
to find concave lower bounds for the rates with respect to {Θ}.
In the following corollary, we state the concave lower bound
for r̄c,lk. Due to a strict space restriction, we do not provide
the concave lower bound for rp,lk since it is straightforward
to obtain it from Lemma 1 and Corollary 1.

Corollary 1. A concave lower bound for r̄c,lk is

r̄c,lk≥r̂c,lk=ac,lk + 2dlkR
{(

h
(t−1)
lk,l x

(t)
c,lk

)∗
hlk,lx

(t)
c,lk

}
+
∑
ij

elkfc,lkR
{(

h
(t−1)
lk,i x

(t)
p,ij

)∗
hlk,ix

(t)
p,ij

}
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+
∑
i ̸=l

elkfc,lkR
{(

h
(t−1)
lk,i x

(t)
c,i

)∗
hlk,ix

(t)
c,i

}

− bp,lkelk

∑
ij

∣∣∣hlk,ix
(t)
p,ij

∣∣∣2 +∑
i

∣∣∣hlk,ix
(t)
c,i

∣∣∣2
 , (24)

where h
(t−1)
lk,i = hlk,i

(
Θ(t−1)

)
, and the other parameters are

defined as in Lemma 1.

Let us call the concave lower bound for rp,lk as r̂p,lk. Sub-
stituting r̂p,lks and r̂c,lks in fis yield the surrogate functions
f̂is as well as the following problem

max
{Θ}∈T ,rc

f̂0 ({x} , {Θ}) (25a)

s.t. f̂i ({x} , {Θ}) ≥ 0,∀i, (25b)

r̂lk = r̂p,lk + rc,lk ≥ rthlk ,∀l, k, (25c)
K∑

k=1

rc,lk≤min
k

{r̂c,lk}≜ r̂c,l({Θ}),∀lk, (25d)

rc,lk ≥ 0,∀l, k, (25e)

which is convex only for TU . The proposed framework con-
verges to a stationary point of (19) when T is a convex set.
Note that TU contains the convex constraint ΘmgΘ

H
mg

⪯ I,
which may not be suitable for implementing in some existing
numerical solvers. In the following, we propose a suboptimal
approach to rewrite the constraint Θmg

ΘH
mg

⪯ I as a series of
inequality constraints on scalar optimization parameters, which
are referred to as disciplinary convex constraints that can be
easily handled in numerical solvers. Moreover, we propose an
approach to convexify TI in Section IV-A.

1) Making Θmg
ΘH

mg
⪯ I a disciplinary convex constraint:

The constraint ΘmgΘ
H
mg

⪯ I can be equivalently expressed
as T = I−Θmg

ΘH
mg

⪰ 0. The matrix T can be written as

T = I−ΘmgΘ
H
mg

= I−Θmg
Θ∗

mg

=

[
1− |θ11|2 − |θ12|2 −θ∗11θ12 − θ∗12θ22

− (θ∗11θ12 + θ∗12θ22)
∗

1− |θ12|2 − |θ22|2
]
. (26)

Since T is a 2× 2 Hermitian matrix, T is PSD if and only if
the following constraints hold

|θ11|2 + |θ12|2 ≤ 1, (27)

|θ12|2 + |θ22|2 ≤ 1, (28)

ζmg
=
(
1− |θ11|2 − |θ12|2

) (
1− |θ12|2 − |θ22|2

)
−|θ∗11θ12 + θ∗12θ22|2 ≥ 0. (29)

Note that since Θmg
is symmetric, we have ΘH

mg
= Θ∗

mg
. The

constraints (27) and (28) are convex. Moreover, the constraint
(29) can be simplified to

ζmg
= 1− 2|θ12|2 − |θ11|2 − |θ22|2 − |θ12|2|θ∗11 + θ22|2︸ ︷︷ ︸

Concave Part
+|θ12|4+|θ11|2|θ22|2+|θ12|2|θ22|2+|θ11|2|θ12|2︸ ︷︷ ︸

Convex Part

≥ 0, (30)

which is not a convex constraint since ζmg is not a concave
function. However, we can apply CCP to convexify this
constraint. That is, we keep the concave part of ζmg

and find

a linear lower bound for the convex part of ζmg
by the first

order Taylor expansion as

ζmg ≥ ζ̂mg = 1− 2|θ12|2 − |θ11|2 − |θ22|2

− |θ12|2|θ∗11 + θ22|2 + 4|θ(t−1)
12 |2R

(
θ
(t−1)
12 θ∗12

)
− 3|θ(t−1)

12 |4

+ 2|θ(t−1)
22 |2R

(
θ
(t−1)
11 θ∗11

)
+ 2|θ(t−1)

11 |2R
(
θ
(t−1)
22 θ∗22

)
− 3|θ(t−1)

11 |2|θ(t−1)
22 |2 + 2|θ(t−1)

22 |2R
(
θ
(t−1)
12 θ∗12

)
+ 2|θ(t−1)

12 |2R
(
θ
(t−1)
22 θ∗22

)
− 3|θ(t−1)

12 |2|θ(t−1)
22 |2

+ 2|θ(t−1)
11 |2R

(
θ
(t−1)
12 θ∗12

)
+ 2|θ(t−1)

12 |2R
(
θ
(t−1)
11 θ∗11

)
− 3|θ(t−1)

11 |2|θ(t−1)
12 |2 ≥ 0. (31)

Unfortunately, even though (31) is a convex constraint, it is not
still a disciplinary constraint because of the convex function
|θ12|2|θ∗11 + θ22|2. To address this issue, we employ the first
order Taylor expansion to approximate −|θ12|2|θ∗11 + θ22|2
as a linear function of θ11, θ12 and θ22, which yields ζ̃mg .
The constraint ζ̃mg ≥ 0 is a disciplinary convex constraint,
which can be easily implemented in existing numerical solvers.
Finally, by inserting the corresponding constraints into (25),
we have the following disciplinary convex problem

max
{Θ},rc

f̂0 ({x} , {Θ}) (32a)

s.t. (25b) − (25e), (32b)

ζ̃ > 1− ϵ, (27), (28), ∀m, g. (32c)

Let us call the solution of (32) as Θ
(⋆)
mg . Unfortunately,

fulfilling the constraints ζ̃mg ≥ 0, (27) and (28) does not

guarantee Θ
(⋆)
mgΘ

(⋆)H

mg ⪯ I. To ensure obtaining a feasible
point, we first check if Θ

(⋆)
mgΘ

(⋆)H

mg ⪯ I holds. If the largest
eigenvalue of Θ(⋆)

mgΘ
(⋆)H

mg is greater than 1, i.e., λmg
> 1, then

we choose Θ̂mg
=

Θ(⋆)
mg√
λmg

. Finally, we update Θmg
as

{Θ(t)}=
{
{Θ̂} if f0

(
{Θ̂}

)
> f0

(
{Θ(t−1)}

)
{Θ(t−1)} Otherwise.

(33)

This updating rule ensures generating a sequence of non-
decreasing f0, which guarantees the convergence, but we do
not make any claim on the optimality of the algorithm in this
case.

A. Convexifying TI
The constraints Θmg

ΘH
mg

= I and Θmg
= ΘT

mg
can be

simplified as

Θmg
ΘH

mg
=

[
θ11 θ12
θ12 θ22

][
θ∗11 θ∗12
θ∗12 θ∗22

]
=

[
|θ11|2 + |θ12|2 θ∗11θ12 + θ∗12θ22

(θ∗11θ12 + θ∗12θ22)
∗ |θ12|2 + |θ22|2

]
=

[
1 0
0 1

]
,

which results in

|θ11|2 + |θ12|2 = 1, (34)
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|θ12|2 + |θ22|2 = 1, (35)
θ∗11θ12 + θ∗12θ22 = 0. (36)

The constraints (34)-(36) are equivalent to |θ11| = |θ22|, and

θ∗11θ12+ θ∗12θ22= |θ12|ej∠θ12
(
θ∗11 + θ22e

−j2∠θ12
)
= 0, (37)

which yields θ22 = θ∗11e
j(2∠θ12+π). As can be verified through

(34)-(37), the phases and amplitudes of the coefficients for a
group connected BD-RIS are highly dependent. For instance,
if an amplitude of one of the coefficients is known, the am-
plitude of the other two coefficients can be uniquely obtained.
Additionally, the phases are related to each other according to
∠θ22 = −∠θ11+2∠θ12+π. The constraints (34) and (35) are
not convex. To convexify (34), we rewrite it as the following
two constraints:

|θ11|2 + |θ12|2 ≤ 1, (38)

|θ11|2 + |θ12|2 ≥ 1. (39)

The constraint (38) is a convex constraint, but (39) is not since
|θ11|2+ |θ12|2 is a jointly convex function in |θ11|2 and |θ12|2.
Thus, we can employ CCP to convexify |θ11|2 + |θ12|2 ≥ 1
and relax it for a faster convergence as

|θ(t−1)
11 |2 + 2R

(
θ
(t−1)
11 (θ11 − θ

(t−1)
11 )∗

)
+|θ(t−1)

12 |2

+2R
(
θ
(t−1)
12 (θ12 − θ

(t−1)
12 )∗

)
≥1− ϵ, (40)

where ϵ > 0. Similarly, we can convexify (35) by considering
the following constraints:

|θ22|2 + |θ12|2 ≤ 1 (41)

|θ(t−1)
22 |2 + 2R

(
θ
(t−1)
22 (θ22 − θ

(t−1)
22 )∗

)
+|θ(t−1)

12 |2+2R
(
θ
(t−1)
12 (θ12 − θ

(t−1)
12 )∗

)
≥1− ϵ, (42)

In addition to (34) and (35), the constraint (36) (or θ22 =
θ∗11e

j(2∠θ12+π)) is not convex neither. A suboptimal way to
convexify this constraint is to fix the phase of θ12. For instance,
if θ12 is real (or pure imaginary), then θ22 = −θ∗11 (or
θ22 = θ∗11). Note that when θ12 = 0, the BD-RIS with group-
connected architecture of group size two is equivalent to the
diagonal RIS, and the constraint (36) is automatically satisfied.
Thus, in this case, θ22 is independent of θ11, and there is no
need to consider θ22 = −θ∗11 (or θ22 = θ∗11). As a result,
this algorithm never performs worse than the diagonal RIS.
Finally, the corresponding optimization problem in this case
is

max
{Θ},rc

f̂0 ({x} , {Θ}) (43a)

s.t. (25b) − (25e), (43b)
(38), (40) − (42), ∀m, g, (43c)
θ22 = −θ∗11 if θ12 ̸= 0, ∀m, g, (43d)

which is convex and can be efficiently solved. Let us call the
solution of (43) as Θ

(⋆)
mg . We first normalize Θ

(⋆)
mg to satisfy

(34) and (35), which results in Θ̂mg
. Finally, we update Θmg

based on the rule in (33), which ensures the convergence, but
we do not make any claim on the optimality for our framework
with TI .

B. Computational complexity analysis

In this subsection, we provide computational complexity
analysis only for the MWRM problem with the feasibility
set TU due to a strict page limitation. However, it can be
straightforward to extend the analysis to other optimization
problems with feasibility set TI . Note that the actual com-
putational complexity of our algorithms depends on their
implementation. Here, we provide an approximation for the
number of multiplications to obtain a solution for our schemes.

Our proposed framework is iterative, and in each iteration,
two convex problems should be solved to update the beam-
forming vectors, RSMA parameters and BD-RIS coefficients.
Firstly, we have to solve (23) to update {x}. According to
[70, Chapter 11], the number of Newton iterations to solve
a convex optimization problem is proportional to the square
root of the number of constraints in the problem. Thus, the
number of Newton iterations to solve (23) grows with the
square root of the total number of users in the system, i.e.,√
LK. To solve each Newton iteration, we have to obtain 2LK

concave lower bounds for the rates. Each concave lower bound
has a quadratic structure, and the number of multiplications
to compute each is proportional to NBSLK. Thus, we can
approximate the computational complexity for solving (23)
by O

(
NBSL

2K2
√
KL

)
. To update {Θ}, we have to solve

(32), which has 3KL + 1.5MNRIS constraints. To solve
each iteration, we have to compute LK channels, which
approximately requires MN2

RISNBS multiplications per chan-
nel. Furthermore, we have to compute 2LK rates, which
approximately requires 2NBSL

2K2 multiplications (NBSLK
multiplications for each rate). Hence, the overall computa-
tional complexity of solving (32) can be approximated as
O
(
LKNBS

(
MN2

RIS + 2LK
)√

3KL+ 1.5MNRIS

)
. Con-

sidering N as the maximum number of iterations for our
algorithm, the overall computational complexity can be ap-
proximated as N times the summation of the computational
complexities of updating {x} and {Θ}.

V. NUMERICAL RESULTS

In this section, we provide some numerical results for the
MWRM and MWEEM problems. We consider ϵc = ϵp and
np = nc. We assume that there is a line of sight (LoS)
link between each BS and each (BD-)RIS as well as between
each (BD-)RIS and each user, similar to e.g., [16], [17]. Thus,
we assume that small-scale fading for the channels flk,m and
Gmi for all l, k,m, i follow Rician fading as described in
[16, Eq. (55)]. We consider a Rician factor of 3 for these
channels [16]. Additionally, we assume that there is a non-
LoS link between each BS and each user, which results in a
Rayleigh small-scale fading for dlk,i for all l, k, i [16], [17].
For large-scale fading, we employ the well-known path loss
model, given in e.g., [17, Eq. (59)]. The other propagation
parameters, including the antenna gains, bandwidth, noise
power density, path loss components, and the path loss at
the reference distance of 1 meter, are based on [17], [25].
Moreover, the simulation scenario is a two-cell MISO BC, as
depicted in [25, Fig. 5], where the BSs/RISs/users positions are
chosen similar to [25]. Additionally, the considered schemes
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(b) Average relative performance improvement by RSMA.

Fig. 2: The average fairness rate and performance improvement by
RSMA versus ϵc for multi-cell MISO BC with NRIS = 20, L = 2,
M = 2, nt = 200 bits, K = 6, NBS = 5 and P = 10dB.

in the simulations are represented as: RS-BD-RISU (or RS-
BD-RISI ): The proposed scheme for BD-RIS-assisted systems
with rate splitting, BD-RIS with group-connected architecture
of group size two and feasibility set TU (or TI ). RS-RISX (or
TIN-RISX ): The proposed algorithm for RIS-assisted systems
with rate splitting (or TIN), regular RIS and feasibility set
TX , where X can be U or I . RS-RISR (or TIN-RISR): The
proposed algorithm for RIS-assisted systems with rate splitting
(or TIN), regular RIS and random RIS elements. RS-No-RIS
(or TIN-No-RIS): The RSMA (or TIN) scheme for systems
without RIS. Sh-RS-BD-RISU : The proposed scheme for BD-
RIS-assisted systems with rate splitting, BD-RIS with group-
connected architecture of group size two, feasibility set TU
and considering Shannon rates.

A. Fairness rate

In this subsection, we present some numerical results for the
fairness rate, which is defined as the maximum of the mini-
mum rate of users. We consider the impact of the reliability
constraint, packet length, number of users per cell and power
budget on the performance of RSMA and RIS. Additionally,
we compare the performance of regular RIS with BD-RIS with
group connected architecture of group size two.
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(b) Average relative performance improvement by RSMA.

Fig. 3: The average fairness rate and performance improvement by
RSMA versus nt for multi-cell MISO BC with NRIS = 20, L = 2,
M = 2, nt = 256, K = 6, ϵc = 0.001 and P = 10dB.

1) Impact of the reliability constraint: Fig. 2 shows the
average fairness rate and performance improvement by RSMA
versus ϵc for multi-cell MISO BC with NRIS = 20, L = 2,
M = 2, nt = 200 bits, K = 6, NBS = 5 and P = 10dB.
As expected, the fairness rate for all schemes decreases when
the reliability constraint is more stringent. Moreover, we can
observe that the RSMA scheme with BD-RIS with group-
connected architecture of group size two and the feasibility
set TU can outperform the other schemes. Additionally, we ob-
serve that RIS (either regular or BD) can significantly improve
the system performance and enhance the RSMA benefits. Note
that in this example, the number of users per cell is higher than
the number of BS antennas, which means that the considered
system is overloaded. Interestingly, we can observe that RSMA
without RIS can outperform TIN with regular RIS, which
shows the importance of employing an effective interference-
management technique in overloaded systems. Finally, we
observe that the benefits of RSMA increase with ϵc−1. It shows
that managing interference is even more important in URLLC
systems. Furthermore, we observe that the RSMA benefits
with employing RIS with properly optimized elements.

2) Impact of the packet length: Fig. 3 shows the average
fairness rate and performance improvement by RSMA versus
nt for multi-cell MISO BC with NRIS = 20, L = 2, M =
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Fig. 4: The average performance improvement by RSMA versus K
for multi-cell MISO RIS-assisted BC with NRIS = 20, L = 2,
M = 2, nt = 200, ϵc = 0.001 and P = 17dB.

2, nt = 256, K = 6, ϵc = 0.001 and P = 10dB. As can
be observed, the RSMA scheme with BD-RIS with group-
connected architecture of group size two and the feasibility
set TU can outperform the other schemes. Moreover, we can
observe that RIS and RSMA can significantly increase the
average fairness rate. As expected, the average fairness rate
increases with nt for all the schemes. However, the benefits
of RSMA decrease with nt. Indeed, when the packet lengths
are shorter (or the latency constraint is more stringent), RSMA
can provide higher gains, which indicates that RSMA can be
even more effective in URLLC systems.

3) Impact of the number of users per cell: Fig. 4 shows the
impact of the number of users per cell as well as optimizing
RIS components on the performance of RSMA. As can
be observed, the benefits of RSMA can highly vary when
optimizing RIS elements. Interestingly, we can observe that
RIS may decrease RSMA benefits in underloaded systems,
while it enhances the RSMA gain in overloaded systems. This
happens because RIS can modulate the channels to mitigate
the interference in underloaded systems. Thus, a proper de-
sign of RIS elements may decrease the RSMA benefits in
underloaded systems. However, as the number of users grows,
the interference becomes more severe, and RIS alone cannot
completely mitigate it. As a result, we observe that the RSMA
benefits monotonically increase with K when RIS elements
are properly designed.

4) Impact of power budget: Fig. 5 shows the average
fairness rate versus the BSs power budget P for NBS = 8,
NRIS = 20, L = 2, M = 2, nt = 200, ϵc = 0.001 and
different K. In this figure, the number of users per cell is
less than the number of BS antennas, which is referred to
as underloaded systems. As can be observed, RSMA cannot
provide any considerable benefits in RIS-assisted systems
for K = 4. However, RSMA can significantly outperform
TIN for K = 5, especially in higher SNR regimes. Indeed,
it shows that RSMA can be still beneficial in underloaded
systems. Additionally, we observe that RSMA can significantly
outperform TIN with random RIS elements in underloaded
scenarios. However, such benefits are lower (or may even
vanish) when RIS elements are optimized. This result indicates
that RIS can be employed as an interference-management
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Fig. 5: The average fairness rate versus the BSs power budget P for
NBS = 8, NRIS = 20, L = 2, M = 2, nt = 200, ϵc = 0.001 and
K.

technique in underloaded BCs. However, we should employ
more advanced interference-management techniques to fully
reap RIS benefits for overloaded systems, which is in line
with the findings in [15], [18].

5) Comparison of RIS technologies: In Fig. 3 and Fig. 2,
we compare the performance of various schemes, including
regular and BD-RIS with different feasibility sets. In this part,
we provide another comparison for regular RIS and BD-RIS
with group-connected architecture of groups size two. Fig. 6
shows the average fairness rate versus the BSs power budget
P for NBS = 5, NRIS = 20, L = 2, M = 2, nt = 200,
and ϵc = 0.001. As can be observed, the BD-RIS with group-
architecture of group size two and constraint ΘΘH ⪯ I can
highly outperform a regular diagonal RIS. As indicated in
Section IV, BD-RIS is a more general architecture than regular
RIS that includes regular RIS as a special case. Thus, BD-RIS
never performs worse than regular RIS.
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B. Fairness EE

In this subsection, we present some numerical results for
the minimum EE of users, which is referred to as the fairness
EE. In Fig. 7, we show the average fairness EE versus Pc for
NRIS = 20, L = 2, M = 2, np = nc = 200, ϵc = ϵp = 0.001,
NBS = 5 and K = 7. As can be observed, RIS can highly
increase the fairness EE for both RSMA and TIN schemes
when RIS components are properly optimized. We can also
observe that RSMA can outperform TIN with and without
RIS. In the following, we provide an in-depth discussion of
the benefits of RIS and RSMA from an EE point of view.

In Fig. 8, we show the average fairness EE improvement by
RSMA for RIS-assisted systems. As can be observed, the ben-
efits of employing RSMA increase with K. The reason is that,
as the number of users grows, the interference level increases,
which in turn improves the benefits of employing a powerful
interference-management technique such as RS. Indeed, the
more overloaded the systems is, the more gain RSMA can
provide. We also observe that the RSMA benefits increase with
Pc. Indeed, when the constant power consumption is higher,
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Fig. 8: The average performance improvement by RSMA versus Pc

for NRIS = 20, L = 2, M = 2, nt = 200, ϵc = 0.001, and
NBS = 5.
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Fig. 9: The average performance improvement by RIS for the RSMA
schemes versus Pc for NRIS = 20, L = 2, M = 2, nt = 200,
ϵc = 0.001, and NBS = 5.

it is more important to properly design the system to get a
better EE performance.

Fig. 9 shows the average performance improvement by RIS
for the RSMA schemes versus Pc for NRIS = 20, L = 2,
M = 2, nt = 200, ϵc = 0.001, and NBS = 5. As can be
observed, the RIS benefits decrease with the number users for
a fixed NRIS . However, the RIS benefits are still significant
even when the number of RIS elements per user is relatively
low (less than 3 per user). This suggests that RIS may be
promising in practical scenarios. We also observe that the RIS
benefits increase with Pc, which is in line with the results in
Fig. 8.

C. Summary

Our main findings in the numerical section can be summa-
rized as follows:

• RSMA and RIS can significantly improve the SE and EE
of the system. Moreover, the combination of the RSMA
and BD-RIS with group-connected architecture of group
size two outperforms the other schemes.
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• The use of RIS increases the benefits of RSMA in over-
loaded systems. However, the relative benefits of RSMA
decrease by employing RIS in underloaded systems.

• The benefits of RSMA increase with the number of users,
K, since the interference level increases when there are
more users in the system. However, the benefits of RIS
decrease with K when NRIS is fixed. The reason is that
the number of RIS elements per user decreases with K
for a fixed NRIS , which in turn reduces the RIS benefits.

• RSMA provides higher gains when the packet lengths are
shorter or when the reliability constraint is more stringent.
Therefore, RSMA is more effective in URLLC systems,
especially in highly overloaded systems.

VI. CONCLUSION AND FUTURE WORK

In this paper, we showed that RSMA and RIS can signif-
icantly improve the spectral and energy efficiency of MISO
multi-cell BC URLLC systems. Moreover, we investigated
the role of RSMA and RIS in URLLC systems, analyzing
the impact on performance of different parameters, such as
the reliability constraint, packet length, number of users per
cell and BS power budget. We showed that the use of RIS
has a different impact on the benefits of RSMA in different
operational points. Specifically, RIS decreases RSMA benefits
in underloaded systems, while it enhances the RSMA gain in
overloaded systems. Indeed, RSMA and RIS can be mutually
beneficial tools in overloaded systems. In addition, RSMA
provides higher gains when the reliability constraint is more
stringent and/or when the packet lengths are shorter. Finally,
we showed that BD-RIS with group-connected architecture of
group size two can outperform regular RIS.

As a future work, it can be interesting to investigate
the performance of multi-layer RSMA schemes in URLLC
systems. Moreover, the performance gap between our pro-
posed algorithms and the global optimal solution should be
studied. Additionally, proposing robust designs for RSMA
in multiple-antenna BD-RIS-assisted URLLC systems can be
another challenging direction for future studies. In [71]–[74],
the performance RIS has been studied in the presence of
imperfect CSI, which might be helpful to obtain robust RSMA
designs for RIS-assisted URLLC systems. Finally, there is
no implementation of BD-RIS yet, and it is important to
investigate the performance of BD-RIS with more realistic
models based on practical implementations.

APPENDIX A
PROOF OF LEMMA 1

Due to a space restriction, we only provide a proof for the
inequality in (22). It is straightforward to extend the proof
to obtain the lower bound r̃p,lk in (21). To prove (22), we
obtain a concave lower bound for the Shannon rate as well
as a convex upper bound for δc,lk({x}, {Θ}). Employing [25,
Eq. (70)], we can obtain a lower bound for the Shannon rate
as

log (1 + γc,lk) ≥ log
(
1 + γ

(t−1)
c,lk

)
− γ

(t−1)
c,lk

+ 2dlkR
{(

hlk,lx
(t−1)
c,l

)∗
hlk,lxc,l

}

− γ
(t)
c,lkelk

σ2 +
∑
ij

|hlk,ixp,ij |2 +
∑
i

|hlk,ixc,i|2
 ,

(44)

which is quadratic and concave in {x}. To obtain a convex
upper bound for δc,lk({x}, {Θ}), we employ the inequality in
[25, Eq. (70)], which results in

√
Vc,lk ≤

√
V

(t)
c,lk

2
+

γc,lk√
V

(t)
c,lk (1 + γc,lk)

=

√
V

(t)
c,lk

2

+
1√
V

(t)
c,lk

(
1−

σ2 +
∑

ij |hlk,ixp,ij |2 +
∑

i ̸=l |hlk,ixc,i|2

σ2 +
∑

ij |hlk,ixp,ij |2 +
∑

i |hlk,ixc,i|2

)
.

(45)

Unfortunately, the upper bound in the right-hand side of (45)
is not convex in {x}. To obtain a convex upper bound for
the right-hand side of (45), we employ [25, Eq. (69)], which
yields

√
Vc,lk ≤

√
V

(t)
c,lk

2
+

1√
V

(t)
c,lk

(
1− 2σ2elk

− 2
∑
ij

elkR
{(

hlk,ix
(t−1)
p,ij

)∗
hlk,ixp,ij

}
− 2

∑
i ̸=l

elkR
{(

hlk,ix
(t−1)
c,i

)∗
hlk,ixc,i

}

+elkζ
(t−1)
c,lk

∑
ij

|hlk,ixp,ij |2 +
∑
i

|hlk,ixc,i|2
 . (46)

Finally, we can obtain the lower bound in (22) by substituting
(45) and (46) in (13).
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