
Abstract
Visual exploration of massive data sets arising in the telecommu-

nication industry is a challenge. This paper describes a number of
different techniques for visually exploring large data sets. The tech-
niques cover a wide range of techniques, including statistical 2D dis-
plays, pixel-oriented displays, and dynamic 3D displays with vari-
able resolution. The techniques have been successfully applied in the
telecommunications industry to analyze call detail data for under-
standing customer behavior and preventing fraudulent usage, and to
monitor network traffic for analyzing unexpected network events
such as high volumes of unanswered calls.

1. Introduction
The progress made in hardware technology allows to-

day’s computer systems to store very large amounts of data.
The available storage space is easily filled with data which is
often automatically recorded via sensors and monitoring sys-
tems. Today, even simple transactions of every day life, such
as paying by credit card or using the telephone, are typically
recorded by using computers. Usually, many parameters are
recorded, resulting in multidimensional data with a high di-
mensionality. The data of all areas mentioned so far is collect-
ed because people believe that it is a potential source of valu-
able information providing a competitive advantage (at some
point). Finding the valuable information hidden in them,
however, is a difficult task. With today’s database systems
and their query tools, it is only possible to view quite small
portions of the data. If the data is presented textually, the
amount of data which can be displayed is in the range of some
one hundred data items, but this is like a drop in the ocean
when dealing with data sets containing millions of data items.
Having no possibility to adequately query and view the large
amounts of data which have been collected because of their
potential usefulness, the data becomes useless and the data-
base becomes a data ‘dump’.

Global telecommunication network and service compa-
nies are among the enterprises having the highest volumes of
real-time data. A voice network may complete more than 250
million calls per day. Each is described by one or more events,
yielding a total of tens of gigabytes of data daily. Wireless,

Asynchronous Transfer Mode (ATM), frame relay, Internet
Protocol (IP) networks and higher-level services on them are
also described by massive data sets, and can present addition-
al problems in reconstructing an end-to-end view of user ac-
tivity. Understanding this data at full scale is crucial for man-
aging networks and improving their performance and
reliability from a customer’s viewpoint. Visualization tech-
niques have become increasingly important to achieving this
goal. In the AT&T Infolab2, new visualization techniques are
used for interactive network data exploration. The techniques
used include interactive 3D maps, statistical displays, net-
work topology diagrams, and pixel-oriented displays. Its ap-
plications include monitoring and analyzing activities at the
network element, network-wide, customer and service level.
These activities may be network generated (e.g., exploration
of network events and alarms or customer generated (e.g., us-
age anomalies such as fraud). End uses of the analysis would
likely include improvement of service to customers, market
analysis and gaining an understanding of previously hidden
relationships between and within data segments.

The goal of the work described in this paper is to support
interactive visual exploration of databases that describe full-
scale commercial telecommunication networks, and to simul-
taneously raise the level of abstraction in visualization, for ex-
ample, showing layered services or network performance
from an individual customer’s viewpoint. Derived from this
goal is the ability to move from data to business decision with-
in minutes.

Many data analysis tasks that are tractable on small or me-
dium-sized data sets can be difficult at greater scale. When
practitioners refer to terabyte databases, they sometimes
mean databases of image, sound or video data. In contrast, the
telecommunication application involves working with many
small records describing transactions and network status
events. The data processing involved is different in terms of
the number of records and data items to be interpreted. In
voice networks, the detail record for each call conforms to an
industry standard format (Automatic Message Accounting, or
AMA) that has about 50 attributes such as originating and ter-
minating phone numbers, date, time and duration of the call.
In our application this information is stored for each of the
hundreds of millions of calls made daily, yielding about 15
GByte of data uncompressed. In addition, data is collected
from the other networks previously mentioned. Understand-
ing the relationships between them is increasingly important,
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e.g. to manage integrated communication services for global
enterprises, but the data management problems that result are
even more challenging than for a single service.

In this paper, we provide an overview of the techniques
used for visually exploring large telecommunication data
sets. Section 2 briefly introduces some techniques for visual-
izing large multidimensional data sets and section 3 deals
with techniques that specifically include time- and geometry-
related information. In section 4, we describe a number of ex-
ample applications of the techniques at AT&T including
fraud detection, network monitoring, and call volume analy-
sis. Section 5 provides some concluding remarks.

2. Visualization of Multidimensional Data 

In telecommunication applications, there are a number of
multidimensional data sets. For these data sets, there is no
standard mapping into the Cartesian coordinate system since
the data does not have some inherent two- or three-dimen-
sional semantics. In this section, we provide an overview of
multidimensional visualization techniques and provide a
classification of the existing techniques (cf. subsection 2.1).
Then, we discuss one category - the pixel-oriented techniques
- in a little more detail (cf. subsection 2.2).

2.1 Classification of Multidim. Visualization Techniques

There are a number of well-known techniques for visual-
izing multidimensional data sets which can be best classified
using three orthogonal criteria: the visualization technique,
the distortion technique, and the interaction technique (cf.
Figure 1). Orthogonality means in this context that any of the
visualization techniques can be used in conjunction with any
of the distortion as well as any of the interaction techniques.
The visualization techniques can be divided into geometric
projection, icon-based, pixel-based, hierarchical, and graph-
based techniques. Well-known examples of geometric pro-
jection techniques include scatterplot matrices and coplots
[And 72, Cle 93], landscapes [Wri 95], prosection views
[FB 94, STDS 95], hyperslice [WL 93], and parallel coordi-
nates [Ins 85, ID 90]; examples of icon-based techniques are
stick figures [PG 88], shape-coding [Bed 90], and color icons
[Lev 91, KK 94]; examples of pixel-oriented techniques are
the spiral [KK 94, Kei 96], recursive pattern [KKA 95] and
circle segment techniques [AKK 96]; examples of hierarchi-
cal techniques are dimensional stacking [LWW 90], treemap
[Shn 92, Joh 93], and cone-trees [RMC 91]; and examples of
graph-based techniques are cluster- and symmetry-optimized

as well as hierarchical graph visualizations [BEW 95,
BETT 99]. In addition to the visualization technique, for an
effective data exploration it is important to use some interac-
tion and distortion techniques. The interaction techniques al-
low the user to directly interact with the visualization. Exam-
ples of interaction techniques include interactive mapping
[BF 93, BSC 96], projection [Asi 85, BCS 96], filtering
[AS 94, Eic 94, FS 95], zooming [Bed 94, AW 95], and inter-
active linking and brushing [War 94, WUT 95]. Interaction
techniques allow dynamic changes of the visualizations ac-
cording to the exploration objectives, but they also make it
possible to relate and combine multiple independent visual-
izations. Note that connecting multiple visualizations by link-
ing and brushing, for example, provides more information
than considering the component visualizations independent-
ly. The last criterion of the classification helps in the interac-
tive process of exploration by providing means for focussing
while preserving an overview of the data. The basic idea of
distortion techniques is to show portions of the data with a
high level of detail while others are shown with a much lower
level of detail. A number of simple and complex distortion
techniques may be used for this purpose [LA 94]. Examples
are the perspective wall [MRC 91], bifocal lens [AS 82], table
lens [RC 94], fisheye view [Fur 86, SB 94], hyperbolic tree
[LR 94, LRP 95, MB 95], and hyperbox techniques [AC 91]. 

This brief introduction of our classification and the enu-
meration of examples is aimed at providing a more structured
understanding of the large number of available multidimen-
sional visualization techniques. It can also be used as a start-
ing point to compare the available techniques, to improve ex-
isting techniques, and to develop new techniques. To provide
a starting point for such a comparison, in Figure 2 we provide
a preliminary and subjective comparison table3 which is try-
ing to compare a number of visualization techniques. The
comparison of the visualization techniques is based on their
suitability for certain

• data characteristics 
such as number of dimensions (attributes), number of
data items, and suitability for categorical data,

1. The examples in this paper are only for illustration and not
intended to represent any specific service, customer or com-
petitor of AT&T.

2. The InfoLab was formed in AT&T Research in 1996 as an
interdisciplinary project to support research in analysis of mas-
sive network-related data. Current projects rely on the
resources of several SGI Origin-2000 servers, 5 terabytes of
disk storage, and an SGI Onyx connected to Powerwalls for
visualization research.

Figure 1: Classification of 
Multidimensional Visualization Techniques



• task characteristics 
such as clustering and multi-variate hot spots,

• visualization characteristics
such as visual overlap and learning curve.

A more detailed description of the classification and ex-
amples can be found in tutorial notes on visual data explora-
tion [Kei 97a, Kei 97b]. In the following, we introduce one
class of our classification - the pixel-oriented techniques - in
more detail. 

2.2 Pixel-oriented Techniques

The basic idea of pixel-oriented techniques [KK 94] is to
map each data value to a colored pixel and present the data
values belonging to one attribute in separate windows (cf.
Figure 3). Since in general our techniques use only one pixel
per data value, the techniques allow us to visualize the largest
amount of data, which is possible on current displays (up to
about 1,000,000 data values). If each data value is represented
by one pixel, the main question is how to arrange the pixels on
the screen. Our pixel-oriented techniques use different ar-
rangements for different purposes. If a user wants to visualize
a large data set, the user may use a query-independent visual-
ization technique which sorts the data according to some at-
tribute(s) and uses a screen-filling pattern to arrange the data

values on the display. The query-independent visualization
techniques are especially useful for data with a natural order-
ing according to one attribute (e.g., time series data). Howev-
er, if there is no natural ordering of the data and the main goal
is an interactive exploration of the database, the user will be
more interested in feedback to some query. In this case, the
user may turn to the query-dependent visualization tech-
niques which visualize the relevance of the data items with re-
spect to a query. Instead of directly mapping the data values to
color, the query-dependent visualization techniques calculate
the distances between data and query values, combine the dis-
tances for each data item into an overall distance, and visual-
ize the distances for the attributes and the overall distance
sorted according to the overall distance. The arrangement of
the data items centers the most relevant data items in the mid-
dle of the window, and less relevant data items are arranged in
a spiral-shape to the outside of the window. 

3.  Disclaimer: The comparison table expresses my (Daniel
Keim) personal opinion obtained from reading the literature
and experimenting with several of the described techniques.
Many of the ratings are arguable and largely depend on the
considered data, the exploration task, experience of the user,
etc. In addition, implementations of the techniques in real sys-
tems usually avoid the drawbacks of the single techniques by
combining them with other techniques, which is also not
reflected in the ratings.

Figure 3: Arrangement of Attribute Subwindows for 
Data with Six Attributes
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Geometric 
Techniques

Scatterplot Matrices ++ ++ + + - o ++
Landscapes + + - o o + +
Prosection Views ++ ++ + + - o +
Hyperslice + + + + - o o
Parallel Coordinates o ++ ++ - o -- o

Icon-based 
Techniques

Stick Figure o o + - - - o
Shape Coding o - ++ + - + -
Color Icon o - ++ + - + -

Pixel-ori-
ented Tech-

niques

Query-Independent + + ++ ++ - ++ +
Query-Dependent + + ++ ++ - ++ -

Hierarchical 
Techniques

Dimensional Stacking + + o o ++ o o
Treemap + o + o ++ + o
Cone Trees + + o + o + +

Graph-based 
Techniques

Basic Graphs o o - + o o +
Specific Graphs ++ + - + o + +

Figure 2: An Attempt of Comparing Multidimensional Visualization Techniques



All pixel-oriented techniques partition the screen into
multiple windows. For data sets with m attributes (dimen-
sions), the screen is partitioned into m windows — one for
each of the attributes. In case of the query-dependent tech-
niques, an additional (m+1)th window is provided for the
overall distance. Inside the windows, the data values are ar-
ranged according to the given overall sorting which may be
data-driven for the query-independent techniques or query-
driven for the query-dependent techniques. Correlations,
functional dependencies, and other interesting relationships
between attributes may be detected by relating corresponding
regions in the multiple windows.

Query-Independent Pixel-oriented Techniques

Simple query-independent arrangements are to arrange
the data from left to right in a line-by-line fashion or top-down
in a column-by-column fashion. If these arrangements are
done pixelwise, in general, the resulting visualizations do not
provide useful results. More useful are techniques which pro-
vide a better clustering of closely related data items such as
space-filling curves (e.g., the well-known curves by Peano &
Hilbert [Pea 90, Hil 91] and Morton [Mor 66]). For data min-
ing more important are techniques that provide nice cluster-
ing properties as well as an arrangement which is semantical-
ly meaningful. An example for a technique which has these
properties is the recursive pattern technique [KKA 95]. The
recursive pattern is based on a generic recursive scheme
which allows the user to influence the arrangement of data
items. 

It is based on a simple back and forth arrangement: First, a
certain number of elements is arranged from left to right, then
below backwards from right to left, then again forward from
left to right, and so on. The same basic arrangement is done on
all recursion levels with the only difference that the basic ele-
ments which are arranged on level i are the patterns resulting
from level(i-1)-arrangements. Let wi be the number of ele-
ments arranged in the left-right direction on recursion level i
and hi be the number of rows on recursion level i. On recur-
sion level i (i ≥ 1), the algorithm draws wi level(i-1)-patterns
hi times alternately to the right and to the left. The pattern on
recursion level i consists of  level(i-1)-patterns, and
the maximum number of pixels that can be presented on re-
cursion level k is given by . Examples of recur-
sive pattern visualizations are provided in section 4.

Query-Dependent Pixel-oriented Techniques

The idea of the query-dependent visualization techniques
[KK 94, Kei 96] is to visualize the data in the context of a spe-
cific user query to give the users feedback on their queries and
direct their search. Instead of directly mapping attribute val-
ues to colors, the distances of attribute values to the query are
mapped to colors. To describe the idea of the query-depen-
dent techniques, we view the relations of a relational database
as sets of tuples (a1, a2, ..., ak) with a1, a2, ..., ak denoting the
attribute values of a data item. Simple queries against the da-
tabase can be described as regions in the k-dimensional space
defined by the k attributes of the relation. If exactly one query
value is specified for each attribute, the query corresponds to

a point in k-dimensional space; if a query range is specified
for each attribute, the query corresponds to a region in k-di-
mensional space. The data items which are within the query
region form the result of the query. In most cases, the number
of results cannot be determined a priori; the resulting data set
may be quite large, or it may even be empty. In both cases, it
is difficult for the user to understand the result and modify the
query accordingly. To give the user more feedback on the
query, our visual data mining techniques do not only present
the data items which are within the query region, but also
those which are ‘close’ to the query region and only approxi-
mately fulfill the query. For determining the approximate re-
sults, distances between the data and query values are calcu-
lated. The distance functions are data type and application
dependent. For numeric types such as integer or real and oth-
er metric types such as date, the distance of two values is eas-
ily determined by their numerical difference. For other types
such as strings, multiple distance functions such as the lexico-
graphical difference, character-wise difference, substring
difference, or even some kind of phonetic difference may be
useful. The distance calculation yields distance tuples
(d1, d2, ..., dk) which denote the distances of the data to the
query. We extend the distance tuples by a distance value dk+1,
denoting the overall distance of a data item to the query. The
value of dk+1 is zero if the data item is within the query region;
otherwise dk+1 provides the distance of the data item to the
query region. In combining the distance values (d1, d2, ..., dk)
into the overall distance value dk+1, user-provided weighting
factors (w1, w2, ..., wk) are used to weight the distance values
according to their importance. The distance tuples (d1, d2, ...,
dk, dk+1) are sorted according to the overall distance dk+1.
Then the distance tuples are mapped to color. In this step, the
value ranges for each of the attributes and for the overall dis-
tance are mapped to a colorscale which has been specifically
designed for our visual data mining techniques. Note that the
human visual system has a non linear response to luminance
and spectral content. Incorrect use of color can hide existing
relations between variables, and introduce artifacts. It is
therefore important to use a colorscale which is perceptually
equally spaced [HL 92]. Our colorscale uses yellow to depict
the distance ‘zero’ and a decreasing lightness to depict in-
creasing distance values. The colors for approximate results
range from green over blue and red to almost black. For de-
tails about our color mapping, the reader is referred to
[KK 95b]. 

Since the focus of the query-dependent techniques is on
the relevance of the data items with respect to the query, dif-
ferent arrangements of the pixels are appropriate. In experi-
menting with different arrangements, we found that for visu-
alizing the results of a database query it seems to be most
natural to present the data items with highest relevance to the
query in the center of the display. With decreasing relevance
with respect to the query the data pixels have to be placed fur-
ther away from the center. The overall distance is used to
place the data items on a spiral moving from the center to the
outside. To retain the local clustering of data pixels which
gets lost on a one-pixel-wide spiral, the spiral shape arrange-
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ment is combined with a local 2,4, or 8 pixel-wide Peano-Hil-
bert curve.

As for the query-independent visualization techniques, a
separate visualization for each of the selection predicates (at-
tributes) and the overall distance is generated. In all subwin-
dows, we place the pixels for each data item at the same posi-
tion as the overall distance for the data item in the overall
distance subwindow. By relating corresponding regions in
the different windows, the user is able to perceive data char-
acteristics such as multidimensional clusters or correlations.
Additionally, the separate windows for each of the selection
predicates provide important feedback to the user; for exam-
ple, on the restrictiveness of each of the selection predicates
and on single exceptional data items. Examples of spiral visu-
alizations are provided in section 4. 

All mentioned pixel-oriented techniques are implement-
ed as part of the VisDB system. The details of the VisDB sys-
tem as well as other pixel-oriented techniques can be found in
[KKS 94, KK 95a, KK 95b, KK96].

3. Visualization of Time- and Geometry-
related Data
In addition to visualization techniques for arbitrary multi-

dimensional data, telecommunication applications also deal
with large geometry-related data sets. For geometry-related
information (in telecommunication data sets are usually 2D)
there are a number of well-established visualization tech-
niques such as maps, graphs, etc. The problem is that in gen-
eral these techniques do not scale to the extend required for
large scale telecommunication data sets. Therefore, the tech-
niques have to be extended to allow an effective support of
large scale data exploration. 

The SWIFT-3D system, developed at AT&T research labs
[KNK 99, KNTK 99], integrates a collection of relevant visu-
alization techniques ranging from familiar statistical display
to pixel-oriented overviews with interactive 3D-maps and
drag+drop query tools. It provides comprehensive support for
data exploration, integrating large scale data visualization
with querying, browsing, and statistical evaluation (see
[AW 95, BEMW 95, RLG 96] for examples of previous relat-
ed work). The visualization component maps the data to a set
of linked 2D and 3D views [BMMS 91, War 94] created by
different visualization techniques:

• Statistical 2D Visualizations (line graphs, histograms,
etc.) - used as overview displays and for interactive
data selection 

• Pixel-oriented 2D Visualizations - intended as bird’s-
eye overviews and for navigation in 3D displays

• Dynamic 3D Visualizations - used for an interactive
detailed viewing of the data from different perspec-
tives.

In addition, the system provides tightly integrated browsing
and querying tools to select the data to be displayed and to
drill-down for details if some interesting pattern has been
found. 

The statistical displays (e.g., line graphs and histograms)
are used to provide an overview of the data. Usually, a line

graph or histogram showing the development of some param-
eter (e.g., call volume) aggregated over time is used as an
overview display (cf. upper left corner of Figure 4). The sta-
tistical graphs are used to interactively select a certain time
step to be displayed in the other visualizations. The pixel-ori-
ented 2D displays provide a more detailed overview of the da-
ta, showing the call volume for each location by one colored
pixel (cf. lower left corner of Figure 4). The technique behind
the pixel-oriented 2D displays is an adaptation of the Gridfit
approach used in the VisualPoints system [KH 98]. The Grid-
fit algorithm places data points on a pixelated display, so that
points having coordinates that would normally map to the
same display pixel are represented by other pixels that would
otherwise be unoccupied. The algorithm is based on hierar-
chical partitioning of the data space, using a top-down reallo-
cation of the screen space according to the requirements of
subregions. Gridfit allows an efficient and effective reposi-
tioning of the pixels on the screen such that the (absolute and
relative) position of the data points and their distance is pre-
served as much as possible. The color is chosen such that high
call volumes are mapped to dark colors and low call volumes
are mapped to bright colors. The dynamic 3D displays pro-
vide a detailed view of the data. They show a histogram spike
for each location to display a value corresponding to the cur-
sor position in the time line window. The user can interactive-
ly navigate in the 3D display, zoom in at interesting locations,
or view the map from arbitrary perspectives. An automated
path-planning module has also been designed to determine a
natural, context-preserving path from one viewpoint to an-
other. The mapping between the data and display objects is
set in an auxiliary file that contains geometric information
about points, lines, polygons, and triangles, and coloring.
Various color maps may be defined to highlight interesting
properties of data. The mapping file may contain multiple
levels of detail; for example, a data set representing the Unit-
ed States may be divided according to state, county, and tele-
phone exchange, census block and 9-digit postal zip code out-
lines. Also, multiple data value sets can be mapped to the

Figure 4: Swift-3D overview.



same geometry. For example, we can map state population to
the state outline level and county population to the county lev-
el. As the view of a state enlarges, the displays can shift from
showing a single value for state population to showing one
per county. 

A screenshot of the overall system is given in Figure 4.
The upper left window shows a time line visualization of
voice network volume in 10-minute intervals. This plot
shows the volume for different services (e.g. residential, busi-
ness, and 1+ dial-around service, software-defined networks,
and aggregate volume). The window below the time line al-
lows the user to select data for display by date, time or type of
service. The pixel-oriented overview display is shown in the
lower left corner of Figure 4. The large window shows a
three-dimensional display of the data using a histogram spike
for each location to display the call volume corresponding to
the cursor position in the time line window (11:00). The user
can interactively navigate in the 3D display and view the map
from arbitrary perspectives. The user may also play through
an adjustable interval in the time line window to get an ani-
mated time-sequence display. If the user sees an interesting
pattern in the visualization window, a drag-and-drop inter-
face is available to drill-down to get details, explore context
and take actions if necessary. This provides an intuitive way
of converting spatial information into detailed information
such as the top originating or top dialed numbers. 

4. Applications in Telecommunication

The techniques introduced in the previous subsections
have been successfully applied on a number of different tele-
communication data sets4. The query-dependent spiral-
shaped visualizations are, for example, used for fraud detec-
tion in call detail data. The data set used for this purpose con-
tains the calling time of a number of customers aggregated for
each hour of the day. This means that the data sets consists of

24 time bins (plus some additional information) containing
the calling time within the corresponding time period. In the
query-dependent visualizations it is now interesting to focus
on the customers with unusually high calling times especially
at night time. In the visualization presented in Figure 5, we
therefore focus on customers with a high call volume between
2 a.m.and 3 a.m. (subwindow 4). Colors are chosen such that
high call volumes correspond to high bright colors (yellow)
and dark colors correspond to small call volumes). It is inter-
esting that - for customers with a high call volume between 2
a.m. and 3 a.m. - there is a high inverse correlation between
the time bin 2 a.m. - 3 a.m. and the time bins 6 a.m. - 7 p.m.
Similarly, other interesting subsets of the database may be
identified, helping to better understand the data and to identi-
fy characteristics of fraudulent calling behavior.

We also used the query-dependent techniques to analyze
data obtained from AT&T´s internet service WorldNet (cf.
Figure 6). The data analyzed is information about the internet

4.  The visualizations do not necessarily show the real data. In some
cases, the data had to be modified to protect proprietary information.

Figure 5: Query-dependent Visualization of Call Detail Data Figure 6: Query-dependent Visualization of WorldNet Data
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Figure 7: Recursive Pattern Visualization
of Calls with a Specific Final Handling Code



sessions such as number of sessions per month, average
length of the sessions, maximum length of the sessions, num-
ber of transferred bytes, etc. The focus of the query-depen-
dent visualization is on customers with a high number of ses-
sions and a high average length of the sessions (subwindow 3
and 5). It is interesting that there is a high correlation between
those two attributes but the visualization also reveals a high
correlation between the attributes shown in subwindows
6 to 9.

To apply the query-independent techniques it is important
to have an natural ordering of the data. We used the recursive
pattern visualization technique to look at calls with a specific
final handling code in a certain region over a certain time pe-
riod. The data is arranged such that one day corresponds to
one column. The resulting recursive pattern visualization
shown in Figure 7 clearly shows the daily time-dependency
of the calls but it also reveals special time periods with an un-
usual behavior. The unusual behavior with a very low or very
high number of calls the given final handling code (for exam-
ple, Sept. 07-08, 1997 and Oct. 26, 1997) may either result
from external events such as holidays, promotions, and catas-
trophes or internal events such as network failures. 

The time- and geometry-related pixel-oriented 2D dis-
plays have been applied to time series of call detail data. Fig-
ure 8 presents four time steps of such visualizations, showing
the call volume within a 10 minute interval at the given time.
The time sequence clearly shows the development of the call
volume over time. The visualization allows an intuitive un-
derstanding of the development of the call volume, showing
the wake-up from east to west, the drop down in call volume
at commuting and lunch time, etc. These aspects are expected
patterns but more interesting are unexpected patterns which
can easily be discovered in monitoring the call volume. 

An interesting example of applying the SWIFT-3D sys-
tem is the examination of calls that cannot be completed due
to congestion at the customer premise. Keeping this number

low is important due to the resources consumed. This is im-
portant both to the customers (who need reliable service for
tele-marketing sales and customer support) and to a network/
service provider from a financial standpoint (unanswered
calls consume network resources and incur cross-carrier set-
tlement charges without creating revenue). In visually ex-
ploring voice network events, we noticed that on several days
within an interval of several weeks, many unanswered calls
originated in a certain metropolitan area (cf. Figure 9). The
events always occurred at bottom of the hour (:30) for several
hours in the evening. By interactive querying we found that
most of the calls were directed at one 800 number, and that the
number belonged to a radio station. By tuning in, we discov-
ered that the station was giving out free tickets for an upcom-
ing concert. The winner was the tenth caller at the bottom of
each hour. 

5. Conclusions

Effective visual exploration of massive telecommunica-
tion data sets requires tightly integrating a diverse collection
of visualization and analysis tools and techniques. Each of the
applications we tried has different requirements, and so it is
valuable to have a flexible environment for experiments on
scalable prototypes. In using the system, users often observe
interesting aspects in an overview visualization and then ex-
plore them by means of detailed visualizations, drill-down fa-
cilities, and drag-and-drop queries. Except in the most simple
situations, visualization is not a closed, linear process; explo-
ration seems to be inherently non-linear and therefore the
ability to switch easily between techniques is very important. 
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