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ABSTRACT

We present a tool that is specifically designed to support a writer
in revising a draft-version of a document. In addition to showing
which paragraphs and sentences are difficult to read and understand,
we assist the reader in understanding why this is the case. This re-
quires features that are expressive predictors of readability, and are
also semantically understandable. In the first part of the paper, we
therefore discuss a semi-automatic feature selection approach that
is used to choose appropriate measures from a collection of 141
candidate readability features. In the second part, we present the
visual analysis tool VisRA, which allows the user to analyze the fea-
ture values across the text and within single sentences. The user can
choose different visual representations accounting for differences in
the size of the documents and the availability of information about
the physical and logical layout of the documents. We put special
emphasis on providing as much transparency as possible to ensure
that the user can purposefully improve the readability of a sentence.
Several case-studies are presented that show the wide range of ap-
plicability of our tool.

Index Terms: I.7.5 [Document and Text Processing]: Document
Capture—Document Analysis; I.5.2 [Pattern Recognition]: Design
Methodology—Feature evaluation and selection

1 MOTIVATION

A common challenge when producing a text, is to write it in a way
that it is easy to read and understand by the target community.
This includes aspects like ensuring contextual coherency, avoid-
ing unknown vocabulary, difficult grammatical structures, or mis-
spellings. In this paper, we are introducing the tool VisRA that is
specifically designed for supporting the writer in the task of revising
a text. After loading a text, VisRA gives the user detailed feedback
about passages and sentences that may be difficult to read and un-
derstand. The feedback not only points to problematic sentences,
but it also identifies and explains the reason(s) why this sentence
may be difficult to read. This allows an efficient and effective revi-
sion of the written document.

There are several basic aspects of readability. Primarily these
are problems in linguistics and content-wise difficulties. Consider
for example the sentence “I think, therefore I am”. It is not diffi-
cult to understand the sentence in terms of vocabulary or grammar,
but content-wise, it requires some deeper thought. In addition, the
readability of a document is also influenced by the contextual co-
herence1 and consistency2 as well as the print layout of a page.

In this paper, we concentrate on features that measure the first
two aspects of readability (linguistic and content-wise appropriate-
ness). A special challenge in our application scenario is issued by
the need for features that are a) semantically understandable and b)
at the same time allow for a detailed analysis of the text with respect
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to the reasons for the observed difficulties. Section 3 discusses how
we find appropriate features from a large set of candidates using a
semi-automatic feature selection approach.

Section 4 introduces the VisRA tool. The tool is designed in a
way that it is easy to see the characteristics of the features across
the document, while at the same time it identifies the single para-
graphs and sentences that are most in need of being revised. Vi-
sualization techniques support the user in the analysis process and
are employed to convey the information about why a sentence or
paragraph is difficult to read and/or why it cannot be understood ef-
fectively. Finally, the case studies in section 5 show the wide range
of applicability of our tool.

2 RELATED WORK

2.1 Readability Analysis
Several well known formulas to measure readability exist. Among
the most popular ones are the Flesch-Kincaid Readability Test [19],
Flesch Reading Ease [12], SMOG [21], the Coleman-Liau-Index
[8], and Gunning Fog [13]. It is common to all these measures that
they are solely based on statistical properties of the text, such as
word length (either measured as the number of syllables or the num-
ber of characters), the number of words in a sentence / paragraph,
and the number of easy and hard words. A word is considered as
“hard”, if it consists of three or more syllables or alternatively, if
it is not contained in a list of easy words. The most severe disad-
vantage of these methods is that the calculated value does not allow
the user to conclude what exactly has to be changed to improve the
readability of the text.

Other approaches take more aspects of readability into account.
For example, [17] and [23] consider the syntactic complexity with
the help of features like the depth of the parse tree of a sentence
or the number of sentences in passive voice. In both papers the
vocabulary usage is taken into account with a statistical language
model to avoid the need for a vocabulary list, same as [9] and [24]
do. The difficult problem of measuring how coherent a text is, is
tackled in [3]. Their approach is based on the assumption that the
distribution of entities can be used to defer information about the
local coherence of the text. Additionally, [22] takes discourse re-
lations into account to measure text coherence and show that they
are good predictors of readability (comparing them to several other
readability features). However, their method requires the discourse
annotation, since so far, it cannot be determined automatically. [5]
analyzes if syntactical surface statistics are good predictors for sen-
tence fluency.

In contrast to the above mentioned methods, we do not make
assumptions about what features might be good predictors for read-
ability. We prefer to start with a high number of features and let
automatic algorithms decide what the best predictors are. Further-
more, our goal is to provide the user with a tool that guides the
improvement of the text within the scope of special requirements,
in which we need features that are semantically understandable.

1“The coherence of a text is the degree to which the reader can describe
the role of each individual sentence (or group of sentences) with respect to
the text as a whole.” [7]

2Consistency in this case can be interpreted as being in agreement or
harmony with what has already been set as well as always following the
same style.

http://nbn-resolving.de/urn:nbn:de:bsz:352-127147


2.2 Document Visualization
In our tool, we want to show the user not only which passages are
difficult to read, but also demonstrate why they are less readable.
We therefore need a visualization technique that permits a user to
analyze a document in detail, rather than using approaches that were
intended to support the browsing or summarization of large docu-
ment collections. Related approaches that meet this requirement
are reviewed below.

Literature Fingerprinting [18] is a technique that depicts each
text unit with a single pixel and visually groups them into higher
level text units. Color is mapped to a specific text feature allowing
for a detailed analysis of the text. We use this technique in our tool
in the overview and navigation panel. Closely related to the Litera-
ture Fingerprinting technique are the visualizations that were intro-
duced in [2, 16, 10]. Seesoft [2] has been designed for the visual
analysis of program code, depicting each line of code with a (pro-
portionally scaled) line in the diagram. We employ the approach
in one of our overview representations. The intention of TileBars
[16] is to provide a compact and meaningful representation of Infor-
mation Retrieval results, whereas the FeatureLens technique, pre-
sented in [10], was designed to explore interesting text patterns,
find meaningful co-occurrences of them, and identify their tempo-
ral evolution.

Beyond that, the visualization techniques Ink Blots [1] and the
system Compus [11] have to be mentioned as examples of detailed
text visualizations. In contrast to the other techniques, both the
Ink Blot technique and Compus visualize a multitude of features
at once in a single visualization by accepting much overplotting.
As a result, they cannot cope with features that provide values for
each single text unit (at least not without giving up their claim to
visualize multiple attributes at once).

A different visualization technique for documents are thumbnails
of document pages. They are used to give an overview of the doc-
uments and to allow the user to navigate to a page or passage of
interest. The enhanced thumbnail [28] is a combination of a plain
thumbnail that preserves the gestalt of the page with keywords that
describe the page content. A combination of the enhanced thumb-
nails with a detail view is presented in [26]. This combination al-
lows efficient navigation in documents while having the details at
hand. A different navigation approach is presented by the space-
filling thumbnail system [6] that uses a space-filling placement of
plain thumbnails for navigation and opens a detail view on demand.
We incorporate the idea of the enhanced thumbnails in our tool, but
instead of keywords we show the readability of passages to the user.

3 FINDING SEMANTICALLY RICH READABILITY FEATURES

To provide the user with detailed feedback about why a passage
in a document is difficult to read, we need a readability measure
that is both semantically rich and expressive. Feature Selection can
be considered a difficult problem in general. Sometimes common
sense or expert knowledge is used to determine the right features.
However, with such an approach it easily happens that features are
ignored that do have a high expressiveness but are not commonly
associated with the task. On the other hand, fully automatic feature
selection techniques may end up with features that are semantically
difficult to understand.

In this paper, we follow a semi-automatic approach. We start
our search for text features that are expressive with respect to read-
ability with a large initial feature set to ensure impartiality. First,
automatic feature selection methods are applied to determine mea-
sures that are expressive with respect to readability. Second, redun-
dancy between the features is detected with the help of correlation
measures. The user is incorporated in the last step of the feature
selection process. By manual inspection of the feature classes, it
is much more likely that semantically meaningful features are se-
lected.

Note that it is critical to start with a feature set that is as exhaus-
tive as possible. Aspects that cannot be measured with the provided
initial feature set will be missed in the process. To alleviate this
problem, it is advisable to work in close collaboration with an ex-
pert who could eventually identify aspects which might trigger an
iterative analysis process. The feature selection process can be con-
sidered as a one-time effort, although some features require adapta-
tion to the target community (see section 3.1).

3.1 Initial set of text features
Our goal was to search in a manner that is as unbiased as possi-
ble for text features that are expressive with respect to readability.
We therefore implemented 141 different text features which can be
classified into the following categories:

• Features that are based on word classes: After a text has been
part-of-speech tagged (using the Stanford POS Tagger [27]),
the frequencies of the different word classes (such as nouns,
verbs, pronouns, etc.) are calculated. Furthermore, the ratio
between different word classes is taken into account.

• Features that are based on word frequencies: Large docu-
ment collections such as the Project Gutenberg (http://
www.gutenberg.org/) or Wikipedia (http://www.
wikipedia.com) make it possible to calculate the average
usage frequency of a word. We exploited those resources to
determine how common the words of a text sample on average
are. This was done on different granularity levels, taking the
most frequent 50, 100, 500, 1000, or 2000 words into account.
In some application scenarios, it is more appropriate to deter-
mine the most frequent terms on a domain-dependent collec-
tion. The rationale behind this is that even words that are
difficult to understand in general may be well-known within
a specific community and therefore appropriate to use in such
a context. Since we analyze documents from the visual ana-
lytics community in two of our case studies, we additionally
calculated term frequencies on a collection of VAST and In-
foVis papers of previous years.

• Features that analyze the sentence structure: Besides mea-
suring the sentence length, we implemented features that are
based on the phrase structure tree1 of a sentence as determined
by the Stanford Parser [20]. Features such as the depth of the
phrase structure tree, its branching factor or the position of the
verb were implemented to take the grammatical structure of a
sentence into account.

• Others: In addition to the aforementioned features, several
other features were implemented, e.g. measuring the number
of quotations in a text or the number of sentences in passive
voice.

The selection of appropriate features is performed in a two step
process. First, the feature set is reduced by removing all features
that only show a low expressiveness with respect to the text prop-
erty readability. Second, a set of semantically meaningful, non-
redundant features is being determined.

3.2 Step 1: Removing features with low expressiveness
with respect to readability

Using a ground-truth data set of text samples that include examples
that are both very easy and very difficult to read, features that show
no or only a very low expressiveness with respect to readability
are filtered out. The necessary ground-truth data set is compiled
of a collection of books for children (most of them are rated as

1A phrase structure tree is a hierarchical representation of a sentence that
is build according to the nesting of its (sub)phrases.
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Figure 1: Correlation matrix of the features remaining after removing
the ones with low expressiveness. As can be seen, some features
are highly correlated to each other measuring the same aspect of
readability.

being suitable for children aged 4 to 6) and the work program of the
FP7 initiative2. Note that the two data sets were arbitrarily chosen.
Because we only conservatively discard features in this step of the
process, the choice of samples is not that critical as long as the two
sets are clearly discriminating with respect to readability.

The aforementioned documents are split into text samples of
about 1000 words each. Next, the 65 samples that are rated by
the Flesch Reading Ease Measure [12] and the easiest and the most
difficult ones are chosen to be a part of the training data set. For
each of the 141 features and 130 text samples a normalized value
between 0 and 1 is calculated, resulting in a 130 dimensional vec-
tor for each feature. To determine the discrimination power of each
features, the Pearson Correlation Coefficient is calculated assum-
ing that the ideal feature should rate all FP7 documents as 1 and the
samples that are taken from children’s literature as 0. Only features
that score at least 0.7 in this test are kept (which is about 40% of all
features).

3.3 Step 2: Selecting semantically meaningful, non-
redundant features

After filtering out all features that show a low discrimination power
with respect to the two classes, we select appropriate features that a)
are semantically meaningful and b) are non-redundant (i.e. do not
measure the same aspect of readability). Using again the Pearson
Correlation Coefficient, the correlation factors between all possible
feature pairs are calculated. To detect features that highly correlate
with each other, we resort the rows and columns of the resulting
correlation matrix with the help of a hierarchical clustering algo-
rithm. Furthermore, the cells of the matrix are colored according to
the value that they represent (starting with values ≥ 0.8, see color
scale in figure 1). Next, the clusters are manually inspected to find
out which semantic aspect they measure. For each cluster, one fea-
ture is chosen as a representative. If there is no common semantic
aspect, the feature is chosen that is easiest to understand. “Easy to
understand” in this case means that the feature must be consciously
controllable when writing a text, allowing an analyst to improve the
readability of a sentence with respect to this feature.

In figure 1, clusters from which features were chosen are marked
in yellow. Cluster B1 was dismissed because of its strong correla-
tion to cluster B (see overlap area of dashed lines). The same is

2FP7 stands for the Seventh Framework Programme for Research and
Technological Development of the European Union, whose work programs
are generally agreed on as being difficult to read.

true for A1 which correlates with A. Interestingly, the clusters C,
C1, C2, and C3 contain features that are semantically similar (dif-
ferent variants of measuring nominal forms), but despite this, no
strong correlation can be perceived. Features that are not distin-
guishable on a semantic level do not help the user when refining a
text. We therefore decided to choose one feature from each clus-
ter but to present only the one with the highest score to the user.
Cluster D summarizes features that measure how common the used
vocabulary is (in comparison to a reference corpus). Finally, cluster
E contains features that measure the sentence structure complexity.

3.4 Resulting Feature Set

Finally, the following features were selected:

• Word Length (cluster B): Measured as the average number of
characters in a word.

• Vocabulary Complexity (cluster D): Measured as the percent-
age of terms that are not contained in a list of common terms.
These terms are either defined as the 1000 most frequent terms
in a large document collection of the specific language (the so-
called basic vocabulary of the language)3 or are determined
from a set of documents of the specific domain (in this case
VAST/InfoVis papers).

• Nominal Forms (clusters C-C3): This is a combined measure
(see section 3.3) consisting of features that take the noun/verb
ratio and the number of nominal forms (i.e. gerunds, nom-
inalized words (ending with ity, ness, etc.) and nouns) into
account.

• Sentence Length (cluster A): Measured as the number of
words in a sentence.

• Sentence Structure Complexity (cluster E): Measured as the
branching factor in the phrase structure tree of a sentence.
This measure is related to the one proposed in [29]. It fol-
lows the assumption that the mental complexity of processing
a sentence is increased if parts of the sentence are interrupted
by subordinate sentences or parenthesis. In this case, the brain
is forced to remember incomplete parts of the sentence.

All features are normalized with respect to sentence length and
mapped between 0 and 1. We use the values that we observed for
our ground-truth data set to determine the normalization factors for
each feature. Figure 2 shows the three cases that are possible: (a)
The values of the easy-to-read samples are clearly separated from
the values of the difficult ones. (b) There is no separation at all be-
tween the two classes. (c) The observed values overlap each other,
meaning that there is a range of values for which we cannot decide
the class the text unit belongs to.

The features values are normalized in a way that the interval size
for both classes is the same (e.g. one class between 0 and 0.4 and
the other class between 0.6 and 1). The distance between the ob-
served values of the two classes is accounted for by the size of the
gap between the two intervals (see graphics and formulas in fig-
ure 2).

For the values of the easy-to-read samples a color scale from
light blue (fairly easy) to dark blue (very easy) is used. Similarly,
values in the interval of the difficult samples are colored in shades
of red. Values in between the two intervals are colored in white if
there is a clear separation between the two classes, and in grey if
both classes overlap (see color scales in figure 2).

3As an English word list we use [14] (based on Project Gutenberg), our
German word list is [15] (calculated on a corpus of newsarticles).
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Figure 2: Normalization of the feature values is done relatively to the values that we observed for our ground-truth data set. The graphic shows
the formulas and color scales for the 3 different cases that are possible.

Figure 3: Screenshot of the VisRA tool on 3 different aggregation levels. (a) Corpus View (b) Block View (c) Detail View. To display single
features, the colormap is generated as described in section 3.4 and figure 2.
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5.2  Homogeneity of Distortion

Figure 4: Embedded representations: (a) Structure Thumbnails,
(b) Seesoft representation and (c, d) Literature Fingerprinting rep-
resentation.

3.5 The Readability Measure

Central to the concept of our tool is to provide the user with a de-
tailed view allowing him or her to determine why a specific sen-
tence is difficult to read. However, in the overview representations
we still need a single value for each sentence or paragraph that
guides the user to the sections that need a closer inspection. We

therefore calculate the average of the different features as an over-
all readability score.

4 VISRA - A TOOL FOR VISUAL READABILITY ANALYSIS

Figure 3 shows a screenshot of the VisRA tool. Three different
views are available: The Corpus View (figure 3(a)), the Block View
(figure 3(b)), and the Detail View (figure 3(c)).

4.1 The Corpus View

The corpus view (see figure 3(a)) serves as an overview representa-
tion. In this view, each document is represented by a rounded rect-
angle whose color is mapped to the overall document score. Within
such a document thumbnail, the development of the feature val-
ues across the document is indicated by an embedded visualization.
Some of these visualizations make use of the internal structure of
the document (e.g. chapters and sections) and/or the physical lay-
out of the pages. If no structure is available, the document is split
into equal-sized blocks of text whose size may be determined by
the user. Depending on the type of document (corpus) that is to



(a)
The intention of TileBars [9] is to provide a compact but yet meaningful representation of Information Retrieval 
results, whereas the FeatureLens technique, presented in [5], was designed to explore interesting text patterns 
which are suggested by the system, find meaningful co-occurrences of them, and identify their temporal evolution.

(b) This includes aspects like ensuring contextual coherency, avoiding unknown vocabulary and difficult grammatical 
structures.
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Figure 5: Two example sentences whose overall readability score is about the same. The detail view reveals the different reasons why the
sentences are difficult to read.

Figure 6: Revision of our own paper. (a) The first four pages of the paper as structure thumbnails before the revision. (b) Detail view for one of
the sections. (c) Structure thumbnails of the same pages after the revision.

be analyzed, the user can choose between three different embedded
representations:

• Structure Thumbnails: If the structure and the print layout of
the document(s) are known, structure thumbnails can be em-
ployed (see figure 3(a) and 4(a)), including as many details as
possible.

• The Seesoft representation: If the print layout is unknown, a
representation like the one suggested in [2], which represents
each sentence as a line whose length is proportional to the
sentence length, may be suitable (figure 4(b)).

• The Literature Fingerprinting representation: As suggested
in [18], each text unit (e.g. a section/block or a sentence) is
represented by a single square that is colored according to the
calculated feature value. The size of the squares is chosen
in a way that the whole document can be displayed at once
(see figure 4(c)). If enough space is available, big rectangles
are used instead of squares to visualize the blocks and the sen-
tence level is shown within them using small squares to depict
a sentence (figure 4(d)). This technique is the most scalable
one of the three, allowing to provide an overview even for
large documents, respectively to show several documents at
once on the screen.

4.2 The Block View
In this intermediate level, complete blocks or sections are displayed
and are colored with the overall score of this section / block (see fig-
ure 3(b)). In contrast to the corpus view, the text is already readable

in this view allowing the user to choose the section that is most in
need of being revised. Both, the block view and the detail view
offer a navigation panel at the left which can be used to locate the
position of the displayed text in the document and to select a spe-
cific region for further analysis. Again, the user can choose be-
tween two different representations, the Structure Thumbnails (see
figure 4(a)) and the Literature Fingerprinting technique (see figure
4(c)+(d)). Depending on the type of analysis task, the size of the
document, and the available information about the physical and log-
ical document structure (see section 4.1 for an explanation of the
two techniques) either one of them is more suitable.

4.3 The Detail View
In the detail view, each sentence is displayed separately (see fig-
ure 3(c)). The background color of a sentence is set to its overall
readability score, calculated as the average of the 5 feature values.
Alternatively, the user can choose to have only one of the features
displayed. Next to each sentence, the values for each feature are
shown separately allowing the user to investigate the reasons why
a sentence was classified as difficult. For this step, the color scales
of figure 2 are used, meaning that colors are assigned relative to
the values that were observed for the very easy and very difficult
text samples in the ground-truth dataset. Note that the design of
this representation is similar to TileBars [16]. Hovering over one of
the cells, triggers the highlighting of the parts of the sentence that
contribute to the feature value in the sentence. For example, for
the feature Vocabulary Difficulty all the words that were classified
as difficult are underlined. This supports the user in understanding
the rating which is especially important for features that are a bit



unstable with respect to the length of the text unit. Additionally,
the sentences of a section can be sorted according to the readability
score or one of the features. This is very helpful if the user’s task
is to increase the readability of the document, because sentences
that are most in need of being revised are presented first. To help
the user to locate a sentence within the section after resorting, the
position of the sentence within the document is highlighted with a
blue border in the navigation panel as soon as the user hovers over
a specific sentence.

5 CASE STUDIES

In the following, several case studies are presented that show the
wide range of applicability of our tool.

5.1 Advantage of detailed insight over a single score

Figure 5 shows two example sentences whose overall readability
score is about the same. Only the detail view reveals that there are
different reasons why the sentences are difficult to read. In figure
5(a), our tool detects a complex sentence structure whereas in fig-
ure 5(b) the high percentage of gerunds (verbs acting as nouns) is
complicating the sentence. This exemplifies that the details that our
tool provides are a clear benefit in the refinement process.

5.2 Revising our own paper

We also used the tool to revise our own paper. Figure 6(a) shows the
structure thumbnails of the first four pages of the paper. The phys-
ical and logical structure of the paper was automatically extracted
using the technique described in [25]. Lines with meta-data, such
as the names of the authors, their affiliations, keywords, etc., are
automatically filtered out. (Section) titles are presented in the flow
of the document but are excluded from the analysis. The remaining
sentences are colored according to their overall readability score.
As can be seen, the readability of the paper is already quite good,
but some passages clearly need a revision. Figure 6(b) shows sec-
tion 3 of the paper in the Detail view. The fifth sentence from the
top seems to need some revision as it is colored in red (for an en-
larged version see figure 7(a)). We find out that the difficulty of the
sentence is primarily caused by the fact that we forgot to set a pe-
riod after the inserted footnote. By hovering over the sentence, it is
highlighted in blue in the navigation panel at the left, which makes
it easier to find it in the paper.

Figure 7 shows some more examples for problems that can be
found with the tool. (a) This is an enlarged version of the sentence
with the missing period that we discuss above. (b) In this case, the
sentence was too long and its structure too complex. We split it into
several separate ones and dissolved the nested sentences. (c) The
main difficulty of this sentence was that we had nominalized sev-
eral verbs and adjectives. We reformulated the sentence in such a
way that wherever possible the verb and adjective forms were used.
Although this lengthens the sentence, it can be processed easier by
the brain, because fewer words need to be transformed back into
their original form [4]. (d) We found a comment in German that
we forgot to delete. (e) Interestingly, only a few sentences could be
found that are difficult with respect to the used vocabulary in pre-
vious VAST proceedings. This confirms that the VAST conference
is the proper venue at which to present our research. In addition to
pointing us to some sentences in German (sentences registered as
using uncommon words compared to the previous VAST papers),
one of the sentences in the related work section was highlighted.
Since the average VAST paper does not talk about readability mea-
sures, it cannot be expected that the terms used are known by the
respective community, which means that they should be introduced
properly.

Figure 6(c) shows the first four pages of the paper after the revi-
sion.

5.3 Revising a large document
When revising a large document such as a book,
our thumbnail representation would not be scalable
enough. Consequently, several visualization tech-
niques can be chosen on every level of the tool, de-
pending on the size of the document and the availabil-
ity of information about its logical and physical struc-
ture. The figure at the right shows a screenshot of four
chapters of a new book on data visualization like it is
shown in the navigation panel. A total of about 170
pages are displayed, whereby each of the pixels rep-
resents one sentence of the book. It is easy to see that
the book is very well written with respect to readabil-
ity. Only a few sentences stand out as being difficult to
read. Further investigation revealed that some of those
sentences talk about an application domain to which
the introduced visualization was applied. Our vocabu-
lary difficulty feature registers this as an accumulation
of many words that are uncommon in the visualization
community. Additionally, the tool revealed some long
sentences that might have better been split into two
sentences.

5.4 Analyzing a corpus with election agendas

The VisRA tool cannot only be used for refining single documents,
but also for a comparative analysis of several documents with re-
spect to the different aspects of readability. Figure 8 shows eight
election agendas from the elections of the German parliament in
2009. As an embedded visualization, we chose the Literature Fin-
gerprinting technique on sentence level. This allows us to display
the large data set on one screen, while still providing the necessary
details.

In Figure 8(a) the average readability score is mapped to color. It
can easily be seen that two of the election agendas are significantly
shorter and easier to read than the rest of the documents (first two
documents in the first row). Those are special versions that are
provided by the parties SPD and Die Linke for people that are less
proficient in reading. Interestingly, the normal election agenda of
Die Linke (third one in the last row) is the second most difficult
one. At first, we were surprised to see that this agenda is rated as
comparably difficult to read.

A more detailed analysis with respect to the different aspects
of readability revealed some of the reasons for this. Figure 8(b)
shows how the sentences are rated with respect to the vocabulary
difficulty. To determine if a word is common, the dictionary of the
University of Leipzig is employed. Frequencies in this dictionary
are based on a large corpus of news articles. Closer analysis of the
election agenda of Die Linke revealed that a high number of social-
istic terms were used in the text. This terminology is not common
in German newspapers. As mentioned earlier, two election agen-
das were intended to be easy to read. Strikingly, these two agendas
also contain difficult vocabulary. The detail view reveals that in
those documents long words are broken up by inserting a dash (“-
”). These words are most often compound words and characteristic
to the German language (e.g. in genitive constructions). They are
often broken up by dashes or hyphens in order to allow for better
comprehension. However, these words cannot be found in the list
of most frequent terms (since they are spelled differently now from
the words provided in the vocabulary list), they are classified by
the algorithm as uncommon. Long words are avoided at all costs
in the special election agendas that are written in a easy to read
language. This fact is reflected by the visualization of the average
word length that is depicted in figure 8(c). It also explains the sig-
nificant differences between the easy-to-read election agendas and
the more difficult ones.
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The implementation of 141 different simple text features allows us an unbiased search for text features with high 
expressiveness with respect to readability.

This measure is related to the one already proposed in [16], following the assumption that parts of the sentence 
that are interrupted by subordinate sentences or parenthesis have to be stored in a temporary memory which 
increases the mental complexity of processing the sentence.

Analysis of word frequencies: Large document collections such as the Project Gutenberg (http://www.guten-
berg.org/) or Wikipedia (http://www.wikipedia.com) allow to calculate the average usage frequency of a word 1 
We exploited those resources to determine how common the words of a text sample on average are.

(e) Among the most popular ones are the Flesch-Kincaid Readability Test [12], Flesch Reading Ease [7], SMOG 
[13], the Coleman-Liau-Index [4], and Gunning Fog [8].

(d) Die Literaturangabe in der Bibtex Datei muss noch vervollständigt werden!

Figure 7: Examples for different reasons of difficulties that were found while revising our own paper with the VisRA tool. The detailed view reveals
for each sentence what causes the difficulty. (a) A forgotten period. (b) Long and complex sentence structure. (c) Large number of nominal
forms. (d) German comment that we forgot to delete. (e) Many terms that are uncommon in the VAST community.

Finally, figure 8(d) displays the feature sentence structure com-
plexity. Obviously, all election agendas are well-formulated with
respect to this property. Only single sentences are highlighted for
which a revision might have been advisable.

6 CONCLUSIONS

In this paper, we introduced a tool for visual readability analysis
that supports the writer in refining a document, and thereby to in-
crease its readability. Special consideration was given to the se-
lection of features that are non-redundant and semantically under-
standable. This is reflected in the design of the tool that provides
insight into the data at several levels of detail. At the highest resolu-
tion, for every single sentence the values of the different features are
displayed instead of only visualizing the average score. Several dif-
ferent overview representations account for differences in the size
of the documents and the knowledge about the physical and logical
structure of the document.

In the future, we plan to add additional features to the tool. For
example, it might be interesting to include features that measure
how appropriate the writing style of a document is or how well it is
structured. Both measures are dependent on the domain or on the
community, for which the document is written. Additionally, they
would be asking for a calculation that compares the document to
others in the same context. Furthermore, it would also be valuable
to take measures into account that work on the discourse level and
measure the consistency of the text. A user-study could be con-
ducted to quantify the value of the different features. Finally, we
envision enhancing the tool with natural language generation tech-
niques to provide a written summary of the results.
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