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Abstract— It has been shown that a decentralized relay selec-

tion protocol based on opportunistic feedback from the relgs
yields good throughput performance in dense wireless netwks.
This selection strategy supports a hybrid-ARQ transmissia ap-
proach where relays forward parity information to the destina-
tion in the event of a decoding error. Such an approach, hower,
suffers a loss compared to centralized strategies that selerelays
with the best channel gain to the destination. This paper clees
the performance gap by adding another level of channel feedirk
to the decentralized relay selection problem. It is demonsated
that only one additional bit of feedback is necessary for gab
throughput performance. The performance impact of varying

To close this performance gap, we propose a refinement of
our selection strategy via channel feedback. In our preshou
proposed approach, if a decoding relay successfully sends a
“Hello” message to the source in a minislot, it is declared to
be the “winner” for that minislot. The source then randomly
chooses a relay among the set of all “winners.” In this paper,
we refine the relay selection among the set of all “winners” by
biasing the selection towards those relays with channeisgai
to the destination that are above a particular threshold. Fo
example, if the set of “winners” consists of one relay with a

key parameters such as the number of relays and the channel channel gain above the threshold and one relay with a channel

feedback threshold is discussed. An accompanying bit errorate
analysis demonstrates the importance of relay selection.

I. INTRODUCTION

Message forwarding in multihop networks occurs over ir{—
herently lossy wireless links and coding strategies arelede
to meet the network QoS requirements. Hybrid-ARQ is suc
coding strategy that is especially effective in dense nektsjo
as intermediate nodes can act as relays, forwarding pa

information to the destination. If the destination detectsor-

rectable packet errors and broadcasts a retransmissiapsieq

to the network, the relays are well-positioned to transraittg
information more reliably than the source.

Relay selection techniques have been studied extensivel
recent years [1]-[8]. In our previous work on this topic, w
proposed a decentralized selection strategy for relaytete
in dense mesh networks [14], where decoding relays conte
to forward parity information to the destination using Frat

compatible punctured convolutional (RCPC) codes [10].
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gain below the threshold, the relay with a channel gain above
the threshold is more likely to be chosen by the source than
the other relay.

We briefly discuss how our previously proposed relay selec-
ion strategy differs from the notion of multiuser diveydit1],

[12]. The basic premise behind multiuser diversity is tima&i

ha

system with many users with independently fading channels,
the probability that at least one user will have a “good” aieln
ggin to the transmitter is high. Then, the user with the best
channel gain to the transmitter can be serviced, which will
yield the maximum throughput. In our setup, the analogous
approach would be to always choose the decoding relay that
has the best channel gain to the destination to forwardyparit
Information. Our decentralized approach, though, allowg a
decoding relay to have a chance of being selected to forward
agity information as long as it sends at least one “Hello”
message to the source and wins at least one minislot.

Il. SYSTEM MODEL

Our random access-based approach, which is based on oR-gnsider the setup in Fifl 1. Each relay operates in a half-
portunistic feedback [9], is distinct from centralizedaségies duplex mode and is equipped with a single antenna. We use

that select the relay with the best instantaneous chanmel gg|qtace notation for vectors. SNR represents the signal-t

to the destination [7], [8]. Such centralized strategibsugh,
yield better throughput than our decentralized approach.
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noise ratio.|h|? denotes the absolute squarefofQ(-) is the
standard Q-function, an#r(X < z) denotes the probability
that a realization of the random variablé is at mostz.
Transmission occurs over a set of time sldts, ..., ¢,,}
which are of equal duration. We use the ARQ/FEC strategy
in [10]. Initially, the source has a k-bit messagethat is
encoded as an n-bit codeword The source chooses code-
rates from a RCPC code family, s§y, Rs, ..., R, } where
Ri > Ry > > Ry,.
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Fig. 1. Relay network. Fig. 2. Framing structure for decentralized selectiontsga

Before t;, the source and destination perform RTS/CTShis approach as &bit strategy, where the “Hello” message is
based handshaking to achieve synchronization. Durinthe an ID number that has been assigned to each relay. Successful
source transmits a subsat of the bits inx such that; forms contention occurs during minislét if exactly one relay; €
a codeword from the rat&; code. The destination observesR ., sends a “Hello” message. The source then declares that

relay as the “winner” for minislot. After minislot K, the

Yra = herXy 40 @) source randomly selects one of the “winnefg”if there are
while relayi € {1,2, ..., K,} observes no “winners,” the source will transmit during.
In this work, we modify thel-bit strategy by appending
Yig = Xt + g (2)  a check bit to the “Hello” message; the check bit is set to

Here, he; is a Rayleigh fading coefficient for the channefl’ OnlY if [hi,[* > Bop, fOr Bopp > 7opp. Again, successful

between the source and nodewhile n, ; is additive white Ccontention occurs during minislat if exactly one relayi

Gaussian noise with varianc¥, at nodei during time slot s Sénds a “Hello” message. We refer to this approach as a

t;. We assume that all fading coefficients are constant ow&Pit strategy. o _

a time slot and vary from slot to slot; we also assume that After minislot K, if either all of the “winners” sent a check

fading and additive noise are independent across all nadlesPit of 0", all of the winners sent a check bit of "1’, or there

addition, we assume that all nodes have no prior knowled@€® N0 “winners,” the2-bit strategy reduces to thiebit strat-

of fading coefficients and use training data to learn them. €9y. Otherwise, the source will randomly select one of the
The destination attempts to decogle, . If decoding is suc- “Winners” i; that sent a check bit of "1" with probability

cessful, the destination broadcasts an ACK message to alldof 0-5; one of the “winners”;; that sent a check bit of

the relays and the source. Otherwise, the destination bastsl ‘0’ is randomly selected with probability — ¢. Thus, the

a NACK message; the source now has to select one of it strategy refines thé-bit strategy by further biasing the

relays to forward additional parity information that wikist selection process in favor of the relays with the best chianne

the destination in recovering. gains to the destination. .
During to, relayi; (or the source) transmits a subsgtof

lll. RELAY SELECTION VIA LIMITED FEEDBACK the bits inx such thatx; U x, forms a codeword from the
We briefly review our proposed relay selection strategy iiate-?; code in the RCPC family. The destination combines
[14]. The framing structure for our relay selection stratégy Y, ; With
shown in Fig[2. We assume in Fig. 2 that the destination sends Yro = hi,rXe + N2 3
a NACK aftert; andt, to trigger the relay contention process, attempts to decoge, Uy, , based on the raté, code. If

Let Rsel denote the Set,Of relays that can part|C|pate in the “Olhsuccessful decoding occurs again, the destination basésl
tention process. If relay € R..;, then relayi has successfully

recoveredw and has a channel gain to the destinatiop, |2 another NACK and the contention process repeats until reithe

. . . the destination successfully recovevsor the rate code
that is above a thresholg,,,. Relayi can determineh, .| y Fm

by listening to the destination’s NACK, which is embedded iHaS been used WIthO.Ut suqcessful decodmg. .
To compute the dimensionless effective rdtg,, of this

a packet that contains training data. ;

All relays in R use the samé{ minislots for feedback strategy, we use [10, equation (16)]
to the source. During minisldt, each relayi € R, sends a R — k ) p @)
“Hello” message to the source with probability. We refer to W n+ M P+lay




RCPC family with M = 6, rates {4/5, 2/3, 4/7, 1/2, 1/3}, d“ =100m

wherel,y is the average number of additionally transmitted 07

bits per P information bits. Here M is the memory of the - %%I'Sii ,
. .65 ' best gain
mother code for the RCPC family. We refer 1&,,, as the ~+ HARBINGER

throughput of this strategy in the rest of this paper.
For simulation purposes, we employ the path loss model
described in [8]; thus, the received energy at node

E = |hyil*&s (5)
= (\/4ndo)?(dp,i/do) "Es (6)

where&,, is the energy in the transmitted signal Here, A\,
is the carrier wavelengthi, is a reference distance, ; is %2 g Z
the distance between transmitting nddand receiving node
i, andy is a path loss exponent.

We adopt Sim”ar Simu|ati0n parameters as those in [8] Fig. 3. Comparison of 1-bit and 2-bit feedback strategies.
Here, we employ a carrier frequengy = 2.4GHz,dy, = 1m,

d:,» = 100m andy = 3, whered, , is the distance between

the source and the destination. We then uniformly disteibufl€cding relay to the destination. This method, thoughsdoe
K, = 20 relays in the region between the source and ot necessarily select the “best” decoding relay that hes th

destination such that each relajs d;, < d; , units from the highest instantaneous channel gain to the destinatioro, Als
destination. We also use the WiMAX siénaling bandwidththe inherent randomness of théit and2-bit strategies allows

which is roughly 9 MHz [15]; given a noise floor of _204forthe possibility of choosing the “best” decoding relajus,
dB/Hz this yields a noise valu¥, = —134 dB. BPSK modu- the HARBINGER method does not necessarily outperform our

selection strategies for all received SNR values.

avg

throughput R

L L
8 9 10

.
5 6 7
average received SNR (dB)

lation is used for all packet transmissions, and all of thaye

and the destination use ML decoding. IV. PERFORMANCEIMPACT OF VARYING SYSTEM
We use the codes of ratgd/5,2/3,4/7,1/2,1/3} from PARAMETERS
the M = 6 RCPC family in [10]. We perform concatenated - L
. . A joint optimization of all of the key system parameters
coding, where the outer code is a (255, 239) Reed-Solomon . ) .
. 8y e would enable computation of the maximum throughput yielded
code with symbols fromGF(2%); this code can correct at . . : : L .
L by the 1-bit and 2-bit strategies. This optimization, though, is
most 8 errors. The mother code for the RCPC family is a ratF-. e o . X . ;
. . : airly difficult to perform; instead, in this section we pide
1/3 convolutional code with constraint length 7 and gemrats
polynomial (145 171 133) in octal notation.

In this section and in Sectidn 1V, we define the avera
received SNR at the destination as follows. Assume that
source uses a transmit energy &f(y) during time slott,
that yields an average SNR at the destination; then, all
transmitting nodes will use a transmit energy&fy) during

all subsequent transmission cycles. is close ton,,y, the performance of th2-bit strategy suffers

Fig. [ compares the throughput yielded by théit and ; . )
2-bit strategies. We also plot the throughput yielded by frince theZ-bHstrategy esse_zntlally reduces to théit strategy.
,ﬁlso, we see that if3,,, is too large, the performance of
{

GPS-based HARBINGER method [8] and by a centralize . . -
strategy that always selects the decoding relay with the bes 2-bit strategy suffers. This is because the probability of

: : ; -
instantaneous channel gain to the destination to forwaritypa igcnni?\?rgaeg:sdIr\;\?hirc?rI]aét(;Zsthtglik]:iTs'traieﬁ Opiod?:éﬁiziz
information. We have< = 10 minislots. For thel-bit and2-bit opp ' 9y

strategies, we set,,, — —91dB; we also sefi,p, — —86dB. the 1-bit strategy again. Thus, it is apparent that there is an

o . optimal value of3,,, for each value of the average received
We set the feedback probabiligy = 0.3 for both strategies. . opp .
In addition, we set the “winner” selection probability= 0.75 SNR that maximizes the throughput of tit strategy.

for the 2-bit strategy. We see that tiiebit strategy closes the Fig. [ illustrates the throughput of tiebit strategy for a

performance gap between thit strategy and the centralized 2Y'NY number of re_Iay nodes. We have = 3 m|_n|sI<_3ts
. . and an average received SNR of 6dB at the destination. We
approach. Thus, using a limited amount of channel feedback . . .
. ) see that there is an optimal humber of relay nodes for which
improves the performance of our relay selection strategy. the throughput is maximized. Note that if the number of rela
We also observe that th&-bit and 2-bit strategies offer gnp : y

comparable performance to the HARBINGER method. No{éodes is small, the probability that any of them decode the.
that the2-bit strategy outperforms the HARBINGER methodCu'c€ Mmessage and send a "Hello” message to the source is

for some values of the received SNR. The intuition behina(gso small. On the other hand, if the number of relay nodes

this result is that the HARBINGER method optimizes the avs large, the probability that at least two relays decode the
erage received SNR at the destination by selecting thestloge> '€ Message and attempt to send a *Hello” message 1o the

ome insight for system designers by varying some of the key
arameters in isolation and illustrating the resulting &ttpon
iﬁee throughput.

Fig. [4 illustrates the throughput of th&bit strategy for
various values of the check bit threshglg,,. Here we have
K, = 10 relays andK = 3 minislots. We have an average
received SNR at the destination of 8dB. We see that,jf,
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Fig. 4. Throughput as a function of check bit threshold. Fig. 6. Bit error rate as a function of number of relay nodes.

source in each minislot is also large; thus, a collisionksllii be upper-bounded as

to occur in each minislot. | &
Fig.[8 also illustrates the effect on the performance of the P < = caPi. @)
1-bit strategy of varying the number of relay nodes. Instead P d=djrce

of considering the throughput, though, we °°”.5'def the 'Eat% denote the received SNR at the destination. Since we are
error rate (BER); we focus on transmission during time slg

t, where the rate-2/3 code from the RCPC family is used. H essentially dealing with a binary-input AWGN channel with

re S ;
we haveK = 2 minislots and we set the feedback thresho?gmary output quantization, we use [13, equation (12.389)]
See thatP, can be further upper-bounded as

Nopp = —98dB. Again, we notice that the performance of the

1-bit strategy suffers when the number of relay nodes is either R d
small or large. Po< 5 ) ; Cd(z r(1 _p)) 8)
A free
V. BER ANALYSIS 1 &

Assume that we employ Viterbi decoding at the relays and - p Cd - ©)
at the destination. Recall thatis the puncturing period of the d=dree 4
RCPC family. LetP; be the probability that an incorrect path
of weightd is selected by the Viterbi decoder, and bt 2 Q( v 2%) (1 o Q( v 2%)) ’

be the free distance of the member of the RCPC family that
is currently being used for decoding. Also, et be the total
number of non-zero information bits on all paths of weight
From [10, equation (9)] we see that the bit error r&tecan

Sinceg(v,) = Q(v/2v-)(1 — Q(+/27;)) is a monotonically
decreasing function for non-negatiyge, we see thaf’, mono-
tonically decreases for increasing values of the receing.S
This demonstrates the utility of relay selection, as trassion
from relay nodes will yield a higher average received SNR at
veis | avergereceved SNR of 008, K =3 minlols g 203 the destination than transmission from the source.

To illustrate this point, consider the following simple ex-
ample. We have the same simulation parameters as in Section
[[] except that now we haves, = 1 relay, K = 1 minislot
and a feedback probability; = 1. We place this relay at a
location that is 25 meters from the source and 75 meters from
the destination. During time slat, the source uses a transmit
energy that is 101dB above the noise flagy, which yields an
average received SNR at the destinatiomypf = 0.952dB.

We consider thel-bit strategy here and set,, = —91dB.

0.505-

avg

throughput R

07, s T Consider time slot,, where we assume that the destination
number of reays i did not successfully recovev during¢;. Now, if the relay is
selected to forward parity information durirtg, the average
Fig. 5. Throughput as a function of number of relay nodes. received energy at the destination is
2 -3
P 3-10° . i i 10(7134+101)/10
" 2.4-109 4rm 75

1.17-10713.

Q



Thus, we have an average received SNR at the destinatiorfafd = {4,5,6,7,8,9}. We haveP = 8, n = 2040, M =6
m,r =& /Ny ~ 4.7dB. and the average received SNR at the relay during timetslot
From [10] we can determine the bit weight enumeratinig v: 1 ~ 19dB. If we substitute these values &%, n, M and
function (WEF) weightsc, for the rate-2/3 code from the, = into (I3) we see thaP; ~ 1.
RCPC family. In particular, we see from [10, Table li(c)] tha Again, since Pr(y, < 7:1) = 0.368, we evaluate the
the only non-zero values af; are performance of our selection strategy for a wider range of
~. In particular, we find thatPr(v, < 5) = 0.0608; if we
ca = {12,280,1140, 5104, 24640, 108512} Zubstitﬁteyr =5 into (I3) we segythaPl )> 0.851. Thus, we
for d = {6,7,8,9,10,11}. Now we substitute these values ohave a good chance of reaping the benefits of relay selection.

cq andd along with~, = v ,- into (3). We find that the BER
P, is upper-bounded aB, < 5.42-10~%.

Since Pr(v, < m1,) = 0.368, we want to evaluate the
performance of our selection strategy for a wider range
v In particular, we find thatPr(y, < 2) = 0.492; if we
substitutey,, = 2 into (9) we haveP, < 0.0688.

On the other hand, assume that the source forwards paF
information duringtz. If we substitutey,, = v, into (@), we
find that the BERP, is upper-bounded aB, < 5.55.

Again, since Pr(y, < v,) = 0.368, we evaluate the
performance of this approach for a wider range~of We
find that Pr(~, < 0.85) = 0.495; if we substitutey, = 0.85
into (9) we haveP, < 64.7. Thus, it is apparent that relay
selection leads to significant gains in BER performance. [1]

Since relaying leads to significantly improved BER perfor-
mance, we want to determine the probability of relay sebecti
for this example. Here, the relay is selected if it recowers
in ¢; and has a channel gain to the destination, |2 > 7,p,.

Recall our assumption that all channels in our setup underd@
Rayleigh fading. First, the probability that the relay has a
sufficiently high channel gain to the destination is

< 1
/ e*x/'n,rdx
Nopp Tr

~ 1.

(4]

P, (10)

(5]

Thus, we only have to consider the probability that the
relay recoversv in time slot¢;. From [10, equation (20)], the
probability Perr that the relay cannot recover in ¢ is

n+M
Cdpd)

where the non-zero values af are for the rate-4/5 code from
the RCPC family. By usind {9)P; is lower-bounded as

(6]

(7]

o0

1
Perr<1—<1—ﬁ Z

d:dfTee

(11)
[8]

El

P 1 — Perr [10]
(1—p)"tM (12)
1 & [11]
> (1 -5 di; Cq- (13)
U free [12]
n+M

(2yfe(va) (-a(v))) )

In particular, we see from [10, Table II(c)] that the only Ron
zero values of; are

cq = {24,376, 3464, 30512, 242734, 1890790}

[13]

[14]

[15]

VI. CONCLUSION

In this paper we presented a strategy for improving the
g}roughput of our previously proposed decentralized reky
lection protocol. We modified our protocol by using a limited
amount of channel feedback to close the performance gap be-
en our protocol and centralized strategies that seteatd-
lay with the best channel gain to the destination. To undadst
the performance impact of different system parameters, we
presented simulation results and discussed their apfitgab
to system design. We performed a simple BER analysis to
further illustrate the gains achieved by relaying.
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