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Figure 1: An illustrative overview of our experiments. Participants rated a diverse set of visualizations based on their FAMILIARITY,
CLARITY, CREDIBILITY, RELIABILITY, and CONFIDENCE. We examined how these ratings align with visual features and trust rankings.

ABSTRACT

Few concepts are as ubiquitous in computational fields as trust.
However, in the case of information visualization, there are several
unique and complex challenges, chief among them: defining and
measuring trust. In this paper, we investigate the factors that influ-
ence trust in visualizations. We draw on the literature to identify
five factors likely to affect trust: credibility, clarity, reliability, famil-
iarity, and confidence. We then conduct two studies investigating
these factors’ relationship with visualization design features. In the
first study, participants’ credibility, understanding, and reliability
ratings depended on the visualization design and its source. In the
second study, we find these factors also align with subjective trust
rankings. Our findings suggest that these five factors are important
considerations for the design of trustworthy visualizations.

Index Terms: Human-centered computing—Visualization—
Visualization design and evaluation methods

1 INTRODUCTION

Trust is an amorphous concept but is also an integral part of hu-
man interactions with machines. Many fields in Computer Science
and Engineering have explored the topic of trust in recent decades,
including Machine Learning [43], Automation and Robotics [1],
and Information and Communication Technology [34]. Research in
information visualizations has recently adopted a similar focus, with
work aimed at finding the context where trust can be best applied
to the field [16, 25], often pulling from other disciplines such as
psychology [5] or related fields such as cartography [13].

These prior works highlight the need to better understand the
role of trust in visualization. They suggest that the effectiveness of

*contributed equally
†e-mail: p.saugat@wustl.edu, m.oen@wustl.edu
‡e-mail: jcrouser@smith.edu
§e-mail: alvitta@wustl.edu

visualization depends on the user’s trust in the data and representa-
tion. When users perceive a visualization as untrustworthy, they may
hesitate to rely on the information presented or take action based on
it. This could lead to poor decision-making, missed opportunities,
or dangerous outcomes for high-stakes decisions. However, little
research is on the factors influencing users’ trust or guidance for
designing more trustworthy visualizations. Further, there is currently
no standard approach for defining and evaluating the trustworthi-
ness of visualizations, making it difficult to compare and evaluate
different visualizations consistently and objectively [5, 16, 25]. This
paper takes a step toward defining and evaluating trust in information
visualization, drawing upon prior work in various fields (e.g., AI,
human-robot interaction, and psychology). We focus on the trust
perception and behavior of users instead of the “objective” trustwor-
thiness of the data or visualization. As a result, we expect that the
visualization design will likely substantially affect perceived trust.

We present the findings of two user studies. Experiment 1 (Exp. 1)
examined the correlation between visualization design features and
five trust dimensions: credibility, clarity, reliability, familiarity, and
confidence. Excluding familiarity, the trust dimensions correlated
with the visualization’s design features and source. Experiment 2
(Exp. 2) was a follow-up study to understand how people describe
trust in the context of visualization design. We asked participants to
rank a collection of visualizations based on how much they trusted
them and then explain their ranking. We then coded their responses
and found that they often related to the five trust dimensions from
Exp. 1. For example, the comments aligned with the credibility
dimensions discussed the importance of visualizations labeled with
the data source. Some participants talked about the importance of
visualizations being easy to understand, mirroring clarity. These
findings suggest a positive relationship between the five trust dimen-
sions and perceived trust in visualizations. We discuss how these
results may help designers improve trust in their visualizations.

2 APPROACHES TO DEFINING AND MEASURING TRUST

Trust has received a great deal of attention, with researchers propos-
ing many definitions and conceptualizations of trust [19]. Although
it is impossible to capture every existing definition of trust, we
highlight some key perspectives.
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2.1 A social sciences perspective

The Oxford English Dictionary defines trust as “firm belief in the
reliability, truth, ability, or strength of someone or something.”
Alternatively, personality psychologist Rotter [36] defines trust as a
personality trait that describes one’s “generalized expectancy that
the oral or written statement of other people can be relied on.” [36]
Both highlight the common expectation of reliability as an integral
component of trust. In contrast, sociologists view trust as a social
construct, classifying it as a group property rather than an individual
one [20]. Through this lens, Luhmann [22] argues that “familiarity
is the precondition for trust and distrust,” reasoning that one must
be familiar with the object of trust. Similarly, Simmel [45] asserts
that when faced with something unfamiliar, we “gamble” rather
than “trust”. Simmel aligns with behavioral economists’ view of
trust as “the mutual confidence that no party to an exchange will
exploit another’s vulnerabilities” [40]. This notion of confidence,
particularly in decision-making under uncertainty, appears in several
of the prior works [4, 7, 8, 12]. Another example from Morgan
and Hunt [28] defines trust as the perception of “confidence in the
exchange partner’s reliability and integrity.”

Researchers have proposed assessing trust as an enduring trait in
people and studying trust as a broad construct that complements per-
sonality models such as the Big Five Inventory [9, 39]. For instance,
Evans and Revelle created and tested a 21-item scale that measures
interpersonal trust, with items such as “Listen to my conscience”
and “Avoid contact with others” [11]. Further, research in organiza-
tional psychology proposed several dimensions of trust, including
integrity, reliability, and credibility, based on a comprehensive
review of existing literature on trust measurement [27].

2.2 An AI and Human-Robot Interaction Perspective

We also considered work from the Artificial Intelligence (AI) and
Human-Robot Interaction (HRI) communities to inform how we
measure trust in information visualization. Like with visualization,
the effectiveness of incorporating AI into organizations is signifi-
cantly dependent on users’ trust in the technology [17].

In AI, trust can be defined as the willingness of an individual to
rely on and be vulnerable to the actions of another party based on
the expectation that the other will perform a particular action that
is important to the trustor, irrespective of the ability to monitor or
control that other party [15, 24]. Researchers measure trust in AI
through various means, including user reactions to technological
features, perceived usefulness, ease of use, and trust as a predictor
of technology acceptance [14, 33]. Although the antecedents of
trust in AI are still not fully understood, researchers have identified
several dimensions of trust that are relevant in the context of AI,
including tangibility, transparency, reliability, task characteristics,
and immediacy behaviors [15].

We observed more progress in the HRI community, where re-
searchers have developed various methods for measuring trust. For
example, some studies ask participants to rate their agreement to
statements such as “I trust that the robot can perform the task suc-
cessfully” [35, 44]. Others have sought to create standardized and
generalizable scales for measuring trust, such as The Reliance Inten-
tion Scale [23] and The Trust Perception Scale-HRI (TPS-HRI) [42].
Work by Ullman and Malle and their Multidimensional Measure
of Trust (MDMT) [46] is also notable. They began by surveying
the cross-disciplinary perspectives of trust, summarizing definitions
from dictionaries, human-automation, human-human, and human-
robot interaction research. They found that dictionaries typically
mention terms such as ability, reliability, honesty, and integrity,
and argue that trust in HRI should capture four dimensions: Reliable,
Capable, Ethical, and Sincere.

2.3 Trust in Visualization
Trust is key in determining whether a user will rely on and build on
the information provided in a visualization. Researchers of visualiza-
tions acknowledge the complexities of trust and its evaluation, and
they employ various metrics to measure trust [10, 41, 47, 48]. This
ambiguity in measuring trust makes it difficult to assess the validity
of these different measures and whether they capture trust. Without
a shared understanding of what trust is and how it can be measured,
it becomes challenging to evaluate trust, hindering the ability of
researchers to make meaningful conclusions across studies.

The most common approach to measuring trust is directly asking
users to indicate their level of trust using a Likert scale [18,31,47,48].
Kim et al. [18] used a 100-point scale to measure participants’ trust
in the accuracy of the data. Similarly, Zhou et al. [48] used a 9-point
scale to measure the users’ trust towards predictive decision-making.
In addition to direct measures of trust, such as asking users to rate
their level of trust in a visualization, researchers have also used
proxy measures, such as substitution variables. For instance, Xiong
et al. [47] presented participants with various map visualizations
for a hypothetical firetruck emergency and asked them to choose
the most trustworthy one. They also collected ratings of perceived
trust and transparency, which encompassed four key dimensions:
the accuracy of the information, the clarity of the communication,
the amount of information disclosed, and the extent to which the
shared information reflected the underlying data. These methods
allow for a more nuanced understanding of how users perceive the
trustworthiness of visualizations.

Moreover, Mayr et al. [26] provided a definition of trust that
emphasized the importance of reliability and understanding for
visualizations. They characterize trust as the users’ tendency to
rely on and build on the information displayed in a visualization.
This concept emphasizes that a user’s trust is intimately related to
their impression of the veracity and usefulness of the information
supplied. Therefore, visualizations that are perceived as reliable
and easy to understand are more likely to be trusted, while those
that are perceived as deceptive and complicated are less likely to be
trusted. These considerations highlight the importance of developing
an effective approach to measuring trust in visualizations.

3 A MULTIDIMENSIONAL MEASURE OF TRUST IN
VISUALIZATION

Most conceptualizations of trust endorse a multidimensional no-
tion [27,46]. Also, many fields reason about the relationship between
trustors and trustees [15, 17, 24], which does not directly translate
to scenarios where the visualization’s source is ambiguous or un-
known. Users may trust a visualization regardless of who created it
if it is transparent, easy to understand, and based on credible data.

Table 1: The proposed trust dimensions. We are informed by the
overlaps in how trust is categorized in the literature.

FAMILIARITY: The extent to which users are familiar with the data,
topic, and visualization. “I am familiar with the topic
or data this visualization presents.” [22]

CLARITY: The extent to which users can easily understand the
visualization. “I understand what this visualization is
trying to tell me.” [26]

CREDIBILITY: The extent to which users believe the visualization is
accurate and presents real data. “I believe the visual-
ization shows real data.” [27, 28, 46]

RELIABILITY: The extent to which users believe the visualization will
support sound decisions. “I would rely on the facts in
this Visualization.” [15, 20, 26–28, 36, 46]

CONFIDENCE: The extent to which users feel confident interpreting
the visualization. “I would feel confident using the
information to make a decision.” [28, 40]



Figure 2: A comparison of participants’ responses across four source categories (scientific, news, infographics, and government) for five dimensions
in data visualization. We can observe that the FAMILIARITY rating was similar across all visualization categories. Additionally, visualizations from
news media were generally rated as clear, credible, reliable, and elicited high confidence levels.

Conversely, users may distrust a visualization even if it comes from
a trustworthy source, if it is poorly designed or based on unreliable
data. Therefore, we aim to develop objective criteria for evaluating
visualizations independent of the biases toward the source or cre-
ator. Table 1 details five critical dimensions of trust identified in the
literature: credibility, clarity, reliability, familiarity, and confidence.

4 METHODS

We present the findings of two user studies. Exp. 1 examines the cor-
relation between the five trust dimensions and visualization design
features. Exp. 2 aims to understand how people describe trust in the
context of visualization design and how well these descriptions align
with the five dimensions. Together, they provide a more comprehen-
sive understanding of trust in information visualization and inform
the development of more trustworthy and effective visualizations.

4.1 Experiment 1: Measuring the Relationship between
Trust Dimensions and Visualization Design

To examine the relationship between the visualization designs and
trust dimensions, we recruited 500 participants from Prolific. They
were all English-speaking from the USA and received $5 for complet-
ing the study. 255 self-identified as males and 240 as females, with
a self-reported age range of 18 to 77. We used 410 visualizations
from the MASSVIS dataset [6]. We selected this dataset because
the visualizations were collected from a diverse set of sources (e.g.,
government, news venues, scientific publications), and the visualiza-
tions were pre-coded with labels indicating features such as whether
they included human-recognizable objects and the data-ink ratio.

Procedure and Design The experiment was divided into two
sections: (1) Asking participants to label the visualizations and (2)
Measuring visualization literacy using the Mini-VLAT. The first
section asks participants to label 30 visualizations randomly selected
from the corpus of 410 visualizations using a 5-point Likert scale
based on statements mentioned in Table 1. An attention check was
included to ensure engagement. In the second section, participants
performed the Mini-VLAT [32] to measure their visualization liter-
acy and explore potential relationships between their responses and
different dimensions.

Participants had unlimited time to complete the study, spending
an average of 77.3 seconds (σ = 98.1s) viewing each visualization,
with a minimum time of 10.1 seconds. Using Pearson’s r coefficients,
the correlation test revealed no statistically significant correlation
between the time taken to view a visualization and the participants’
Likert scale ratings for each dimension (p > 0.1 in all cases). There-
fore, the duration of participants’ viewing did not impact their ratings
or perception of different visualization dimensions.

Data The variables for this experiment are:
• trust dimension: { FAMILIARITY, CLARITY, CREDIBILITY,

RELIABILITY, CONFIDENCE} ∈ [1...5]
• visualization literacy ∈ [0...12]
• categories: { scientific, government, news, infographics }
• attributes Black & White ∈ [yes,no]; Number of Distinct

Colors ∈ [1,2−6,≥ 7]; Data-Ink Ratio ∈ [good,medium,bad];
Visual Density ∈ [low,medium,high]; Human Recognizable
Objects ∈ [yes,no]; Human Depiction ∈ [yes,no].

Results We began by examining the relationship between the
visualization categories and participants’ subjective ratings based
on the five trust dimensions. We ran Kruskal-Wallis tests for each
dimension to examine differences in subjective ratings according
to the visualization source. Except for FAMILIARITY, there was a
significant relationship between the visualization’s source and the
dimensions, all with p < .001. Post-hoc Mann-Whitney tests using
a Bonferroni adjusted alpha (α = .0083) uncovered noteworthy
patterns. For example, scientific visualizations yielded significantly
lower ratings than all other categories in CLARITY, CREDIBILITY,
RELIABILITY, and CONFIDENCE. We observed similar patterns with
visualizations from government agencies, especially for CLARITY.
Conversely, visualizations from news media elicited significantly
higher CREDIBILITY, RELIABILITY, and CONFIDENCE scores than
all other categories. This trend can be seen in Fig. 2, and we provide
more analysis details in our supplementary materials.

We then examined the relationship between visual features and
trust dimensions. Again, we conducted Kruskal-Wallis and post
hoc Mann-Whitney tests for each dimension with the appropriate
Bonferroni-adjusted alphas. When examining the # of distinct colors
and data-ink ratio, we found no significant association with FAMIL-
IARITY, CREDIBILITY, RELIABILITY, and CONFIDENCE. However,
we observed a significant difference in CLARITYrating # of dis-
tinct colors and data-ink ratio attributes. Similarly, black & white
visualizations received significantly lower ratings for CLARITY, RE-
LIABILITY, and CONFIDENCE compared to colorful ones. In general,
colorful and higher data-ink ratio visualizations were favored.

Finally, we observed a low positive correlation (r = 0.31, p <
0.001) between the participants’ ratings on CLARITYand their vi-
sualization literacy scores. This provides suggestive evidence that
higher visualization literacy was correlated with understanding the
message conveyed by the visualizations. This finding highlights the
importance of considering the audience’s visualization literacy when
designing and evaluating visualizations.

4.2 Experiment 2: Exploring the Relationship between
Trust and Individual Dimensions

Exp. 2 aims to understand how people describe trust in the context
of visualization design. Although the dimensions from Exp. 1 were
curated from a diverse set of existing literature, we also use this
study to examine how well the observed rating aligns with perceived
trust. To achieve this, we selected six visualizations based on each
of the dimensional values obtained from Exp. 1. Specifically, we
chose the visualizations with the three highest and three lowest
mean scores for the given dimension, provided that they had at
least 17 respondents (top 10 percentile) and a standard deviation
that was lower than the median. In other words, after filtering
for the visualizations with high response rates and low variance,
we chose the visualizations that were, on average, ranked to be
the best and worst for the given dimension. This resulted in 30
visualizations (six for each dimension). We then examined how
trust values were related to the individual dimension values for these
selected visualizations.

Procedure and Design We recruited 15 participants using
convenience sampling, all of whom had bachelor’s degrees, with



nine self-identified males and six self-identified females. We used
neutral language to avoid unintentional bias; the information sheet
and questions excluded any mention of the five dimensions from
Exp. 1. We asked participants to “Rank the following visualizations
based on how much you trust them, with 1 being Strong Trust and
6 being Strong Distrust.” Then we asked them to “Please explain
your ranking.” Each participant ranked five sets of six visualizations
corresponding to the trust dimensions from Exp. 1. The orders of
the options and questions were completely randomized.

Results Fig. 3 suggests that FAMILIARITY and CLARITY rat-
ings from Exp. 1 strongly aligned with the perceived trust from
Exp. 2, with the top three visualizations in both categories elicit-
ing high trust ratings and the bottom three receiving low ratings.

Figure 3: Comparing trust ratings
from Exp. 2 to the three with the
highest and lowest mean scores for
the dimensions in Exp. 1.

For CONFIDENCE and CRED-
IBILITY, two visualizations
from both the agree and dis-
agree categories were trusted
and distrusted, respectively.
However, in the case of RELIA-
BILITY, we observed no obvi-
ous separation in the trust rat-
ings.There could be several rea-
sons we observed a different
pattern for RELIABILITY, e.g.,
the differences in our study pop-
ulations. The concept of reli-
ability is complex and multi-
faceted, and individual differ-
ences may affect interpretation.
However, our experiment de-
sign traded control of individ-
ual differences for controlling
learning effects and biases.

To analyze the explanations
given by the participants, we
used an open-ended, qualita-
tive, and iterative approach in
identifying the factors used
by the participants in ranking
the images based on their per-

ceived trust towards the visualizations. Two authors coded the
responses and identified seven keywords with mutual consensus:
familiarity with the topic, interpretability, reliability, source present
or not, visual aesthetic, type of visualization, and accuracy. The
authors achieved an inter-rater reliability of 0.947 in the first round
and finalized the keywords in the second round. Notably, 12 of
the 15 participants said source was the primary reason for trust-
ing visualizations. For example, P12 stated, “Ranking is based
on [a] combination of source provided and the nature of visualiza-
tions.” Additionally, 10 of the 15 participants explicitly referred
to their familiarity with the topic as an important factor in their
trust rankings. For example, P15 stated, ‘‘my familiarity with the
topic and data source” as the rationale for trust. For the remain-
ing keywords, visualization type was mentioned by 8 out of 15
participants, interpretability was pointed to by 7 out of 15, visual
aesthetic by 5, reliability by 4, and accuracy by 3. Interestingly, 5
of the 15 participants considered complex and long infographics
untrustworthy visualizations. For example, P10 stated “I find long
images with cartoons deceiving” and P13 said “I find long images
less trustworthy”. Additionally, participants referred to infographics
as “long images”, “images with cartoons”, and “marketing posters”
instead of using the technical term, indicating a gap in familiarity
with the type of visualization and correctly naming them. These
results suggest that researchers should consider these dimensions
when measuring trust in data visualizations, as they align with the
participants’ explanations.

5 DISCUSSION AND FUTURE WORK

This paper argues for a multidimensional approach to measuring
trust in information visualization, recognizing that trust is influ-
enced by various factors [26, 36–38]. Our first study showed that
the source and design features of visualizations can affect trust per-
ception. Interestingly, visualizations from news media were seen as
more credible and reliable than those from scientific or government
agencies. This may be because news media visualizations are often
designed to be more engaging and visually appealing, using story-
telling elements and presentation styles that resonate better with
the public. In contrast, scientific and government visualizations are
often technical and data-heavy, making them less accessible.

Participants also favored colorful visualizations and visual em-
bellishments. Many saw infographics as approachable, despite the
risk that they could oversimplify complex issues or data, leading to
potential misinterpretation. Still, collaborations between scientific or
government sources, news media outlets, and designers could create
accurate and engaging visualizations and bridge the gap between
credibility and accessibility. Finally, Exp. 2 provides some addi-
tional guidance, showing that source, credibility, familiarity with the
topic/data, and the type of visualizations played a significant role in
their rankings for trust.

These findings highlight the complex interplay between visualiza-
tion design and trust perception. Balancing these factors is crucial
to effectively communicate information, foster trust, and promote
accurate understanding among diverse audiences. Future research is
needed to determine the best practices for designing visually appeal-
ing visualizations with the appropriate level of complexity. Further-
more, future work may consider visualization used in more personal
decision-making contexts (e.g., medical decisions [2, 3, 29, 30])
and situational factors like time pressure, task complexity, cognitive
load, and emotional states which may impact how people perceive
the trustworthiness of data visualizations. Beyond visualization
literacy, future work can also consider how other individual differ-
ences [21] such as personality, cognitive abilities, education, and
cultural background impact perceived trust.

Limitations Although providing initial insights, future re-
search should address limitations, such as the relatively small size
in Exp. 2. Further studies are needed to systematically isolate visual
features and factors influencing trust in visualizations. The definition
of FAMILIARITYcan be expanded to encompass various forms of
prior knowledge, such as familiarity with the chart type.

6 CONCLUSION

We present two experiments that provide valuable insights into the
factors that impact users’ trust in data visualizations. Exp. 1 high-
lights the significance of the visualization source and its visual
features in affecting users’ subjective ratings on five dimensions.
Specifically, the findings suggest that visualizations produced by
news media are more trusted than those produced by scientific or
government agencies. In addition, colorful and high data-ink ratio
visualizations are rated higher in terms of CLARITY, RELIABILITY,
and CONFIDENCE, while black and white visualizations are rated
lower. Exp. 2 demonstrates alignment between participants’ ranking
of visualizations based on perceived trust and the ratings of FAMIL-
IARITY and CLARITY from Exp. 1. The results also emphasize the
importance of factors such as source, credibility, familiarity with the
topics, and interpretibility in influencing users’ trust in data visual-
izations. As such, the study highlights the need for designers of data
visualizations to carefully consider these factors to build user trust
in their visualizations.
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