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Abstract

Topic modeling is a natural language processing (NLP) task that statis-
tically identifies topics from a set of texts. Evaluating results from topic
modeling is difficult in context and often requires domain experts. To facil-
itate evaluation of topic model results within communication between NLP
researchers and domain experts, we present a visual comparison framework,
OCTVis, to explore results from two topic models mapped against a domain
ontology. The design of OCTVis is based on detailed and abstracted data
and task models. We support high-level topic model comparison by mapping
topics onto ontology concepts and incorporating topic alignment visualiza-
tions. For in-depth exploration of the dataset, display of per-document
topic distributions and buddy plots allow comparison of topics, texts, and
shared keywords at the document level. Case studies with medical domain
experts using healthcare texts indicate that our framework enhances qual-
itative evaluation of topic models and provide a clearer understanding of
how topic models can be improved.
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Lay Summary

Topic modeling is a statistical approach that summarizes collections of text
into topics being discussed. While topic modeling can be an effective way
of understanding large text collections (often infeasible for a human to read
through one by one), evaluating and improving these machine results re-
quires human input and interaction. Particularly, domain experts can in-
form topic modeling results with the help of established domain knowledge,
known as ontologies. We present an interactive visualization, OCTVis, to
compare results from topic models within the context of a domain ontology.
We evaluate the effectiveness of OCTVis with medical domain experts using
online patient discussions and a medical ontology. Through ontology-based
topic model comparison, OCTVis enhances qualitative evaluation of topic
models and provides a clearer understanding of how topic models can be
improved.
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Dudáš et. al. . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.12 (Part II) Schematic examples of ontology visualizations from

Dudáš et. al. . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.13 PhenoLines from Glueck et. al. . . . . . . . . . . . . . . . . . 13

3.1 A part of the UMLS semantic network . . . . . . . . . . . . . 14

4.1 The OCTVis interface . . . . . . . . . . . . . . . . . . . . . . 25
4.2 The topic alignment facet . . . . . . . . . . . . . . . . . . . . 26
4.3 Topic alignment linked highlighting . . . . . . . . . . . . . . . 27
4.4 The ontology facet . . . . . . . . . . . . . . . . . . . . . . . . 28
4.5 The document-topic heatmap . . . . . . . . . . . . . . . . . . 29
4.6 Topic coin clustering mockup . . . . . . . . . . . . . . . . . . 31
4.7 Whiteboard mockup of topic-centred and document-centred

views . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.8 Mockup of topic alignment matrices, document-topic matri-

ces, and document view . . . . . . . . . . . . . . . . . . . . . 34
4.9 Colour binning for document keywords . . . . . . . . . . . . . 35

ix



Acknowledgements

I would like to extend my deepest gratitude to Dr. Giuseppe Carenini for
his mentorship and kindness throughout my studies. This would not have
been possible without his direction, wisdom, patience, and support.

Many thanks go to Dr. Hyeju Jang and Patrick Boutet for their eternal
support since the start of my graduate studies. Their academic, social, and
emotional guidance have gotten me to where I am today.

I am very grateful to Dr. Dongwook Yoon for his valuable feedback on
the writing of this thesis.

Dr. Richard Lester’s expertise and patience have been ever gracious, and
I have learned a great deal from his advice. As well, thanks to Dr. Richard
Lester, Dr. John-Jose Nunez, Dr. Kendall Ho, and Dr. Young Ji Lee for
their time and intimate feedback during this project’s case studies.

Most importantly, my love and my thanks to my partner, Alexandra
Kim, and my family, for always believing in me.

x



Chapter 1

Introduction

Topic modeling is a natural language processing (NLP) technique that iden-
tifies topics in a set of texts, or corpus [6]. This technique is a critical
component in most text analytics pipelines. The resulting topic models
can provide informative and concise summaries of the content of large cor-
pora, which can effectively support their exploration and analysis in diverse
domains such as health care [7] and education [35]. However, evaluation
of topic modeling results is challenging because no general gold standard is
available, and automatic evaluation metrics, like topic coherence [39], at best
weakly correlate with human judgments of quality [8, 10]. Thus, human-in-
the-loop evaluation can be beneficial for improving the model, as shown in
prior work [1, 10, 34].

Generally speaking, we need both domain experts and NLP researchers
to make human-in-the-loop evaluation effective and efficient. Topic model-
ing for a particular text domain like health care requires domain expertise to
evaluate whether topic modeling accurately captures the high-level overview
of a corpus. Domain experts can interpret the results of a model given their
domain knowledge, and NLP researchers can take that feedback to enhance
the model. Arguably, the most critical step in this collaborative process
is supporting the comparison of two different topic models. Whenever the
NLP experts are faced with critical design choices in developing topic model-
ing solutions, they can show domain experts the resulting topic models and
interactively gather their assessments of topic quality. Furthermore, topic
models often involve large number of items (e.g., topics, phrases, words,
documents) and relationships among them. The exploration and assess-
ment of such complex models can greatly benefit from visual and interactive
solutions [33].

In this thesis, we present a visual comparison framework for exploring
results from topic models, which is designed to improve the communica-
tion between domain experts and NLP researchers in formative evaluation
of topic models. Our framework support inter-model comparison by incor-
porating topic alignment visualizations. In addition, we introduce a novel
ontology view, which provides a taxonomy of domain specific concepts (i.e.,
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Chapter 1. Introduction

an ontology) for interpreting/labeling topics in a particular domain. The
domain specific ontology can situate topic model comparison by mapping
expected and understood high-level topics (“concepts”) in specific text do-
mains (e.g., medicine) to the actual results from topic models. For further
in-depth exploration of the dataset, display of per-document topic distribu-
tions and buddy plots allow comparison of topics, texts, and shared keywords
at the document level.

Our main contributions can be summarized three folds:

1. We introduce OCTVis, an analytic framework that allows for high-
level and in-depth exploration and comparison of topic models;

2. Our framework provides a visual mapping of ontology concepts to top-
ics on models generated from domain specific text, which is intended
to enhance the interpretability of topic modeling results; and

3. Our use case studies in the health care domain demonstrate that our
framework enhances qualitative evaluation of topic models and pro-
vides a clearer understanding of how topic models can be improved.

As a preview of the thesis, we discuss related work in visualizing topic
models for exploration and for comparison, as well as visualizations of do-
main ontologies in Chapter 2. In Chapter 3, we derive data and task mod-
els for effective ontology-based topic model comparison. In Chapter 4, we
present OCTVis, our visual framework, and describe the visual encodings
in the final solution, considerations throughout the design process, as well
as implementation details. In Chapter 5, we present the methodology and
results from conducting case studies with domain experts on OCTVis. We
discuss our evaluation as well as future work in topic model comparison in
Chapter 6. Finally, we summarize our contributions in Chapter 7.

2



Chapter 2

Related Work

In the following sections, we address existing visualization research on topic
modeling, topic model comparison, and situating topic models in their con-
text via domain ontologies.

2.1 Visualizing topic models for exploration

Figure 2.1: UTOPIAN from Choo et. al. [9]: (top) topic clusters; (bottom
right) individual documents.

Text corpora and tasks for exploring their topic models are rich and
diverse, as is the space of visual analytics designed for them. High-level
tag cloud approaches [37] cluster topics and/or their keywords based on
word similarity, displaying them in 2D space with size encoding keyword or
topic strength (e.g. SolarMap [5], UTOPIAN [9] (Fig. 2.1), TopicPanorama
[41] (Fig. 2.4)). Visualizations including UTOPIAN [9] (Fig. 2.1), Par-
allelTopics [12] (Fig. 2.2), iVisClustering [29], and ConVis [23] allow for
in-depth exploration of document-topic distributions and documents, high-
lighting document keywords pertaining to particular topics. Visual river

3



2.1. Visualizing topic models for exploration

metaphors seen in solutions including ThemeRiver [22], TIARA [30], Hier-
archicalTopics [13], and ThemeDelta [18] (Fig. 2.3), are commonly used to
take into account the temporal nature of corpora (especially streaming data)
and represent topics as they evolve over time.

Figure 2.2: ParallelTopics from Dou et. al. [12]. Of note: (top left) parallel
coordinate view of document-topic distributions; (top right) temporal river
view of topics; (bottom left) word cloud of topic keywords.

Figure 2.3: ThemeDelta from Gad et. al. [18] shows topics from Obama
campaign speeches over the course of the US 2012 presidential election.

4



2.1. Visualizing topic models for exploration

Figure 2.4: TopicPanorama from Wang et. al. [41] displays topics related
to Google, Microsoft, and Yahoo. Of note: (a) hierarchical level-of-detail
visualization of topics; (e) tag cloud of topic keywords; (f) documents related
to the topic.

Figure 2.5: MultiConVis from Hoque and Carenini [24]. (left) Topic hierar-
chy; (right) Blog conversations with sentiment timelines.
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2.2. Comparison of topic models

In order to address text and topic models at scale, hierarchical topic mod-
eling frameworks (e.g. HierarchicalTopics [13], TopicPanorama [41] (Fig.
2.4), MultiConVis [24] (Fig. 2.5)) group topics at varying levels of scale.
More recently, interactive human-in-the-loop techniques including Multi-
ConVisIT [25] and SpecEx [16] (Fig. 2.6) have shown that ongoing human
intervention can dramatically improve the quality of topic models by adding,
removing, merging, and splitting topics. Our work builds off of this exist-
ing topic modeling work using familiar visual idioms including tag clouds
to display topic keywords and highlighting document keywords, in order to
address comparison based tasks for exploring topic models with the specific
focus of supporting domain and NLP experts in jointly comparing two topic
models.

Figure 2.6: SpecEx from El-Assady et. al. [16] compares differences between
two iterations of a topic model in the Tree-Speculation View.

2.2 Comparison of topic models

The task framework set by Alexander and Gleicher [1] breaks topic model
comparison into three main tasks: topic alignment, distance comparison,
and timeline comparison (see Figure 2.7). To address the task of topic
alignment, the authors introduce bipartite graphs and heatmaps for high-
level comparisons, as well as colour field rank comparisons for more in-depth
topic-to-topic keyword comparison. To compare document distances, they
introduce buddy plots: by holding one document stationary, relative dis-
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2.2. Comparison of topic models

tances to other documents in the corpus can be encoded with distance for
one model and colour hue for the other. Sharp deviations in a smooth gradi-
ent indicate outlier documents with varied relative distance between the two
models. For timeline comparison, asymmetric topic flow diagrams juxtapose
two river flow visualizations [18, 22, 30] to facilitate comparison. While the
authors introduce a number of useful techniques for high-level topic model
comparison, our detailed task analysis indicates that intra-document ex-
ploration needs more support. Thus, our work extends their framework by
adding in-depth document keyword comparison, ontology-based comparison.
Furthermore, we add a critical step that was missing in their work. While
Alexander and Gleicher [1] only showcased their interface on usage scenar-
ios, we evaluate ours in several case studies with domain-specific corpora
and domain experts.

Figure 2.7: Topic model comparison from Alexander and Gleicher [1]. (A):
Topic alignment heatmap and bipartite graph. (B): Colour field rank com-
parison between two topics. (C): Parallel buddy plots. (D): Asymmetric
topic flow diagram.

Other comparative frameworks include Srinivasan et. al. [38], who thor-
oughly evaluated comparison tasks (not specifically for topic modeling) on
bar charts and established a preference for redundant visual encodings (i.e.
juxtaposition + explicit) for comparison. Our framework follows these prin-
ciples to juxtapose results from two topic models and redundantly encode
topic alignment with a parallel coordinates graph and a heatmap matrix.

Oelke et. al. [34] compare individual topics between supervised classes in
one topic model using a 2D Euler diagram to represent class containment (see
Figure 2.8). The authors use a topic coin glyph to display a word cloud of the
top twelve keywords in each topic, as well as encoding topic distinctiveness
and characteristicness based on other topics in the same class. While their
multi-class comparison over topics is highly scalable, it requires well defined,
supervised class labels over the corpus to compute topic discrimination. This
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2.2. Comparison of topic models

approach is very different from our framework, which compares results from
two topic models and facilitates more interactive exploration of the corpus.

Figure 2.8: Comparison of 495 papers of InfoVis, SciVis, and Siggraph from
Oelke et. al. [34]. Each circle is a topic, and its location encodes how
discriminating that topic is for its class (the three conferences).

To compare topic model results with reference concepts, Chuang et. al.
[10] present a probabilistic topic alignment framework. Reference concepts
can come from domain experts, available metadata, or the outputs of other
topic models. The authors compute alignment and four types of misalign-
ments between the latent topics and reference concepts: junk topics (no
matching concept), fused topics (2+ matching concepts), missing concepts
(no matching topic), and repeated concepts (2+ matching topics) (see Figure
2.9). While this framework is a useful diagnostic tool for tuning LDA topic
models via topic alignment, it expects a one-to-one correspondence between
topics and concepts, which may not be the case when mapping topics onto a
hierarchical ontology. Moreover, evaluation found discrepancies between ex-
perts and computed likelihoods when determining significant topics – many
topics marked as significant were considered meaningless junk by experts.
Our solution expands this approach by presenting an interactive visualiza-
tion that allows users to explore the results of two models, which need not
be probabilistic. Our mapping of domain-specific ontology onto topics does
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2.2. Comparison of topic models

not assume that the ontology is complete nor that the corpus covers all of
the ontology, instead allowing open-ended comparison tasks in the context
of the text domain.

Figure 2.9: Correspondence chart between latent topics (columns) and ref-
erence concepts (rows) from Chuang et. al. [10]. Circle areas show matching
likelihoods, while bars denote probabilities of concept/topic absence, one-
to-one correspondence, and merging.

More recent interactive topic modeling frameworks [15, 16] provide an
excellent foundation for comparing the results from a topic model against
newer, re-parameterized results, while constantly responding to feedback
from a human in the loop. El-Assady et. al. [15] facilitate a nuanced, in-
depth exploration and comparison of the topic models and the corpus in two
ways: comparative bar charts to juxtapose topic modeling parameters from
two models side by side, and a document relevance feedback view to compare
topic keywords between the models within certain documents (see 2.10).
In order to preview the downstream effect of user changes to the model,
SpecEx [16] incorporates several computed topic quality metrics including
separation, distinctiveness, coherence, and pointwise mutual information.
While these metrics may not correspond well with human judgments of
quality [8, 10], they remain useful to estimate certain aspects of topic models.
Our work incorporates computed metrics via juxtaposed bar charts as well

9



2.3. Ontology visualization

as supporting in-depth exploration of documents adapted specifically for
comparison tasks between differing topic models.

Figure 2.10: The document relevance feedback view from El-Assady et. al.
[15] compares topic keywords over document snippets between two iterations
of a topic (old: orange, new: purple, shared: blue). (A) Topic keywords of
the two topics; (B) Documents in the corpus; (C) Top ten sentences for each
topic; (D) Percentage of matching documents in the corpus.

2.3 Ontology visualization

Visualizations for ontologies – hierarchical knowledge taxonomies for par-
ticular text domains – have been explored extensively in previous work.
Visual encodings have included the use of indented lists, space-filling tech-
niques [14, 27], and node-link graphs [17, 27] (see Figures 2.11 and 2.12 for
examples). To the best our knowledge, however, there is little prior work
on visualizing ontologies for topic modeling comparison. The idea of ref-
erence concepts introduced by Chuang et. al. [10], and used to validate
a single topic model is similar to what is captured by an ontology map-
ping. Unlike hierarchical ontologies, which often have high-level concepts
that map to several topics, they expect an optimal one-to-one alignment.
The PhenoLines tool [20] (Fig. 2.13) applies the topology of the domain-
specific Human Phenotype Ontology to structure topic model output, but is
built for comparing domain classes (“phenotypes”) within subtypes of their
topic model, instead of for comparing results from differing topic models. In
this thesis, we use established list and graph visual encodings to map any
domain-specific ontology against two topic model results, allowing general
high-level comparison for any text domain with established taxonomies.
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2.3. Ontology visualization

Figure 2.11: (Part I) Schematic examples of ontology visualizations from
Dudáš et. al. [14]
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2.3. Ontology visualization

Figure 2.12: (Part II) Schematic examples of ontology visualizations from
Dudáš et. al. [14]
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Figure 2.13: PhenoLines from Glueck et. al. [20], a visualization for optimizing topic models that describe disease
symptoms using the Human Phenotype Ontology.
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Chapter 3

Data and Task Abstractions

By following the standard information visualization methodology [32], we
base the design of our visual interface, OCTVis, on abstracted data and
task models. The data model describes text corpora, topic models, and
ontologies, while the task model outlines key comparison tasks to enhance
qualitative evaluation and understanding of ontology-based topic models.

Organism

Organism 
AttributeAnatomical 

Structure

Finding

Laboratory or 
Test Result

Sign or 
Symptom

Embryonic 
Structure

Anatomical 
Abnormality

Congenital 
Abnormality

Acquired 
Abnormality

Fully Formed 
Anatomical 

Structure

part of

evaluation of

property of

isa links
non-isa relations

Figure 3.1: A part of the UMLS semantic network.

3.1 Data model

OCTVis is designed to support the comparison of two different topic models
for the same corpus. At the highest level, the data model includes: (i) the
set of documents comprising the corpus, (ii) two topic models, and (iii) a
domain specific ontology.

Text often comprises of many topics. Topic modeling is a key NLP task
that automatically identifies topics within a particular text document or cor-
pus. For instance, a news article about electric vehicles could cover battery
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3.1. Data model

technologies, history of electric vehicles, the current market and competi-
tors, government incentives, the environment, and so on. In conversational
text, like email threads and online discussions, topics can vary drastically
within a single thread or discussion, and can also include subjective content
such as emotion and sentiment. Identifying topics within a text is crucial
for downstream visual analytic tasks like text comparison and exploration.

A topic model dataset can be represented as multiple tables. One table
stores topics (attributes) per document (row), assigning a quantitative value
representing the strength of that topic for that particular document [33]. For
probabilistic methods like Latent Dirichlet Allocation (LDA) [3], each value
in this table is the specific probability, P (t|d), that the attribute topic t
(column) occurs given the document d (row). For each document, we can
also assign topics to subdivisions of text, most commonly per word. Over
the entire corpus, we have a table where each row represents a topic, and
each column represents a word in the corpus, and the value in each cell
is a quantitative weight for that word in that topic (in LDA, this is the
probability of a word w occurring given a particular topic t, P (w|t)).

Although most topic modeling techniques automatically generate labels
for the extracted topics (e.g., most likely words from the topic in LDA),
there often exist human-annotated labels for topics and subtopics within
particular lexical domains, known as ontologies. These ontologies are hier-
archical networks of categories and relationships that classify terms used in
a particular domain. As an example, the Unified Medical Language System
(UMLS) Semantic Network [31] is an ontology of terms, hierarchical cat-
egories (“concepts”), and relations used in the medical lexicon. Concepts
within UMLS include “Laboratory or Test Result”, “Sign or Symptom”, and
“Finding”, and they are linked with their parent concepts by semantic rela-
tions, like part of and is a (i.e., subclass), as shown in Figure 3.1. In our
work, we use the UMLS Semantic Network as our domain-specific medical
ontology.

Algorithm 11shows the pseudo-code to derive the data model, assuming
that the two topic models to be compared have been already generated.
This process involves the four steps below.

First, each model is mapped into the ontology. The step comprises two
phases: (i) words in the corpus are mapped into the ontology, (ii) each topic
of the topic model is mapped into ontology concepts. The first phase is

1All the procedures are here specified for an LDA model with conditional probabilities
P (t|d) and P (w|t). For non-LDA topic models, corresponding weights connecting topics
to documents and words to topics should be used.
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3.1. Data model

Algorithm 1 Pseudocode for derived data: ontology mapping, topic align-
ment, an example of a topic metric computation (topic segregation), and
document distances

1: procedure MapOntologyConceptsToTopics
2: for each word wj in the corpus do
3: assign wj to a concept if a mapping exists
4: (based on an ontology labeler, MetaMap for the UMLS in this

thesis)

5: for each concept ci do
6: for each topic tk (in both models) do
7: weight(tk, ci)← 0
8: for word wj mapped to ci do . see Equation 3.1
9: weight(tk, ci)← weight(tk, ci) + P (wj |tk)

10: procedure ComputeTopicAlignment
11: for each topic tj in model A do
12: for each topic tk in model B do
13: alignment = sim(tj , tk) . see Equation 3.2

14: procedure ComputeTopicSegregation
15: for each topic tj in model X do
16: for each topic tk in model X do
17: compute sim(tj , tk)

18: rawSegregation← mean sim(tj , tk) for all other tk

19: segregation← normalized rawSegregation to sum to 1 over model
X

20: procedure ComputeDocumentDistances
21: for each document di in the corpus do
22: for each document dj in the corpus do
23: distance(di, dj)← sim(p(t|di), p(t|dj))
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3.2. Task model

done by using MetaMap [2], a toolkit that automatically codes text with the
UMLS semantic concepts. For instance, the text “I need running clothes”
would be coded as “I need running [Daily or Recreational Activity]

clothes[Manufactured Object]”. In the second phase, to compute the
strength of a mapping between a topic tk and an ontology concept ci, we
use the equation:

weight(tk, ci) =
∑

wj mapped to ci

P (wj |tk), (3.1)

where wj is a word in the corpus, P (wj |tk) is the probability of that word
given the topic tk.

Second, following Alexander and Gleicher [1], we compute a mapping
(i.e., alignment) between the two topic models as the cosine similarity be-
tween their probability distribution of a word occurring given a particular
topic, p(w|t).

sim(tj , tk) =

∑
i P (wi|tj)P (wi|tk)√∑

i P (wi|tj)2
√∑

i P (wi|tk)2
, (3.2)

where wi ∈ V is each word in the corpus.
Third, we derive quantitative topic metrics per topic, including topic seg-

regation (how well separated topics are), topic cohesion, and topic stability.
These will be described and justified in the next section.

Finally, we compute document distances within each topic model. For
each pair of documents in the corpus, we compute their relative distance
using the cosine similarity between their document-topic distributions (see
the ComputeDocumentDistances procedure in Algorithm 1).

3.2 Task model

The high-level goal of our visual solution for comparing topic model results
is twofold:

• first, to assist communication between an NLP researcher and a do-
main expert during formative evaluation of topic modeling methods,
and

• second, to assist an NLP researcher in the development of these novel
techniques.
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3.2. Task model

The process of refining this high-level goal into a hierarchy of user ana-
lytic tasks to drive the interface design was based on principles from existing
literature on visualizing comparisons [1, 19] and topic modeling analytics
[4, 11, 16], as well as an informal collection of user requirements from NLP
and domain experts (including the authors).

In essence, the interface needs to support the assessment of which of two
given topic models is a better model for the target corpus. This assessment
can be decomposed into four key qualitative and quantitative metrics for
evaluating how good a topic model is. We first describe these metrics and
informally explain how users can be supported in evaluating those. Next,
we provide a more formal task model for the metrics.

3.2.1 Evaluative metrics

Topic segregation This evaluative metric relies on the intuition that an
ideal topic model should have different topics with little word or semantic
overlap. While word overlap is easy to compute numerically, semantic over-
lap is a more difficult problem. The interface should allow the users to gauge
the semantic distance between topics qualitatively, by looking for duplicate
words, synonyms and similar/related words shared across topics.

Topic coherence The quality of a topic model depends on the quality
of each of its topics. Thus, we also consider the intuitive metric of within-
topic coherence. Essentially, words within a topic should share some over-
all semantic relatedness. A topic with seemingly ”random” or ”out of the
blue” words is considered noisy, and having poorer quality than one with
more coherent words. This idea relates to well defined quantitative metrics,
including topic coherence[11], normalized pointwise mutual information[4],
and topic stability[16].

Topic model comprehensiveness An important quality metric for a
topic model is how thoroughly it covers the topics appearing in the cor-
pus. For instance, suppose a corpus discusses the topics of ‘food therapy’,
‘symptom’, and ‘sleep’; topic model A captures only ‘food therapy’, ‘symp-
tom’, and other irrelevant words while topic model B captures all three
topics successfully. In this case, model B would be preferred to model A
since it is more comprehensive. This is very difficult to measure without a
human-centred gold standard because it requires understanding the entire
corpus. Our visual analytics solution aims to help researchers create a men-
tal topic model to compare topic model results against, enabling evaluation
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3.2. Task model

of model comprehensiveness. One approximation for this measure can be
derived from mapping the topic model on to the ontology space, and seeing
the topic coverage on the ontology concepts. While the ontology might not
accurately reflect the corpus space, it may help the NLP researcher and the
clinician create this mental model to evaluate model comprehensiveness and
compare the comprehensiveness of different models.

Topic assignment quality A topic model should also map well both
to ontology concepts and at the document level, in the sense of creating
a meaningful middle level between the two. An ideal topic model is well
situated both within the context of its text domain (and should map well
to an ontology) and of individual documents (i.e. topics should reflect the
actual text in each document). If a topic model has well separated high-
level topics that are closely related to the domain ontology, but these topics
do not clearly convey the actual points of discussion in the documents, the
model is too high-level and not much more useful than the ontology itself.
On the other hand, if topics are too fine-grained and describe the documents
in detail without merging similar topics or summarizing key ideas, the model
is not a useful substitute for the documents.

3.2.2 Tasks

With these evaluative metrics in mind, we provide a hierarchy of user ana-
lytic tasks for comparing ontology-based topic models.

Evaluating Overall Topic Model Quality (TM): These tasks cover
the topic models overall, allowing for high-level comparison between the two
models before and after delving into individual topics, ontology mappings,
and documents. These comparisons should be considered throughout the
exploration of the topic models.

• (TM1) Overall, does one model describe the corpus better than the
other model?

An overall quality comparison may be difficult to conclude, but this
principal task prompts further investigation and guides the exploration
of the topic models.

• (TM2) Is one model more coarse-grained or fine-grained than another?

As mentioned earlier, an ideal topic model should be situated between
the high-level ontology and the individual documents of the corpus.
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3.2. Task model

Whether or not a topic model is at the right level of detail is relative
(to the other model, to the ontology, and to the corpus), use-case
dependent, and drives further comparison tasks.

• (TM3) Topic coverage/comprehensiveness/segregation:

– (TM3a) Are there topics that might be better divided into subtopics,
and are there topics that might be better merged into supertopics?

Similar to TM2, certain topics may be too broad or specific, and
topic overlap may suggest potential to merge topics. Proper or
improper topic granularity is an indicator of overall model quality.

– (TM3b) How well are topics separated from one another?

This task overlaps with the previous task (TM3a) in compar-
ing relative topic model quality. Distinct, well-segregated topics
suggest a clearer overall model.

Assessing Topic Alignment (TA) A principal concern of topic model
comparison is alignment between topics across models [1]. The following
tasks address this need.

• (TA1) How well do topics match? In particular, which topics are the
most similar across models? Which topics are the most different?

For instance, in Figure 4.2, we see that topics A2 (keywords ”eat
like carbs don fat sugar think”) and B1 (keywords ”eat like carbs
know don try good”) have the highest pairwise alignment, while A4
(”study blood learned”...) and B2 (”juice green recipe”...) are the
most dissimilar.

• (TA2) Of a highly aligned topic pair,

– (TA2a) How are the topics similar, and how are they different?

From the above example, we see that both topics cover similar
keywords relating to diet and carbs.

– (TA2b) Based on this, which of the two topics better captures a
topic actually covered in the underlying corpus?

While topic keywords may inform the quality of the topic, the
users may also want to explore documents with these aligned
topics and compare document keywords between them (see tasks
DW1-3).
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3.2. Task model

Verifying Topic Quality (TQ) These tasks involve evaluation of the
quality of individual topics relative to one another within a single topic
model and across topic models. As such, computed quantities including
topic coherence and segregation may provide estimates for human qualita-
tive measures of topic quality as well as provide points of comparison for
understanding how and why topic models differ.

• (TQ1) Do measured metrics agree with human judgment for topic qual-
ity?

– For example, a topic with high segregation (little semantic over-
lap) may be a good quality topic in the context of the corpus if it
represents a clear and unique topic. On the other hand, a highly
segregated topic may consist of nonsensical words that appear in
few documents and be relatively uninformative.

• (TQ2) Coherence: How coherent or noisy is a topic?

We can use both computed coherence and the topic keywords in a
topic to evaluate the relative noisiness of a topic, a marker for topic
quality.

• (TQ3) Topic coverage/comprehensiveness: How well do individual top-
ics cover the corpus?

Whether a topic spans the entire corpus or only shows up in a few
documents can prompt further investigation.

Assessing Ontology Mapping Quality (O): The mapping from topics
to a domain ontology situates each model within the context of the text
domain it belongs to. Here, we outline informative tasks that compare topic
models taking into account this ontology context.

• (O1) Which ontology concepts are the most frequent in a topic?

For instance, if a topic is strongly mapped to the UMLS concepts
”Pharmacologic Substance” and ”Clinical Drug”, we expect it to cover
keywords and documents relating to drugs and medicine.

• (O2) Which concepts are prevalent across both topic models?

Concepts covered by both models should suggest alignment of topics
(see tasks TA1-2) and lead to similar comparisons of topic quality
across models.
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3.2. Task model

• (O3) Which concepts are seen differently across topic models, and
across topics, and why?

If an ontology concept is strongly mapped to one model’s topics but
not the other model’s topics, it can be a red flag to investigate fur-
ther differences among these topics. This may indicate more coherent
topics, more segregated topics, or a missed topic entirely in one model.

• (O4) Are there concepts which are more informative than others in
describing the corpus?

This task informs the quality of the ontology itself which can help
develop better ontology mapping techniques. For example, if users
identify concepts such as “Biologic Function” that might be more in-
formative if broken down into “Physiologic” and “Pathologic Func-
tion”, updating our ontology mapping in our framework to reflect this
feedback will better facilitate ontology-based comparisons.

• (O5) Do these concepts make sense in the context of the topic words
and overall corpus?

Ontology mappings need to be related back to the context of the corpus
itself. High-level topics that map well to ontology concepts may not
correspond to clear relationships at the document level, and prompts
further investigation.

Comparing Document Distances (DD) Tasks for comparing docu-
ment distances are key to understanding similarities within and across topic
models [1]. As we saw in Chapter 3.1, given a topic model a distance mea-
sure between any two documents can be computed. The following tasks
address these comparisons in document distances and can be applied glob-
ally (how documents cluster differently between overall topic models) and
locally (how documents differ relative to a specific document of interest).

• (DD1) How do the topic models cluster documents differently with re-
spect to the distances among documents?

• (DD2) Are there documents that are similar across the models, and
documents that are quite different?

Exploring the Document Topic Distribution (DT) In-depth explo-
ration of documents requires first understanding how topics are distributed
across documents and comparing these distributions across models. These
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3.2. Task model

tasks can identify key topics and documents of interest in the context of
the text corpus, facilitating fine-grained comparison. A topic that spans
most documents in the corpus may be less or more cohesive or informative
than an infrequent topic, and topic models may perform differently for these
kinds of topics. One model may have broad, spanning, and overlapping top-
ics that cover the corpus thoroughly, while another may have sparse and
well-segregated topics that pick out specific documents while having gaps in
coverage.

• (DT1) How are topics distributed among documents?

• (DT2) Are there topics that are prevalent throughout the corpus?

• (DT3) Are there topics that only show up in a few documents?

• (DT4) Are topics that are prevalent across the corpus substantially
more or less informative than infrequent topics?

Comparing Document Keywords (DW) At the finest level of compar-
ison, we need tasks involving topic keywords at the document level to form
an in-depth understanding of each topic. These tasks compare aligned top-
ics across models by exploring the keywords captured by each topic within
particular documents. High quality topics should maintain coherence at this
level, and the keywords within a document should align well with the overall
keywords of the topic.

• (DW1) How well do the keywords in aligned topics match at the doc-
ument level?

• (DW2) Does one model find keywords that another model misses?

• (DW3) Are topics assigned correctly at the document level?
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Chapter 4

Solution

Our proposed solution, OCTVis (Ontology-based Comparison of Topics),
uses two linked views to assist in all the topic comparison tasks captured
by our task model (see Figure 4.1). To support our topic-centred tasks, a
high-level topic-centred facet presents the topics from two topic models to
compare topic alignment, as well as the mappings from an existing ontol-
ogy’s concepts to each topic. For more in-depth, document-centred tasks,
a document-centred facet shows topic distributions per document, relative
document similarities, as well as supporting exploration of each individual
document.

4.1 Topic alignment

4.1.1 Encodings

The topic-centred visualization facet, shown in Figure 4.2, builds on the
similarity heatmap and parallel-coordinates node-link solution presented by
Alexander and Gleicher [1]. Two topic models are juxtaposed side-by-side,
using a standard word cloud encoding to show topic keywords, with their
strength encoded by font size [37]. A parallel-coordinates facet in between
the two models shows alignment between topics with colour, line width, and
opacity all redundantly encoding the alignment strength. Below, a heatmap
also shows this topic alignment information in a similarity matrix, with the
topics of one model along one dimension and the topics of the other model
along the other dimension. Fields are coloured by the strength of inter-
model alignment between those two topics. Additional computed per-topic
metrics, such as topic coherence or segregation, are encoded with aligned
horizontal bars beside each topic node.
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Figure 4.1: The OCTVis interface. Topic models (1) are juxtaposed side by side, allowing comparison of topic
alignment to a domain ontology (2) and of document-topic distributions (3). Parallel buddy plots (4) compare
relative distances between documents across both models. A document’s keywords (5) of a selected pair of topics
are highlighted if they belong to the left model’s topic, right model’s topic, or are shared.25



4.1. Topic alignment

Figure 4.2: The topic alignment facet: topic keywords of two topics models
are juxtaposed side-by-side, with model A on the left and model B on the
right. The topic alignment node-link graph and heatmap (center) encodes
topic alignment strength between pairs of topics across topic models.

Showing topic keywords beside topics supports the tasks of evaluating
the quality of matched topics: users can determine how well two topics
match (TA1) based on the computed alignment scores, compare the quality
of the match using the topic keywords (TA2a, TA2b), as well as compare
similarities and differences across model topics, between computed matches
and non-matches (TA1). As well, users can evaluate individual topic quality
(TQ1-3) based on their understanding of the topic given the keywords, com-
puted per-topic metrics, and through comparison between matched topics.
For instance, users can use the topic keywords along with the computed
metric bars to evaluate whether these measured metrics agree with human
qualititative measures (TQ1).

The topic alignment heatmap presents a higher-level overview of the
alignment, supporting tasks including how well topics are segregated (TQ3)
and which topics are most similar and most different (TA1-2). In combi-
nation with the topic alignment graph and topic keywords, this supports
topic quality tasks including whether topics might be better subdivided or
merged (TQ2), and in general whether one model is more coarse-grained or
fine-grained than another (TM2).

4.1.2 Interactions

Users can filter the displayed computed metrics beside each topic node to
compare metrics of their interest. For instance, while evaluating the co-
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4.1. Topic alignment

herence or noisiness of a topic, users can hide all metrics except for topic
coherence.

As well, highlighting a heatmap field cross-filters that link in the parallel-
coordinates facet, desaturating the other links and linking this highlighted
link and corresponding topic nodes (see Figure 4.3). This supports alignment
tasks that compare topics with high computed alignment (TA2a, TA2b), as
well as quality evaluation at the topic level (TQ1-3) and at the model level
(TM1-2).

Figure 4.3: Linked highlighting between the topic alignment node-link graph
and heatmap.
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4.2. Ontology mapping

4.2 Ontology mapping

4.2.1 Encodings

The ontology mapping replaces the topic alignment parallel-coordinates
graph and alignment heatmap components with a vertical list of ontology
concepts (see Figure 4.4). A node-link graph on each side of the list connects
each ontology concept with each topic within that side’s topic model. Sim-
ilar to the topic alignment graph, the strength of each alignment between
ontology concept and topic (see Chapter 3.1) are redundantly encoded with
colour, line width, and opacity. Concepts are sorted in descending order of
combined strength from both topic models, so more frequent concepts are
higher on the list than less frequent concepts. Topic keywords and per-topic
metrics are still presented beside each topic node, as in the alignment view.

Figure 4.4: The ontology facet (orange, center) displays ontology concepts
and their mapping to each topic. The weight of the mapping is encoded by
the saturation, opacity, and width of the line.

The order of the concept list and the concept mapping supports ontology-
related comparisons like finding the most frequent concept per-topic (O1)
and finding prevalent concepts within both or one topic model (O2, O3).
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4.2. Ontology mapping

Figure 4.5: The document-topic heatmap (right) shows the distribution of
topics (columns) for each document (rows) in this topic model. Strengths
of topics are encoded by the saturation and lightness of the topic model’s
colour (red for the left topic, blue for the right topic). The buddy plot facet
[1] (left) compares relative document distances across both models. For
each document, relative distances of every other document (circles) within
the adjacent model (blue) are encoded with horizontal position, with closer
documents to the right. Relative distances for the opposite model (red,
not shown) are encoded with lightness, with closer documents lighter than
farther documents. For instance, most documents, except for one, are rather
close to d25, according to the blue model, but this is not the case with respect
to the other model (most circle are dark). Hovering over a document circle
highlights that document in all the parallel buddy plots, and that particular
row in the document-topic heatmap.
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Using the topic mappings and topic keywords, users can then evaluate the
informativeness of these concepts (O4) as well as whether or not they make
sense within the context of the corpus (O5).

4.2.2 Interactions

Users can toggle between the topic alignment facet and the ontology map-
ping facet to support different tasks. Currently, OCTVis does not support
ontology specific interactions, like showing more or less concepts. Such in-
teractions, when appropriate, could be added in future versions (see Chapter
6).

4.3 Document-centred comparison

4.3.1 Encodings

Below each topic model’s topics, we display a document-topic heatmap rep-
resenting the distribution of topics within each document in the corpus,
expanding on prior work in document-centred comparison [1] (see Figure
4.5). Each row represents a single document, and each column represents
a topic from the above model. Within the heatmap, the saturation and
lightness of the field encodes the strength of that topic (column) within that
document (row). A checkerboard background hint relates the mapping from
each column to each topic’s keywords (See Figure 4.1 for these background
hints).

To support the comparison of document distances (DD1, DD2), we adapt
the parallel buddy plot encoding introduced by Alexander and Gleicher [1].
On each side of a topic model’s document-topic heatmap, a buddy plot facet
can be toggled to compare relative document distances in both models (see
Figure 4.5). Each line corresponds to a document, and the circles repre-
sent every other document’s relative distance to the reference document.
Inter-document distances in the adjacent model are encoded by horizontal
distance, while distances in the opposite model are encoded by lightness;
if the two models have similar document distances, each buddy plot line
would follow a smooth gradient like the reference line at the top of Figure
4.5. Sharp changes in this gradient indicate documents that have differing
distances across the two models [1]. In OCTVis, we chose to use hollow
circles instead of solid disks to see overlap between documents more clearly,
and replaced hue encodings with lightness to prevent overloading established
colour encodings for the two topic models.
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4.3.2 Interactions

To explore the topic models at the document level, single documents are
displayed in the centre of the interface, similar to interactive topic model-
ing techniques presented by El-Assady et al. [15]. Selecting a row in the
document-topic heatmap displays that relevant document, in addition to
a zoomed view of that document’s topic distribution heatmap across each
model (just above the document panel, see Figure 4.1). Clicking a par-
ticular field in the zoomed heatmap selects that topic for intra-document
exploration. The user can select one topic from each of the two models and
the strongest keywords for the selected topic are highlighted in the docu-
ment view. Keywords belonging to the left topic are displayed in red, while
keywords from the right topic are displayed in blue. Keywords shared across
both topics are displayed in green.

4.4 Key considerations during the design process

In this section, we discuss key issues that we considured during the design
process, including alternative views, layouts, and encodings that were not
eventually chosen for the final solution.

Figure 4.6: Topic coin clustering mockup. Each coin glyph represents one or
more merged topics, with shared keywords in black and unique keywords in
orange and purple corresponding to their respective topic model. Relative
positions of each glyph encodes that topic’s similarity to other topics as well
as distinctiveness across the two models.

Initially, we explored a clustering topic coin approach similar to Oelke
et. al. [34] by merging similar topics into coin glyphs and projecting topic
distances in two-dimensional space (see the mockup in Figure 4.6). Within
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each glyph, one or more merged topics would be shown in a tag cloud of
topic keywords, with weight encoded by text size. Shared keywords from
merged topics are shown in black, while words unique to one model’s topic
are coloured accordingly (orange for the left model, purple for the right
model). The location of the topic glyph, as well as its background colour,
would encode relative distinctiveness across models; i.e., a glyph farther to
the left would represent a topic more unique to the left model. Relative coin
distances would also encode topic similarity or segregation between pairs of
topics.

As we considered this clustering paradigm, we extended this framework
to address more comparison tasks. Particularly, the need to situate topics
in the context of domain-specific knowledge led to the inclusion of ontology
mappings in the interface. As well, we introduced the document view to
address the unmet need to thoroughly explore document similarities and
individual documents. Figure 4.7 shows the first mockups of these views
during one of our brainstorming design sessions (Nov 2018, UBC).

Eventually, the coin glyph approach was replaced with a simpler parallel
coordinates graph of topics, topic keywords, and topic alignment, in order
to remove the additional problem of merging aligned topics as well as create
more room for other visual encodings. Figure 4.8 shows a much more high
fidelity mockup for topic alignment matrices, document-topic matrices, and
the view for exploring individual documents.

For the document view, we initially encoded keyword strength with
colour with bilinear interpolation between the two selected topics (see Fig-
ure 4.9). These colour gradients were deemed to be too difficult to perceive,
and we experimented with varying interpolation, changing colours, and in-
creasing the bin size of keyword weights to reduce the colour possibilities.
In the final solution, this was simplified further to three static colours (blue
and red for keywords in one model topic, and green for shared keywords),
as seen in Figure 4.1 (bottom-center).
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cessFigure 4.7: Whiteboard mockup of topic-centred and document-centred views, snapshot during brainstorming

design session before finalizing the design of OCTVis (adopted designs, discarded/modified designs). (A)
parallel coordinates graph to display ontology mappings; (B) topic alignment matrix; (C) clustering of topic coins;
(D) clustering with ontology mapping; (E) document-topic matrices with buddy plots; (F) individual document
view33
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Figure 4.8: Mockup of topic alignment matrices, document-topic matrices,
and document view.
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Figure 4.9: Colour binning for document keywords. Top left : bilinear in-
terpolation between black and red (vertical, model A keyword weight), and
black and blue (horizontal, model B weight). Top centre: bilinear interpo-
lation along diagonals, bottom-left to top-right diagonal blending between
model A (red) to shared (orange) to model B (blue), top-left to bottom-right
diagonal blending with black based on keyword strength. Top right : same as
centre, reduced to 4×4 colour bins. Bottom: document view with keywords
coloured using top-left binning for topic weights, showing the difficulty in
perceiving relative topic weight.
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4.5 Implementation

Topic modeling and ontology mappings were computed with Python’s nltk
and sklearn libraries. In this thesis, we used Latent Dirichlet Allocation
(LDA) and Non-negative Matrix Factorization (NMF) with 5 and 10 topics
each. In order to annotate topic modeling results with ontology concepts,
we use MetaMap [2], a toolkit that automatically codes text with the UMLS
semantic concepts.

The OCTVis interface is a web app built with HTML, CSS, and Javascript.
We used Sass2 for programmable stylesheets and the D3 (v5) Javascript
library3 for data-driven visualization. We make abundant use of ES6 im-
provements to Javascript, including async/await for asynchronous file load-
ing, Promise.all for parallel asynchronous calls, and arrow functions for
D3 callbacks4. All source code can be found on http://www.github.com/

humfuzz/octvis. An online demo of the interface can be found on http://

www.cs.ubc.ca/cs-research/lci/research-groups/natural-language-

processing/octvis/5.
We use the following input to OCTVis:

1. Raw text for each document in the corpus,

2. Comma-separated values for document-topic distributions from the
results of two topic models, where each row is a document, each column
is a topic, and each field is the weight of that topic for that document,

3. A list of unique vocabulary words in the corpus, separated by new
lines,

4. Comma-separated values for word-topic distributions from the results
of two topic models, where each row is a topic, each column is a word
in the order of the vocabulary list, and each field is the weight of that
topic for that word, and

5. Ontology mappings from each ontology term to vocabulary words,
represented with a JSON Object.

These files are parsed and processed by load.js, which computes topic
alignment, document similarities, per-topic metrics (e.g. segregation), and

2https://sass-lang.com/
3https://d3js.org/
4e.g. (d, i, nodes)=>{... nodes[i]} for binding this
5Documents used in case studies are redacted for ethics purposes.
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ontology weights for each topic (see Chapter 3.1 for details). All data is
represented in Javascript Objects and Arrays.

main.js renders the OCTVis visualization in a webpage using SVG.
Rectangular heatmaps and buddy plots use the standard D3 data join model
to associate SVG selections with Javascript data. We take advantage of
D3’s force-body simulations to generate node-link graphs for topic alignment
and ontology mapping, fixing nodes to computed positions and pausing the
simulation on the first timestep.

The document view is a foreignObject div nested inside the SVG, and
contains spans for each word in the document. Each word span is dynami-
cally classed based on the selected topics to highlight keywords within that
topic.

Facet locations are dynamically adjusted for the number of topics and
documents in the data, and custom tweaks per dataset can be manually
specified in metadata parameters. For instance, the top n keywords (default:
1% of the vocabulary size) per topic are highlighted in the document view,
and n can be manually adjusted for each dataset.
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Chapter 5

Case Studies

5.1 Methodology

To evaluate OCTVis on real data, we ran case studies with domain experts
on two corpora of comments from online discussion forums: one contain-
ing comments from diabetes patients, the other containing comments from
ovarian cancer patients.

Table 5.1: Case study corpora statistics.

diabetes
discussions

ovarian cancer
discussions

# comments 201 56,537

# words
per
comment

min 1 1
max 524 5,577
mean 110 99

st. dev. 93 130

The topic models were built on corpora with very different sizes (see
Table 5.1). For each corpus, the two topic models being compared were gen-
erated with differing methods: one with Latent Dirichlet Allocation (LDA)
[3], and the other with Non-negative Matrix Factorization (NMF) [28], both
set to generate five topics. For the ontology mapping we used the Unified
Medical Language System (UMLS) Semantic Network [31], which describes
127 terms6 (”concepts” or ”semantic types”) and 54 relations in the medical
lexicon. We manually excluded 24 of these concepts that were too general or
uninformative (for instance, Qualitative Concept, Functional Concept, and
Group Attribute) and weighted the mapping from each concept to each word
in the corpus using Equation 3.1. For each topic, we computed its segre-
gation from the other topics in the same model using the average cosine
similarity of pairwise topic vectors. As for the set of documents that were

6We used UMLS semantic network 2018AA, the latest version at the time of writing.
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actually shown in the visualization, in order to keep the case studies man-
ageable in term of time, a sample of the comments was selected and shown:
34 comments for the diabetes corpus and 27 for the ovarian cancer corpus.
We assume, given more time, the domain and NLP experts would consider
different and possibly larger samples of the data to perform a more in-depth
comparison of the topic models.

Our four domain experts were all clinicians that work with patients di-
rectly or facilitate online patient discussions. At the start of the case study,
we provided the experts with a definition of topic modeling and ontologies,
and asked about whether they thought topic modeling can be informative
in understanding a possibly large set of documents, whether they had a
clear idea what a ‘good’ topic model should look like, and whether or not
ontologies are useful in evaluating topic model quality.

After this questionnaire, each domain expert was guided through the
features of OCTVis on a fictional sample dataset and topics, and asked to
demonstrate their understanding by answering questions based on perform-
ing sample tasks. If they could not answer those questions or anything else
was unclear, more training was provided.

During the main study, they were presented with one of two datasets
and were free to explore the data using the interface. Two of the experts
had more time and were able to also explore the same corpus with two
additional models comprising ten topics instead of five, and one of these
experts was able to give feedback on both corpora as well. Since the goal
of our interface involves facilitating communication between domain experts
and NLP researchers, one of our NLP researchers discussed the results of the
topic models and prompted topic model comparison with the domain expert
throughout the main study. We were interested in how the interface, through
topic model comparison with and without mapping to an ontology, could
improve this communication and facilitate expert evaluation of the topic
models. After the study, we asked the domain experts the same questions
at the start to see whether their beliefs about topic models and ontologies
changed, and asked for generic feedback on the interface.

We made a conscious decision to exclude the parallel buddy plot facet
from the case study, as we felt that the visual encodings of the parallel
buddy plots had a steep learning period relative to marginal benefits of the
document distance information in the medical conversational corpora we
considered. Since each document was a comment from discussion fora, they
were relatively short (around 20-500 words each) compared to other classes
of documents in NLP (for instance, a newspaper article or a journal paper);
this meant that relative document distances were drastically different based
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on small changes in the topics, and so had very little similarities between the
two topic models. Without any significant patterns in the buddy plot data
to compare document distances across models, we decided not to include this
view in the case study. For corpora with longer documents, for instance, a
collection of newspaper articles, the buddy plot view would likely be more
informative. Testing our interface on such documents is left as future work.

5.2 Results

The case studies indicate that OCTVis was useful in comparing the two
models. From the pre-study and post-study questionnaires (see Table 5.2),
we found that all the experts reported that their idea of what a ‘good’ topic
model should be became clearer after using the interface. Their belief that
topic modeling can be informative in understanding a large set of documents
was strong before and remained strong after the study. However, two experts
lowered their assessment for the usefulness of ontologies, mainly because they
found that the provided ontology was too generic.

Table 5.2: Pre-study and post-study questionnaire responses. Domain ex-
perts were asked how strongly they agreed or disagreed with the following
statements (on a scale from 1-5, with 0.5 increments, where 1 is strongly
disagree and 5 is strongly agree): (S1) Topic modeling can be informative
in understanding a possibly large set of documents. (S2) I have a clear idea
of what a ‘good’ topic model should look like. (S3) Ontologies are useful in
evaluating topic model quality. For each expert and question, bold numbers
indicate stronger or equal agreement before or after the study.

domain expert S1 S2 S3
pre post pre post pre post

e1 4 4 4 4.5 4 4.5
e2 4 5 3 5 4 3
e3 4 4 3 4 4 4
e4 5 5 4 5 4 2

Topic Alignment

All the domain experts used the topic alignment graph and heatmap to com-
pare aligned topics and identify differences between a pair of similar topics.
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Generally, they found that the NMF model generated more coherent topics
than the LDA model. For the diabetes corpus, one domain expert found that
the LDA model was more high level and the NMF model was more detailed.
In the ovarian cancer discussions, another expert found that the LDA topics
were more medical focused while the NMF topics were more psychosocial.
This led the domain and NLP experts to consider the possibility of com-
bining the two models in future work. For instance, speculatively, topics
from NMF could be used to refine topics form LDA into more fine-grained
subtopics. Alternatively, topics from NMF and LDA could be joined in a
single model with broader semantic coverage. In terms of topic segregation,
the per-topic segregation metric was found to be relatively uninformative
across our case studies, and one expert expressed the desire to see more
quantitative metrics across both topic models, such as the fraction of the
concepts mapped in the ontology.

The two domain experts that were able to see the results of ten-topic
topic models in addition to five-topic models found that the interface scaled
well for the increased visual information. One expert initially found using
the alignment matrix heatmap less intuitive than the node-link graph to
compare topic models with five topics, but with ten topics the node-link
graph became more cluttered, and the alignment matrix heatmap was much
more effective for identifying pairs of strongly aligned topics, an indication
that redundantly displaying such information can be beneficial. Within the
ten-topic models, both the experts identified within-model topics that were
very similar in both keywords and document distributions and suggested
that merging these topics would result in more cohesive topics.

Ontology Mapping

While two of our experts found the ontology mapping to be a useful high-
level overview of the topics discussed, the other two found that the mapping
as-is still contained many concepts that were too general or uninformative.
Those that found the ontology mapping useful were able to re-evaluate their
understanding of topics based on their ontology mappings. In the ovarian
cancer corpus, one topic with top keywords “chemo just time taxol like did
good” mapped strongly to the ontology concept “Therapeutic or Preventive
Procedure”, and no other topics in either model mapped as strongly to this
concept. With this information, the two experts that explored this corpus
were able to identify this topic as a cohesive and well-segregated topic about
cancer treatment that the other model failed to capture.

All our domain experts provided useful feedback about how to enhance
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the utility of the ontology mapping. For instance, one clinician was unclear
about what the ontology term labeled “Finding” represented. Even after we
clarified that it referred to medical findings, they believed that it was too
general and might be better broken down into subcategories including “test
results” or “symptoms”. All the experts expressed a need to dynamically
alter or explore the ontology concepts shown, through filtering, searching,
or manually adding in categories of interest. Particularly, when the topic
models missed important and expected topics including ”medication”, the
ontology view could show this gap in coverage. Furthermore, it was sug-
gested that we could use these gaps to seed future topic models to improve
the modeling results.

Exploring Documents

Two of the clinicians expressed little interest in exploring individual docu-
ments, as they were more concerned about the overall topics discussed by
the patients, while others used in-depth exploration of the documents to
assess topic quality and improve their understanding of the topics. For the
diabetes corpus, the document-topic distribution and highlighted keywords
in individual documents helped confirm labels for topics including “exercise”
and “diet”, as well as determining that a “medication” topic was missed by
both models. This was less the case for the ovarian cancer corpus, likely
because the corpus used to generate the topic models was much larger than
the sample documents shown in the interface. The domain experts that
compared topics at the document keyword level were often able to qualify
similar topics with more nuance - for example, while comparing very similar
topics relating to “surgery” in the ovarian cancer corpus, one model’s topic
had more cohesive keywords (less irrelevant keywords) in a document than
the other model and was perceived to capture the topic in the text more
precisely.
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Discussion and Future Work

Overall, our case studies showed that OCTVis enabled domain experts to
effectively compare topic model results and suggest topic modeling improve-
ments to NLP experts. There was no clear trend in valuing broad compar-
isons against an ontology over fine-grained comparisons against individual
documents, and our evaluation suggests that exploring both contexts en-
hances the evaluation of topic model quality and allows for more subtle
comparisons. The ontology mapping acts as a high-level overview of the
corpus to give the two topic models a backbone to compare against, while
exploring documents in-depth enables detailed validation of topic coherence
and coverage.

As mentioned in Chapter 5.1, we excluded the parallel buddy plots from
our case studies due to the limited document distance information they
provided. Given the short documents in our corpora, relative document
distances had little similarity across the two topic models, and the buddy
plots had no significant patterns to identify unique documents in the dis-
tance space. We hope to test the effectiveness of this encoding on corpora
with longer documents, where we would expect to see more similarities in
document distances between differing topic models.

Given our visual framework, a future application exists for comparing
ontology-based topic model results on differing corpora, similar to the com-
parative framework set by Oelke et. al. [34]. For example, clinicians may
be interested in how discussions differ for patients from one region to an-
other, and our interface could be adapted to allow for this comparison. As
this involves comparison of corpora rather than topic models, a future task
model and subsequent implementation would need to reflect this change.

Existing work [23, 25, 26] has found human-in-the-loop visual analyt-
ics to be extremely beneficial for exploring conversational text data, es-
pecially asynchronous conversations including online blogs and discussions
much like the corpora in our case studies. A future extension to our com-
parison framework involves displaying the conversational structure of these
corpora alongside our ontology-based comparison tools. Additionally, con-
versational text is well suited for hierarchical topic modeling techniques
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[13, 25] that allow users to view high-level topics and drill down for more
detailed subtopics, and these hierarchical topic models would be invaluable
for comparison tasks. Both conversational text analytics and hierarchical
topic modeling methods would increase the scalability of our solution for
corpora with a large number of documents by aggregating topic modeling
information on collapsible conversational documents.

These human-in-the-loop techniques often involve interactive topic model
revision [15, 16, 25], and our case studies have shown the need for more in-
teractive tools in our comparative framework. Techniques for interactive
topic modeling, including seeding the topic model with keywords and merg-
ing/splitting/deleting topics, are all tools our domain experts expressed a
desire to use, particularly when applied to the ontology space. Allowing
domain experts to build more relevant ontologies and enhance the existing
ontology network would enhance the effectiveness of ontology-based compar-
ison of topic models. Similar to work in building knowledge graphs [21, 36],
we can use this to have custom ontologies built for specific domain needs.

With larger numbers of topics, ontology concepts, and documents, the
scalability of our interface becomes a concern. Aforementioned interactive
techniques including filtering and drilling down can tackle the issue of scale
on many data dimensions. Topics, documents, and ontologies can be clus-
tered hierarchically and allow users to explore the data space at multiple
granularities. For instance, for large ontologies, analysis could focus on
more fine-grained subtrees that are specific for relevant topics (e.g. cancer
or diabetes sub-ontologies for our corpora) and allow interactive expansion
and collapse of these concepts. While the alignment encoding with par-
allel coordinates can become cluttered with dozens of topics or concepts,
heatmap matrices and other space-filling idioms can scale more effectively;
our topic-ontology mappings can be redundantly encoded with these visual
encodings as well.

In terms of the algorithmic choices that were made on how the data
model is derived, several future alternatives could be considered. For in-
stance, in order to compute topic alignment, we used the generic cosine
similarity measure (see Equation 3.2). If, for instance, the two topic models
involved were both probabilistic, distances that are specific to probability
distributions, like KL-divergence, could be more appropriate [40]. Further-
more, in computing the mapping from topics to ontology concepts, we have
assumed that the corpus is deterministically labeled with ontology concepts.
However, this might not be the case for the given ontology, for which the
labeling could be probabilistic (i.e., a word in the corpus is assigned to dif-
ferent ontology concepts with different probabilities). When this happens,
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Equation 3.1 should be revised accordingly:

weight(tk, ci) =
∑

wj∈V, ci∈C
P (ci|wj)P (wj |tk), (6.1)

where we include the probability P (ci|wj) of a concept ci given a word wj ,
and sum over all words wj in the corpus V and all concepts ci in the ontology
C.
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Chapter 7

Conclusion

Our visual analytics approach to ontology-based comparison of topic models
is designed to inform NLP experts and domain experts about the quality
of alternative topic modeling methods situated within the context of a do-
main ontology. We expand on prior work in topic modeling visualization by
enabling topic comparison at multiple granularities, from high-level domain-
specific mappings to ontology concepts to in-depth document keyword ex-
ploration. To the best of our knowledge, we are the first to perform an eval-
uation of a topic modeling comparison interface with potential users. Such
evaluation, through case studies with clinicians, has shown a clear improve-
ment in understanding topic modeling, enabling communication between
domain experts and NLP experts to evaluate and improve novel topic mod-
eling techniques. We hope to extend our work in the future by facilitating
comparison of different corpora, incorporating more interactive techniques
for human-in-the-loop analysis, and enhancing comparison of hierarchical
topic models and conversational text.
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Appendix A

Pre-Study Questionnaire

Topic modeling is the process of extracting the topics covered by a set of
documents, or corpus. For instance, a set of documents can cover two topics:
animals and food.

An ontology is a set of concepts and relationships describing knowledge in a
particular domain. For instance, in the medical domain, two concepts could
be “flu” and “disease”; they are related by an instance of relation: flu is an
instance of disease.

Please rate how strongly you agree or disagree with each of the following
statements with respect to topic modeling.

Topic modeling can be informative in understanding a possibly
large set of documents.

strongly
disagree

disagree neutral agree
strongly
agree

don’t
know

I have a clear idea of what a good topic model should look like.

strongly
disagree

disagree neutral agree
strongly
agree

don’t
know

Ontologies are useful in evaluating topic model quality.

strongly
disagree

disagree neutral agree
strongly
agree

don’t
know
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Post-Study Questionnaire

Topic modeling is the process of extracting the topics covered by a set of
documents, or corpus. For instance, a set of documents can cover two topics:
animals and food.

An ontology is a set of concepts and relationships describing knowledge in a
particular domain. For instance, in the medical domain, two concepts could
be “flu” and “disease”; they are related by an instance of relation: flu is an
instance of disease.

Please rate how strongly you agree or disagree with each of the following
statements with respect to topic modeling.

Topic modeling can be informative in understanding a possibly
large set of documents.

strongly
disagree

disagree neutral agree
strongly
agree

don’t
know

I have a clear idea of what a good topic model should look like.

strongly
disagree

disagree neutral agree
strongly
agree

don’t
know

Ontologies are useful in evaluating topic model quality.

strongly
disagree

disagree neutral agree
strongly
agree

don’t
know

Please answer the following questions.

What did you like about the interface? What did you find to be
useful?
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Appendix B. Post-Study Questionnaire

What did you dislike about the interface? How can the visualiza-
tion be improved?

What did I learn about the dataset, thanks to the topic models
and ontology?

Which topic model better represents the text?
Please justify your findings.

How can either topic model be improved?
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Case Study Sample Dataset

[document 1]
I love animals. Animals are so great. I love cute pandas and giraffes and
dogs and horses and cats and chimpanzees.

[document 2]
Me too! Animals are so cute.

[document 3]
Here is my recipe for banana bread. Makes one delicious loaf.
2 bananas
1 cup sugar
1 egg, beaten
1 cup flour

1. Preheat oven to 350F.
2. Mash bananas and add egg, sugar, and flour
3. Pour batter into loaf pan. Bake for 1h.
4. Remove from oven and serve.

[document 4]
I love feeding my cats banana bread, they gobble it up!
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Case Study Script

D.1 Introduction and pre-study questionnaire

Today we’ll be investigating comparison of topic models, particularly those
seeded with existing ontologies, with the goal of assisting NLP researchers
develop novel techniques as well as improving communication between NLP
researchers and domain experts when evaluating new methods.

Topic modeling is the process of extracting the topics covered by a set
of documents, or corpus. For instance, a set of documents can cover two
topics: animals and food.

An ontology is a set of concepts and relationships describing knowledge
in a particular domain. For instance, in the medical domain, two concepts
could be “flu” and “disease”; “disease” would have a superclass relationship
with “flu”.

[Show example image in pre-study questionnaire.]
Thank you for participating in our study. The whole process today will

last about one hour. My name is Amon and Im the designer of the interface,
and Hyeju is the natural language processing (or NLP) researcher who will
help facilitate this case study with you, a domain expert.

Do you have any questions about these?
Do you have any questions before we get started?
Okay, please feel free to ask questions anytime.
First you will answer a short pre-study questionnaire. Then, I will walk

you through the interface with some sample data. After that, we will move
to the main portion of the study, which will involve you exploring some of
your data and comparing topic models with Hyeju. At the end of the study,
Ill ask a few more questions to get your feedback.

Before we start, please answer a few questions.
[Have domain expert fill the pre-study.]
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D.2. User training

D.2 User training

Thank you, now we will demonstrate the features of the topic comparison
interface. Here is a sample corpus, a dataset of four documents.

[Hand paper with 4 sample documents printed out.]
Now I will show you the results of two topic models on this dataset.
The visual interface presents two topic models side-by-side - the left

model, model A, is red, and the right model, model B, is blue. For instance,
one of the red topics is about the words “animals cute love...”, and one of
the red topics is about the words “eggs animals delicious...”. Do you have
any questions about this?

Above, the Topic Overview presents the top keywords of each topic,
as well as per-topic metrics to estimate different aspects of topic quality.
Right now, they are showing topic segregation - the longer the bar, the
more distinct that topic is from the other topics within that model.

[Show/hide computed per-topic metrics.]
Do you have any questions about this?
The Topic Alignment facet, in green, consists of a graph between the

topics of both models and a heatmap. Both these components indicate the
similarity between pairs of topics across models with the “brightness” of the
green colour.

[Highlight alignment heatmap cells to show corresponding linked topics.]
Do you have any questions about this?
[Toggle the Topic Alignment and Ontology Alignment facets.]
The orange Ontology Alignment facet replaces the Topic Alignment

facet to show the strongest ontology concepts in the corpus, sorted in de-
creasing strength combined across both models. The strength of each align-
ment between ontology concept and topic is encoded by the colour and width
of the line connecting the two. Do you have any questions about this?

Below each model’s topics, the Document Overview shows the dis-
tribution of topics within each document. The colour of each cell indicates
the strength of that topic (column) in that document (row). In the bottom
centre of the interface, the Document View displays the text of a single
document, as well as the top keywords between a selected topic from each
model. Red and blue colours indicate keywords belonging to a single models
selected topic, and green indicates a keyword shared across both topics.

[Click document row in Document Overview to view that document.]
[Click topic cells in the document heatmap to view keywords for that topic

within that document.]
Do you have any questions about this?
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D.3. Main study

Now, we will ask you a few questions about the dataset to check that
you understand how to navigate the interface. At any time, you can ask
questions and clarify your understanding with either of us.

[Give the domain expert control, and clarify if they don’t know how to
do any task.]

Can you identify the most similar topics across the two models?
In document 3, what are the two strongest topics in model A and model

B?
Between these two topics, what keywords are shared within this docu-

ment?
In model B, which topic is most prevalent throughout the corpus?
If you toggle the Ontology view, which concept is topic B3 most strongly

mapped to?
Which concept is topic A2 most weakly mapped, but not zero?
By examining the ontology mappings, the documents, and the topics,

which topic model would you pick as the better topic model to represent the
data?

D.3 Main study

Now we will begin the study. You are going to be comparing two topic mod-
els on a conversation from an online discussion forum for [diabetes/ovarian
cancer] patients mapped against a medical ontology, the Unified Medical
Language System. This will be an open ended exploration between you and
the NLP researcher. Imagine that Hyeju has come to you with these two
topic models, and needs your domain knowledge to help evaluate and com-
pare the results of these two models to improve future models and summa-
rize the topics being discussed. Feel free to ask questions and communicate
with each other, and please think out loud so that I can understand your
experience.

D.4 Post-study questionnaire and debrief

Please answer the following post-study questionnaire.
[Have domain expert fill the post-study.]
Thank you very much again for your participation. Do you have any

other comments or questions?
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